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Using the Online Code Depot
Purchase of this book provides complete access to the online 
code depot that contains the sample code scripts.

All of the code depot scripts in this book are available for 
download in zip format, ready to load and use and are located at 
the following URL:

r a m p a n t .c c / a u t o _ d b a .h t m

If technical assistance is needed with downloading or accessing 
the scripts, please contact Rampant TechPress at 
info@rampant.cc.

Get the premier Oracle tuning tool. The Workload Interface 
Statistical Engine for Oracle provides unparallel capability for 
time-series Oracle tuning, unavailable nowhere else.

Are you WISE?

WISE supplements Oracle Enterprise 
Manager and it can quickly plot and spot 
performance signatures to allow you to 
see hidden trends, fast.

WISE interfaces with STATSPACK or
AWR to provide unprecedented proactive 
tuning insights. Best of all, it is only 
$199.95. Get WISE. Download now!

www.wise-oracle.com
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Get the Oracle Script Collection
This is the complete Oracle script collection from Mike Ault and 
Donald Burleson, the world's best Oracle DBA’s.

Packed with over 500 ready-to-use Oracle 
scripts, this is the definitive collection for 
every Oracle professional DBA. It would 
take many years to develop these scripts 
from scratch, making this download the 
best value in the Oracle industry.

It's only $39.95 (less than 7 cents per 
script!). For immediate download go to:

www.oracle-script.com
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Conventions Used in this Book
It is critical for any technical publication to follow rigorous 
standards and employ consistent punctuation conventions to 
make the text easy to read.

However, this is not an easy task. Within Oracle there are many 
types of notation that can confuse a reader. Some Oracle utilities 
such as STATSPACK and TKPROF are always spelled in 
CAPITAL letters, while Oracle parameters and procedures have 
varying naming conventions in the Oracle documentation. It is 
also important to remember that many Oracle commands are 
case sensitive, and are always left in their original executable 
form, and never altered with italics or capitalization.

Hence, all Rampant TechPress books follow these conventions:

Parameters - All Oracle parameters will be lowercase italics. 
Exceptions to this rule are parameter arguments that are 
commonly capitalized (KEEP pool, TKPROF), these will be 
left in ALL CAPS.

Variables — All PL/SQL program variables and arguments will 
also remain in lowercase italics (dbms_job, dbms_utility).

Tables & dictionary objects — All data dictionary objects are 
referenced in lowercase italics (dba_indexes, v$sql). This 
includes all v$ and x$ views (xfikcbcbh, v$parametei) and 
dictionary views (dba_tables, user_indexes).

SQL — All SQL is formatted for easy use in the code depot, and 
all SQL is displayed in lowercase. The main SQL terms 
(select, from, where, group by, order by, having) will always 
appear on a separate line.

Programs & Products — All products and programs that are 
known to the author are capitalized according to the vendor

Conventions Used in this Book 3



specifications (IBM, DBXray, etc). All names known by 
Rampant TechPress to be trademark names appear in this text 
as initial caps. References to UNIX are always made in 
uppercase.
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Preface
Oracle Databases command significant clout in the enterprise 
database market. With every major release, the Oracle adds new 
functionality, which makes the databases seem difficult to 
administer. Oracle Database lOg made a major break-through 
over all hurdles with its ease of installation and administration.

Oracle has brought the latest version of its premier database 
product to the mass market in a way that benefits very small 
companies to large enterprises. DBAs can easily set up and 
administer their databases on traditional UNIX and Windows 
platforms as well as the cheaper and robust Linux.

With over 153 manuals in the Oracle Database lOg 
Documentation Library and over 25 books from major 
publishers, novice database users as well as experienced 
administrators find it difficult and confusing to find a reliable, 
single source of information on lOg to start. Also the sheer 
volume of material presented in these books, makes it tedious for 
any user to get the essential knowledge and to get acquainted 
with the database.

Smaller IT organizations as well as large businesses find that 
there is no single source of knowledge to judge how easily and 
reliably they can set up or convert their databases to Oracle 
Database lOg. This book is the culmination of dedicated effort to 
address all these challenges and help the Oracle reader with a 
one-stop resource guide.

This book will cater to the needs of all the database enthusiasts 
who want to learn about the powerful automatic database 
administration features and get their feet wet with Oracle 
Database lOg. It has comprehensive coverage of all major
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features, installation guidelines, and automatic features for

complete ready-to-use Oracle database in less than a day. Enough 
screen shots with lucid explanations are given to guide the novice 
users at each step of the learning process.

For the more experienced readers and practicing Oracle 
professionals, this book has a special "Guru Conversation" 
section at the end of each major chapter to provide information 
about the Oracle lOg v$ views and internal mechanisms behind 
these automatic tuning and configuration tools.

Sincerely,

simpler database administration and enables the reader to install a

Dr. Arun Kumar R.
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Oracle Grid 
Computing

C H A P T E R

“Looks ¿ike a cache fusion problem

Introduction
The fundamental idea of Grid computing relies on the notion 
that computing can be considered as a utility analogous to the 
electric power grid or the telephone network. The utilities are 
meant to be unbreakable and highly available. If a customer 
needs more energy, the electric grid can provide it without 
affecting other customers. Likewise, if a generator goes down, the 
utility company is able to shift the load to other power generating 
stations over the grid and maintain availability of its resources.
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Similarly, the key initiative for computing at organizations is 
improving affordability and availability of enterprise systems. 
Companies are looking at ways to improve their system’s 
availability, process efficiencies and ease operation at reduced 
expenses. This is the client side view on utility computing.

Oracle 10g is committed to using the latest technology.

From a server side view, Grid computing is the way to achieve 
this goal by consolidating islands of hardware and- using 
centralized tools to allocate and manage resources effectively. 
From a server utilization perspective, resources are not sitting idle 
and all requests for resources are answered promptly. High 
availability of such resources ensures that companies get 
optimum performance at reduced expense.

Oracle Corporation has embraced the idea of Grid technology to 
provide seamless availability solutions through its database 
products. The idea of grid computing began in the academic and 
research communities.

10 Easy Oracle Automation



The concept of Grid has been in development for several years at 
Oracle, although some of the features were first available in 
Oracle 9i. Oracle 9i has the key differentiating technologies for 
building the Grid such as Oracle Streams, Oracle transportable 
tablespaces and Oracle Real Application clusters.

It has the portability, security, scalability and manageability 
needed for Grid technology. Oracle has matured this technology 
with the introduction of Oracle Database lOg. Some other key 
reasons behind this initiative are availability of cheaper, faster and 
affordable hardware along with better evolution of traditional 
operating systems and newer open source software like Linux.

B e n e f i t s  o f  U s i n g  G r id  t e c h n o l o g y

What follows is a brief review of some of the technical challenges 
which led to the development of Grid technology. In the early 
part of the 1990s, the focus of IT organizations was to use 
smaller, cheaper and dedicated UNIX and MS-Windows servers 
instead of costlier mainframes. However, organizations soon 
realized the higher expense of maintaining multiple servers, and 
the over-allocated hardware spread over the enterprise was 
causing organizations to think of better and cheaper alternatives.

Every company is interested in saving money on hardware and 
software, resource allocation and utilization, and getting better, 
quicker results on investments. Grid computing is the best- 
proven way to achieve all these and more at overall lower costs.

Grid computing changes the way that enterprises look at 
resources. Companies can buy resources for all their needs and 
allocate them judiciously among different applications depending 
on the demand. For example, while the payroll application is 
running every 2 weeks at night, other business intelligence
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applications can part their resources to speed up the payroll 
processing.

During daytime, the resources from overnight batch jobs can be 
allotted for adhoc queries. These are just a few of the scenarios 
where a company can shift the resources, yet run all the 
applications at peak performance at the lowest possible cost. This 
also results in reduction of development, deployment, and 
maintenance costs of database applications.

For users of Grid computing, the mystery of computing 
resources is completely eliminated. All they have to know is that 
resources are available to address their needs and perform their 
commands satisfactorily. This is analogous to using a hair dryer 
or microwave oven without consulting the utility company before 
operating the appliance. The users do not have to worry about 
availability of resources.

r \

W
г-'ЯЬь*. . È . J k k '"

The personality of your Oracle database can change quickly!
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Now that resource availability has been addressed, it is time to 
move on to the initiatives Oracle has put in motion to promote 
Grid Computing.

O r a c l e  a n d  G r i d  C o m p u t i n g  I n i t i a t i v e s

Oracle is a leading member of the Enterprise Grid Alliance 
(EGA), a consortium of leading vendors and customers for 
enterprise grid computing. The focus of the EGA is on 
promoting tools and standards for developers and users, and 
fostering understanding and adoption of grid computing within 
the enterprise. Oracle's focus with the EGA is to promote grid 
computing in enterprises and provide support of enterprise 
computing via grid technologies and database architectures.

B  Code Depot Usernam e = book, Passw ord = ch eck ___________

Oracle has provided grid features at no additional cost to the 
customers. It has also provided the Grid SDK (Software 
Development Kit) free of charge to support this initiative. Oracle 
provides distributed SQL features to transparendy query or 
update data in other Oracle databases or non-Oracle databases 
using transparent gateways, and makes it appear local. Oracle 
Transportable tablespaces allow Oracle datafiles to be copied 
from one server to a different one, even across different 
operating systems.

Oracle Streams can share data between databases or database 
nodes automatically, enabling efficient communications between 
applications on a grid. The Grid Infrastructure will be addressed 
in the next few paragraphs.
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H o w  D o e s  G r id  I n f r a s t r u c t u r e  W o r k ?

In the last decade, availability and affordability of super fast 
computers, storage devices and networking devices has improved 
dramatically. By using the increased efficiencies of processes and 
systems, grid computing can be achieved as in any utility grid. To 
explain this further, please refer to Figure 1.1. By putting all the 
hardware and applications together, islands of under utilized 
resources are eliminated.
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Hardware vendors are selling cheaper and faster machines, server 
blades, networking equipment, etc., which was unheard of ten 
years ago. A server blade is a circuit board with memory, CPU 
and hard disk to be mounted on a rack. They offer the lowest 
cost of computing that is scalable, efficient and reliable. Blade 
farms or groups of fast computers are the basis of clustering 
technology and grid computing.

On the software side of computing, Linux continues to attract 
more companies by providing an inexpensive and reliable 
operating system. Linux runs very well on blades and smaller 
machines up to four CPUs. This CPU constraint is assumed to be 
overcome in the near future. When considering a blade farm or 
server farm running on Linux, the cost advantage is much higher 
than in a Symmetric Multiprocessor (SMP) environment.

When a grid environment similar to the one in Figure 1.1 is 
deployed, users cannot determine where the server is located and 
where the data is being stored. The experience to the users is a 
faster, seamless operation of their applications.

Oracle started leveraging grid technology with the introduction of 
Real Application Clusters (RAC) in Oracle 9i Release 1. Oracle 9i 
has proven its scalability on Linux clusters with up to 32 nodes, 
though theoretically there is no architectural limit. RAC enables 
the utilization of blade farms. The RAC technology enables 
applications to choose the blades depending on the need for 
resources. This capability has matured in Oracle Database lOg to 
the Automatic Storage Management solution. In addition, the 
introduction of BigFile tablespaces, etc., has just extended the 
storage limits, which was unimaginable in earlier Oracle releases 
and with competing database vendors. In fact, BigFile tablespaces 
can support up to 8 exabytes, which is 8 million terabytes.
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Companies with multiple databases on heterogeneous, dedicated 
hardware can use grid computing to consolidate the hardware 
resources, improve utilization and efficiency of resources, and 
manage a larger environment with less administrative overhead.

Oracle's portability across multiple operating systems and 
hardware platforms can be used as an advantage for supporting 
heterogeneous grids. These heterogeneous grids will allow use of 
all existing hardware and major operating systems. Applications 
developed for one operating system can be run on another 
without any changes. Over the last few years, flexible storage 
accessible over storage area networks has become very popular, 
enabling multiple servers to access the same set of disks in a 
distributed environment.

Oracle Database lOg has introduced the grid control functionality 
to have centralized management of databases and application 
servers running on multiple grids. This feature is useful in small 
as well as large enterprises, when managing tens to hundreds of 
database servers. All these databases can be linked on the grid to 
ensure automated database administration of various tasks and 
data movements among them.

The Automatic Storage Management solution will be reviewed in 
this book along with the many other new database features. All 
these features enable the database administrator to expand the 
existing databases without any storage limits. This book is more 
focused on easy database administration of the database and not 
on installing a grid solution using multiple computers. The reader 
is advised to consult Oracle Enterprise Manager Grid Control 
Installation and Basic Configuration manual- 10g Release 1 (10.1) (Part 
No. B12012-02) for more details.

Oracle provides distributed SQL features that make the data 
seem local regardless of the actual location of the database. Also,
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Oracle allows access to non-Oracle databases and any ODBC 
compliant databases by means of transparent gateways and makes 
the data appear as it does in Oracle databases. This topic will be 
explored during a review of transportable tablespaces in a later 
chapter.

Streams is an Oracle feature that adds to the abilities of grid 
computing by providing a uniform framework for information 
sharing, message queuing, replication, data movement, data 
warehouse loading, etc. Oracle Streams helps the grid to keep one 
or more databases in sync, even when updates are made only on 
one database. Streams automatically captures database changes 
and propagates them to subscribing nodes, applies the changes 
and resolves any conflicts. Oracle lOg extends Streams support 
by adding the streams pool in the SGA

In a nutshell, grid computing allows flexible management and 
deployment of the computing resources of the organization that 
easily adapts to organizational changes.
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C o n c l u s i o n

I n  th is  chapte r, the  e v o lu t io n  o f  G r id  te c h n o lo g y  a n d  O ra c le 's  

G r i d  te c h n o lo g y  in it ia t ive s h a s  b e e n  e xp lo red . H e r e  are a fe w  o f  

the k e y  p o in ts :

■ G r id  c o m p u t in g  re lies o n  the  n o t io n  th a t c o m p u t in g  c a n  b e  

c o n s id e re d  as a utility, w h ic h  im p r o v e s  the a ffo rd a b il ity  a n d  

av a ilab ility  o f  sy stem s.

■ F o r  u se rs  o f  G r id  c o m p u t in g ,  th e  n e tw o rk  ap p e a rs  fa ste r a n d  

w ith  m o re  se am le ss  o p e ra t io n  o f  e n d -u se r  ap p lica tio n s.

■ O ra c le 's  p o rta b ility  a c ro ss  m u lt ip le  o p e ra t in g  sy s te m s  a n d  

h a rd w a re  c a n  b e  u se d  as a n  a d v a n ta ge  fo r  s u p p o r t in g  

h e te ro g e n e o u s  g r id s.

■ O r a c le  9 i h a s  the  k e y  d iffe re n t ia t in g  te c h n o lo g ie s  fo r  b u i ld in g  

th e  G r i d  like  O ra c le  S tre am s, O ra c le  tra n sp o r ta b le  ta b le sp a c e s  

a n d  O r a c le  R e a l A p p l ic a t io n  c lu sters.

■ O r a c le  D a ta b a s e  lO g  h a s  c o m e  u p  w ith  a s le w  o f  n o v e l  

c h a n g e s  to  its  9i arch itectu re  to  p r o v id e  g r id  te c h n o lo g y  

ad ap tab ility .

■ O r a c le  h a s  p r o v id e d  the  G r i d  S D K  (S o ftw a re  D e v e lo p m e n t  

K it )  free  o f  c h a rge  to  s u p p o r t  th e  g r id  e th n o lo g y  in itia tive s.

■ O r a c le  p ro v id e s  d is tr ib u te d  S Q L  features th a t m a k e  th e  data  

se e m  lo c a l to  the u se rs  in s te a d  o f  its  ac tu a l lo ca tio n .

■ G r id  c o m p u t in g  a llo w s  f le x ib le  m a n a g e m e n t  a n d  d e p lo y m e n t  

o f  the  c o m p u t in g  re so u rc e s  o f  the  o rg a n iz a t io n  to  ea sily  a d a p t  

to  o rg a n iz a t io n a l ch an ge s.

I n  ch a p te r  2, the  fo c u s  w ill  be  o n  the  m a jo r  a rch itec tu ra l c h a n g e s  

m a d e  to  O r a c le  D a ta b a s e  lO g  o v e r  th e  te rm in a l re lease o f  O r a c le  

9i, a n d  h o w  th ey  h e lp  to  im p r o v e  the  m a n a g e a b ility  a n d  

ad a p ta b ility  o f  en te rp r ise  databases.
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A r c h i t e c t u r e  C h a n g e s  CH AP TER  

in  a  N u t s h e l l 2

E v e n  a  c h i ld  c a n  m a n a g e  a n  O r a c le lO g  d a t a b a s e !

W h a t ’s  n e w  in  t h e  1 0 g  A r c h i t e c t u r e ?

U n t i l  O ra c le  9i, d a tab a se  a d m in is t ra to r s  u se d  to  s p e n d  a g o o d  

d e a l o f  t im e  o n  d a ta b a se  m o n ito r in g ,  id e n t ify in g  p r o b le m  areas  

a n d  p e r fo rm a n c e  b o tt le n e c k s  a n d  tr y in g  to  im p r o v e  the  da tab ase  

p e r fo rm a n c e . T h e s e  ta sk s  fo c u se d  o n  the  f o l lo w in g  areas.

Storage management - d is k  c o n f ig u ra t io n ,  I / O  m o n ito r in g ,  d is k  

s iz in g , str ip e s  a n d  d is k  co n te n tio n .

Space Management —  d a tab ase  file  s iz in g , m o n it o r  sp ace  

u tiliz a t io n  a n d  c h a in in g .

System Resources —  C P U  u t iliz a t io n  a n d  d a tab a se  b u ffe rs .
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Application and SQL tuning - sta tistics, in d exe s, etc.

Backup and Recovery Management —B a c k in g  u p  database ,  

re c o v e ry  p la n n in g  a n d  strategies, te s t in g  o f  re c o v e ry  m e th o d s ,  

M T T R  etc.

O ra c le  D a ta b a s e  lO g  c o m e s  w ith  a s le w  o f  n o v e l ch a n g e s  to  its  

arch itectu re  o v e r  the p re v io u s  v e r s io n s .  I t  is  th is  a u th o r ’s o p in io n  

that O ra c le  D a ta b a s e  lO g  is  the  m o s t  c o m p le x  a n d  p o w e r fu l  

datab ase  e ve r created  a m o n g  c o m p e t in g  da tab ase  te c h n o lo g ie s .  

B y  m a k in g  the  d atab ase  m o re  so p h is t ic a te d  a n d  p o w e rfu l,  O ra c le  

h as  a u to m a te d  m a n y  o f  the  tra d it io n a l a d m in istra t iv e  fu n c t io n s ,  

m a k in g  O r a c le  D a ta b a s e  lO g  su itab le  e v e n  fo r  sm a ll b u s in e sse s .  

F o r  a sm a ll b u s in e ss ,  it m e a n s  g e t t in g  aw a y  w ith  h a n d l in g  c o s t ly  

D B A  o p e ra t io n s  in -h o u se ,  w h ile  m a in ta in in g  th e  sa m e  

fu n c t io n a lity  as in  la rge r b u sin e sse s.

T h e  ir o n y  o f  O ra c le  D a ta b a s e  lO g  is  th a t it  is  b o th  e x tre m e ly  

s im p le  to  m a n a g e  th a n  p re v io u s  d a tab a se  re leases a n d  m o s t  o th e r  

d atab ase s o n  the  m a rk e t a n d  h a s  th e  m o s t  c o m p le x  e n g in e s  

k n o w n  to  re la t io n a l d a tab ase  arch itectu re s. O ra c le  D a ta b a s e  lO g  

h as a u to m a te d  features w h ic h  c o n t r o l m o s t  o f  the  D B A  ac tiv it ie s  

in c lu d in g  s to ra ge  m a n a g e m e n t,  m e m o r y  m a n a g e m e n t  a n d  

p e r fo rm a n c e  m a n a g e m e n t. P lu s ,  the  se n io r  d a ta b a se  

a d m in is t ra to r  h a s  m o re  th a n  100 n e w  d y n a m ic  p e r fo r m a n c e  

tab les to  e x p e r im e n t w ith  to  tu n e  the  system . D a ta b a s e  

p r o fe s s io n a ls  a n d  o rg a n iz a t io n s  e n jo y  the  p o w e r  o f  O r a c le  

D a ta b a s e  lO g .  S o m e  o f  these  n o ta b le  re v is io n s  to  the  d a ta b a se  

arch itectu re  are b r ie f ly  re v ie w e d  in  th is  chapter.

N e x t  w ill b e  a n  e x a m in a t io n  o f  the  p e r fo rm a n c e  im p r o v e m e n t  

features in  th is  f la g sh ip  d a tab a se  release.
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S u m m a r y  o f  P e r f o r m a n c e  I m p r o v e m e n t  F e a t u r e s

T h e  n e w  a n d  im p r o v e d  p e r fo rm a n c e  features in  O ra c le  D a ta b a s e  

lO g ,  R e le a se  10.1.0.2, w il l  b e  in t ro d u c e d  next. I n  the f o l lo w in g  

ch apte rs, th e y  w ill  be  e x p lo re d  in  g re a te r  detail. H e r e  is  a  

s u m m a ry  o f  the  n e w  p e r fo rm a n c e  features:

■ A u to m a t ic  d ia g n o s is  o f  p e r fo rm a n c e  p ro b le m s,  p o te n t ia l o r  

real, a n d  su b se q u e n t  c o r re c t io n  is  a n o v e l feature  in  O ra c le  

D a ta b a s e  lO g . T h is  is  d o n e  b y  A u to m a t ic  S ta tistic s  C o l le c t io n  

a n d  R e te n t io n ,  A u to m a t ic  D a ta b a s e  D ia g n o s t ic  M o n i t o r  

( A D D M ) ,  A u t o m a t ic  S Q L  T u n in g ,  a n d  A u to m a te d  S p a c e  

M a n a g e m e n t  ( A S M ) .  T h e  A u to m a t ic  S ta tistic s  C o l le c t io n  is  

h a n d le d  b y  the n e w  A u to m a t ic  W o r k lo a d  R e p o s it o ry  ( A W R ) .  

A W R  co lle c ts  the  data, p ro c e s se s  it, a n d  m a in ta in s  

p e r fo rm a n c e  sta tistic s  fo r  u se  b y  A D D M  a n d  o th e r a d v iso r s  

fo r  p r o b le m  d e te c t io n  a n d  a u to m a t ic  se lf-tu n in g .

■ T h e  o p t im iz e r  sta tistics c o l le c t io n  feature  au to m ate s  the  

p ro c e ss  o f  g e t t in g  o p t im iz e r  sta tistic s  fo r  objects. O b je c ts  

w ith  sta le  sta tistic s  o r  n o  sta tistics are a u to m a t ic a lly  ana lyzed .  

R e m e m b e r  th a t D B A s  u se d  to  an a lyze  la rge  o b je c ts  in  earlier  

v e r s io n s  o f  O r a c le  d a tab a se s  fo r  u p -to -d a te  sta tistics a n d  

p e r fo rm a n c e  im p ro v e m e n t.  A l s o  R u le -b a se d  O p t im iz a t io n  

( R B O )  fu n c t io n a lity  is  n o  lo n g e r  su p p o rte d . I t  still ex ists in  

O ra c le  D a ta b a s e  lO g  R e le a se  1, b u t  is  n o  lo n g e r  su p p o rte d .  

O ra c le  su p p o r t s  o n ly  the q u e ry  o p t im iz e r, a n d  all a p p lic a t io n s  

u s in g  O r a c le  D a ta b a s e  lO g  (10.1) s h o u ld  m ak e  u se  o f  th a t  

o p tim ize r.

■ A u to m a t ic  S h a re d  M e m o r y  M a n a g e m e n t  ( A S M M )  h e lp s  the  

D B A  b y  s im p l if y in g  m a n a g e m e n t  o f  S y s te m  G lo b a l  A r e a  

( S G A )  p a ra m e te rs  th r o u g h  se lf - tu n in g  a lg o r ith m s. A S M M  

a lso  en su re s  th e  o p t im a l u t iliz a t io n  o f  ava ilab le  m e m o r y  

re so u rce s  a n d  im p r o v e s  o v e ra ll d a tab a se  p e r fo rm a n c e .
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■ A u t o m a t ic  S to ra g e  M a n a g e m e n t  ( A S M )  h e lp s  w ith  the  

m a n a g e m e n t  o f  space  n e e d e d  b y  v a r io u s  o b je c ts  in  the  

database . S im p ly  a d d  a d is k  a n d  le t O ra c le  m a n a g e  the  v a r io u s  

o b je c ts  th a t w ill u se  it. A l s o ,  it  is  p o s s ib le  to  a d d  a n d  re m o v e  

s to ra g e  as n e e d e d  a n d  im p r o v e  th e  I / O  o n  v a r io u s  d isk s.  

A S M  w il l  b e  e x p lo re d  in  m o re  d e ta il in  a later chapter.

■ A u t o m a t ic  S Q L  T u n in g  featu re s are o ffe re d  b y  S Q L  T u n in g  

A d v i s o r  a n d  S Q L  A c c e s s  A d v is o r .  M o r e  de ta ils  o n  th ese  

tu n in g  a d v is o r s  are a lso  g iv e n  in  a la te r chapter.

T h e  M a k in g  o f  O r a c l e  D a t a b a s e  1 0 g

O ra c le  D a t a b a s e  1 0 g  is  the  re su lt  o f  re se arch  a n d  d e v e lo p m e n t  o f  

a ro u n d  2 0 0  d e v e lo p e rs  a n d  a rch ite c ts  f o r  o v e r  3  years as sta ted  b y  

O ra c le  p re ss  releases. W h a t  d o e s  it  m e a n  to  a d a ta b a se  

a d m in is t ra to r  o r  a n  e n d  u se r?  I n  s im p le  te rm s, O ra c le  h a s  tr ied  to  

take the  p a in s  o u t  o f  a d m in is te r in g  the  d a tab ase s  b y  a u to m a t in g  

as m u c h  fu n c t io n a lity  as p o s s ib le  a n d  b y  m a k in g  a d m in is t ra t io n  

m o re  sca lab le . D u r in g  th is p ro c e ss ,  c h a n g e s  h a v e  b e e n  m a d e  to  

m e m o r y  stru c tu re s, re so u rce  m a n a g e m e n t,  s to ra ge  h a n d lin g ,  data  

types, im p r o v e d  S Q L  tu n in g , fa ste r d a ta  lo a d in g ,  fa ste r re co ve ry ,  

just to  n a m e  a few .

R e w a r e  o f  O r a c le  d e v e lo p e rs  w h o  s p e a k  f l u e n t  K J in g o n .
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T h e  fo l lo w in g  is a n  e x a m in a t io n  o f  s o m e  o f  the  key  n e w  featu re s  

o f  O ra c le  D a ta b a s e  lO g .

C h a n g e s  t o  M e m o r y  S t r u c t u r e s

T h e  m a jo r  m e m o r y  stru c tu re s a sso c ia te d  w ith  a n  O ra c le  in s ta n c e  

are S y s te m  G lo b a l  A r e a  ( S G A )  a n d  P r o g r a m  G lo b a l  A r e a  ( P G A ) .  

S G A  is  sh a re d  b y  a ll se rve r a n d  b a c k g r o u n d  p ro ce sse s, w h ile  

P G A  is  e x c lu s ive  to  th e  se rve r a n d  b a c k g r o u n d  p ro ce sse s.

System Global Area (SGA)

S y s te m  G lo b a l  A r e a  ( S G A )  is  a g r o u p  o f  sh a re d  m e m o r y  

s tru c tu re s th a t c o n ta in  data  a n d  c o n tr o l in fo rm a t io n  fo r  o n e  

O ra c le  d a tab a se  in stan ce . W h e n  m u lt ip le  u se rs  are c o n n e c te d  to  

the  sam e  in stan ce , the  d ata  in  the  S G A  is  sh a re d  b y  all u sers. T h is  

is  w h y  it  is ca lled  the  S h a re d  G lo b a l  A re a .

A n  O ra c le  in s ta n c e  is  m a d e  o f  the  S G A  a n d  O ra c le  p ro ce sse s.  

O ra c le  a lloca te s m e m o r y  fo r  the  S G A  w h e n  the d a tab ase  in s ta n c e  

is  started  a n d  re tu rn s  the  m e m o r y  w h e n  the  in sta n ce  is  sh u t  

d o w n . T h e  m a x im u m  size o f  the  S G A  is  d e te rm in e d  b y  

s g a _ m a x _ s i% e  in it ia liz a t io n  p a ram e te r in  the in it ln s t a n c e N a m e .o r a  file  

o r  se rve r p a ra m e te r  ( S P F I L E )  file.
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Figure 2.1 O r a c le  D a t a b a s e  1 0 g  M e m o r y  S t ru c tu re s

T h e  S G A  c o n ta in s  the f o l lo w in g  d a ta  structures:

Database Buffer Cache - T h e  D a ta b a s e  B u f fe r  C a c h e  is  th e  

p o r t io n  o f  th e  S G A  th a t h o ld s  c o p ie s  o f  d a ta  b lo c k s  re ad  f r o m  

d ata  files. A l l  c o n c u r re n t  u se r  p ro c e sse s  sh are  acce ss  to  th e  

d a tab a se  b u ffe r  cache. T h e  size  o f  the  d a tab a se  b u ffe r  c ach e  is  

se t b y  th e  in it ia liz a t io n  p a ra m e te r  file  d b _ b lo c k _ s i% e . U s u a l  

v a lu e s  are  f r o m  2 K  to  3 2 K .  T h is  s ta n d a rd  b lo c k  size  is  u se d  b y  

the  S Y S T E M  tab lespace.

Redo Log Buffer —  R e d o  L o g  B u f f e r  is  a c ircu la r  b u f fe r  in  th e  

S G A  th a t h o ld s  in fo r m a t io n  re la t in g  to  c h a n g e s  m a d e  in  th e  

d a tab a se  in  th e  fo r m  o f  re d o  entries. T h e  b a c k g r o u n d  p ro c e ss ,  

L G W R ,  w r ite s  the  re d o  lo g  b u ffe r  to  th e  active  re d o  lo g  file  o r  

g r o u p  o n  d isk .
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Shared Pool —  S h a re d  P o o l  c o n ta in s  the  l ib ra ry  cache, the  

d ic t io n a ry  cache, b u ffe rs  fo r  para lle l e x e c u t io n  a n d  c o n tr o l  

structure s. I t  is  s ize d  b y  sh a re d _ p o o l_ s i% e  p aram eter.

Java Pool —  Ja v a  P o o l  is u se d  in  m e m o ry  fo r  a ll se s s io n -sp e c if ic  

java  c o d e  a n d  data  w ith in  th e  J V M  (Java V ir tu a l  M a c h in e ) .  T h e  

J a v a  p o o l  a d v is o r  p r o v id e s  in fo r m a t io n  o n  h o w  the s ize  o f  the  

J a v a  p o o l  c a n  a ffe c t the  p a rse  rate.

Large Pool (Optional) —  L a r g e  P o o l  is  a la rge  o p t io n a l m e m o r y  

area u se d  to  p r o v id e  m e m o r y  a llo c a t io n s  fo r  m e m o r y  req uests  

la rge r  th a n  the size  o f  sh a re d  p o o l.

Data Dictionary Cache — D a t a  D ic t io n a r y  C a c h e , a lso  k n o w n  as 

r o w  cach e  is a sp e c ia l lo c a t io n  in  m e m o r y  to  h o ld  d a ta  

d ic t io n a ry  data. T h e  D a t a  d ic t io n a ry  is  a c o l le c t io n  o f  d a tab ase  

tab le s a n d  v ie w s  c o n ta in in g  re ference  in fo r m a t io n  a b o u t  th e  

database , its structu re s, a n d  its  users.

Streams pool —  S tre a m s  p o o l  c o n tro ls  the  S tre a m s  m e m o ry .

Database Buffer Cache —  O r a c le  su p p o r ts  m u lt ip le  b lo c k  sizes in  

a database . T h e  sizes a n d  n u m b e r s  o f  n o n -s ta n d a r d  b lo c k  size  

b u ffe r s  are sp e c if ie d  b y  the  fo l lo w in g  param ete rs.

■ d b _ 2 k _ c a c h e _ s i% e

■ d b _ 4 k _ c a c h e _ s i% e

■ d b _ 8 k _ c a c h e _ s i% e

■ d b _  1 6 k _ c a c h e _ s i% e , a n d

■ d b _ 3 2 k _ c a c h e _ s i% e .

I f  the  cach e  is  large, a re q u e st fo r  d a ta  is  m o re  lik e ly  to  f in d  th e

in fo rm a t io n ,  re su lt in g  in  a c a c h e  hit.

Other information - T h e  S G A  c o n ta in s  ge n e ra l in fo r m a t io n  a b o u t  

the  d a tab a se  a n d  the  in stan ce , w h ic h  is  a cce sse d  b y  the  

b a c k g r o u n d  p ro ce sse s. T h is  p a r t  is  c a lled  f ix e d  S G A .

Summary of Performance Improvement Features 25



A l l  S G A  c o m p o n e n t s  a llocate  a n d  d e a llo ca te  m e m o r y  in  u n its  

ca lled  gran u le s. T h e  g ra n u le  size  is  d e te rm in e d  b y  the  to ta l S G A  

size  a n d  the  o p e ra t in g  system . I t  is  4  M B  i f  the  to ta l S G A  is  le ss  

th a n  1 G B  a n d  1 6 M B  i f  the  S G A  is  o v e r  1 G B .  F o r  3 2 b it  

W in d o w s ,  the  g ra n u le  size  is  8 M B  fo r  a S G A  la rge r  th a n  1 G B .

T h e  size  o f  the  S G A  is  d e te rm in e d  b y  severa l in it ia liz a t io n  

p aram ete rs, o f  w h ic h  the f o l lo w in g  are o f  h ig h e r  re levance.

■ d b _ c a c h e _ s i^ e  —  size  o f  the  cach e  o f  s ta n d a rd  b lo c k s

■ lo g _ b u f fe r —  n u m b e r  o f  b y te s a llo c a te d  fo r  th e  re d o  lo g  b u f fe r

■ sh a re d _ p o o l_ s i% e  —  size  in  b y te s o f  the  area fo r  sh a re d  S Q L  a n d  

P L / S Q L

■ la rg e _ p o o l_ s i% e  —  size  o f  the  la rge  p o o l  (d e fau lt  =  0)

■ J a v a _ p o o l_ s i% e  —  size  o f  the  J a v a  P o o l.

■ d b _ n k _ c a c h e _ s i% e  —  s ize  o f  n o n -d e fa u lt  b lo c k  size  cach e

I n  p r e v io u s  d a tab a se  v e r s io n s ,  th e  D B A  h a d  to  m a n u a lly  sp e c ify  

d iffe re n t  S G A  c o m p o n e n t  s ize s b y  se tt in g  th e  a b o v e  p aram ete rs.  

O r a c le  D a ta b a s e  lO g  h a s  the  A u t o m a t ic  S h a re d  M e m o r y  

M a n a g e m e n t  ( A S M M )  feature  to  s im p lify  th is  m e m o r y  

m a n a g e m e n t  p ro c e ss .  A S M M  m e th o d s  w ill  b e  e x p lo re d  in  a  la te r  

chapter.

Program Global Area

P r o g r a m  G lo b a l  A r e a  ( P G A )  is  a m e m o r y  area th a t c o n ta in s  d a ta  

a n d  c o n tr o l in fo r m a t io n  fo r  a se rve r p ro ce ss .  A c c e s s  to  the  P G A  

is  e x c lu s iv e  to  se rve r p ro c e s se s  a n d  so ftw a re  c o d e  a c t in g  o n  its  

b eh a lf.

T h e  c o n te n ts  o f  P G A  m e m o r y  v a ry  d e p e n d in g  o n  h o w  th e  

in s ta n c e  is ru n n in g ,  w h e th e r  the  sh a re d  se rve r o r  d e d ica te d  se rv e r  

o p t io n  is  in  effect. B u t  gen e ra lly , the  P G A  m e m o r y  c a n  b e
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c la ss if ie d  in to  the  fo l lo w in g  areas: P r iv a te  S Q L  A re a ,  C u r s o r s  a n d  

S Q L  A re a s ,  a n d  S e s s io n  M e m o r y

Private SQL Area -  A  P r iv a te  S Q L  A r e a  h a s  d a ta  o n  b in d  

in fo r m a t io n  a n d  ru n t im e  m e m o r y  structu re s. E v e r y  se s s io n  o r  

u se r  th a t issu e s  an  S Q L  sta te m e n t h a s  a p r iv a te  S Q L  area. 

M a n y  p r iv a te  S Q L  areas c a n  b e  a sso c ia te d  w ith  the  sa m e  

sh a re d  S Q L  area. T h e  p r iv a te  S Q L  area o f  a c u r s o r  is  d iv id e d  

in to  th e  p e rsis te n t area, w h ic h  is  freed  o n ly  w h e n  th e  c u r so r  is  

c lo se d , a n d  the ru n -t im e  area, w h ic h  is  freed  w h e n  th e  

e x e c u tio n  is  te rm inated .

T h e  actua l lo c a t io n  o f  a p r iv a te  S Q L  area d e p e n d s  o n  the  

se s s io n 's  c o n n e c t io n .  F o r  a se s s io n  c o n n e c te d  th r o u g h  a 

d e d ica te d  server, p r iv a te  S Q L  areas are lo c a te d  in  th e  se rve r  

p r o c e s s 's  P G A .  I f  a  s e s s io n  is c o n n e c te d  th r o u g h  a sh a re d  

server, p a rt  o f  the  p r iv a te  S Q L  area is  k e p t in  the S G A .

Cursors — A  c u r so r  is a h a n d le  o r  n a m e  fo r  a p r iv a te  S Q L  area, 

w h ic h  is  u se d  as a n a m e d  re so u rce  th r o u g h o u t  th e  e x e cu tio n  

o f  th e  p ro g ra m .  T h e  n u m b e r  o f  p r iv a te  S Q L  areas th a t a u se r  

p ro c e s s  c a n  a llocate  is  lim ite d  b y  o p e n _ c u rso rs  param eter. T h e  

d e fa u lt  v a lu e  is  50.

Session memory —  S e s s io n  m e m o r y  is  the  m e m o r y  a llo ca te d  to  

h o ld  a se s s io n 's  v a r ia b le s  a n d  o th e r  in fo r m a t io n  re lated  to  th e  

se ss io n . F o r  a sh a re d  server, the  se s s io n  m e m o r y  is  sh a re d  a n d  

n o t  private.

T h i s  se c t io n  h a s  re v ie w e d  the  O ra c le  m e m o r y  structu re s, n a m e ly  

the  S y s te m  G lo b a l  A r e a  ( S G A )  a n d  the P r o g r a m  G lo b a l  A r e a  

( P G A )  a n d  in t ro d u c e d  s o m e  o f  the  n e w  features th a t a ffe c t th e m  

in  O r a c le  lO g .  T h e  n e x t se c t io n  w ill  in t ro d u c e  s o m e  o f  the  n e w  

featu res in  O ra c le  lO g .
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D e t a i l s  o f  N e w  F e a t u r e  U p g r a d e s

T h is  se c t io n  w ill  p r o v id e  a n  in t ro d u c t io n  to  the  m a jo r  feature  

u p g ra d e s  in  O r a c le  D a ta b a s e  lO g ,  c o m p a r e d  to  O ra c le  9 i re leases.

S Y S A U X  T a b l e s p a c e

S Y S A U X  tab le sp ace  p r o v id e s  s to ra ge  fo r  a ll n o n  S Y S -r e la te d  

tab le s a n d  in d e x e s  th a t w o u ld  h a v e  o th e rw ise  b e e n  p la c e d  in  the  

S Y S T E M  tab le space . T h is  is  re q u ire d  in  all O ra c le  D a ta b a s e  lO g  

d atab ase s  a n d  th e re fo re  m u s t  b e  c reated  a lo n g  w ith  n e w  in s ta lls  

o r  u p grad es.

T h e  S Y S A U X  tab le sp ace  is  a n  au x ilia ry  tab le sp ace  to  the  

S Y S T E M  tab le space . M a n y  da tab ase  c o m p o n e n t s  u se  S Y S A U X  

as the ir d e fa u lt  lo c a t io n  to  sto re  data. T h e  S Y S A U X  ta b le sp ace  is  

m a n d a to r y  a n d  is  a lw ay s  created  a lo n g  w ith  a n e w  d a tab a se  o r  

d atab ase  u p gra d e . C re a t in g  a n y  o th e r  s c h e m a  tab les in  S Y S A U X  

is  n o t  re c o m m e n d e d .

T h e  S Y S A U X  tab le sp ace  re d u ce s the  n u m b e r  o f  ta b le sp ace s  th a t  

are  created  b y  d e fa u lt  in  the seed  d a tab a se  a n d  u se r -d e fin e d  

database . I n  a R A C  e n v iro n m e n t  w ith  R A W  d e v ice s, a R A W  

d e v ice  is  created  fo r  e ve ry  tab le space , w h ic h  m a k e s  R A W  d e v ic e  

m a n a g e m e n t  d ifficu lt . B y  c o n s o l id a t in g  these  ta b le sp ace s  in to  the  

S Y S A U X  tab le sp acc , the  n u m b e r  o f  R A W  d e v ice s  c a n  b e  

redu ced.

T h e  S Y S A U X  ta b le sp ace  a n d  its  o c c u p a n ts  are created  w h e n  th e  

C R E A T E  D A T A B A S E  c o m m a n d  is  e xe cu te d  in  lO g .  W h e n  a  

d a tab a se  is  u p g ra d e d  to  lO g ,  the  C R E A T E  T A B L E S P A C E  

c o m m a n d  is  u se d , T h e  C R E A T E  T A B L E S P A C E  S Y S A U X  c a n  

b e  ca lled  o n ly  in  a m ig ra te  m o d e .
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E n s u r e  there  is  e n o u g h  sp ace  fo r  the  S Y S A U X  tab le sp ace  a n d  

n o te  th a t S Y S D B A  p r iv ile ge  is  n e e d e d  to  create  S Y S A U X .  

A t te m p t s  to  a lter the m a n d a to ry  attribu te s o f  the  S Y S A U X  

tab le sp ace  are n o t  a llo w e d  a n d  w il l  re su lt  in  an  error.

A f t e r  S Y S A U X  is  created, the  D B A  c a n  m o n it o r  the  sp ace  u sa ge  

fo r  each  o c c u p a n t  b y  . q u e ry in g  the v $ s y s a u x _ o c c u p a n ts  table. T h is  

v ie w  h a s  the f o l lo w in g  in fo r m a t io n  a b o u t  the  o c c u p a n ts  o f  th e  

S Y S A U X  tab le sp ace  - o c c u p a n t 's  nam e , o c c u p a n t  d e sc r ip t io n ,  

sc h e m a  n a m e , m o v e  p ro c e d u re  a n d  cu rre n t sp a c e  usage . O ra c le  

E n te rp r ise  m a n a g e r  h a s  a G U I  in te rface  to  a s s is t  in  th e  re lo c a t io n  

o f  a n y  o c c u p a n t  u s in g  to o  m u c h  sp ace  in  the  S Y S A U X  

tab le space . T h e  w k sy s .m o v e _ rv k  p ro c e d u re  c a n  b e  u se d  to  m a n u a lly  

m o v e  o c c u p a n ts  in  a n d  o u t  o f  th e  tab lespace .

A u t o m a t i c  S t o r a g e  M a n a g e m e n t

A u to m a t ic  S to ra g e  M a n a g e m e n t  ( A S M )  is  a  n e w  d a tab ase  se rv ice  

fo r  e ff ic ie n t m a n a g e m e n t  o f  d is k  d r iv e s  w ith  2 4 / 7  ava ilab ility . I t  

h e lp s  k e e p  the  D B A  f r o m  p o te n tia lly  h a v in g  to  m a n a g e  

th o u s a n d s  o f  d a tab a se  files a c ro s s  m u lt ip le  d a tab ase  in sta n ce s  b y  

c re a t in g  d is k  g ro u p s .  T h e  d is k  g r o u p s  are c o m p r is e d  o f  d is k s  a n d  

the file s tha t re s id e  o n  them .

A S M  w ill  n o t  e lim in a te  a n y  e x is t in g  d a tab a se  fu n c t io n a lit ie s  w ith  

file  sy ste m s o r  ra w  d e v ice s  a n d  O ra c le  M a n a g e d  F ile s  ( O M F )  as 

in  p r e v io u s  v e r s io n s .  W i t h  it, the  D B A  n e e d s to  m a n a g e  a sm a lle r  

n u m b e r  o f  d is k  g ro u p s .  A S M  a lso  se rves as a c lu ste r  file  sy s te m  

fo r  R A C  c o n f ig u ra t io n s .

B i g F i l e  T a b l e s p a c e

G o n e  are the d a y s  o f  sm a lle r  ta b le sp ace s  in  the  ra n ge  o f  a fe w  

m egab yte s. D a ta b a s e  tab le s o f  to d a y  are h u n g r y  fo r  storage. A  

B ig F i le  T a b le sp a c e  ( B F T )  is  a ta b le sp ace  c o n ta in in g  a s ing le , v e ry
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la rge  d ata  file. W i t h  the n e w  a d d re s s in g  sch e m e  in  lO g ,  fo u r  

b il l io n  b lo c k s  are p e rm itte d  in  a s in g le  d a ta  file  a n d  file  s ize s c a n  

be  f r o m  the  8 T e ra b y te s  to  128 T e ra b y te s  range. T o  d is t in g u is h  a 

re gu la r  ta b le sp ace  f r o m  a B F T ,  a re g u la r  tab le sp ace  is  ca lle d  a  

sm a ll file  tab le space . O ra c le  D a ta b a s e  lO g  c a n  be  a m ix tu re  o f  

sm a ll file  a n d  B ig F i le  tab lespaces.

R e n a m e  T a b l e s p a c e

A n o t h e r  n e w  feature  e x c lu s ive  fo r  O r a c le  D a ta b a s e  lO g  is  the  

p r o v is io n  to  re n a m e  tab le spaces. I n  o ld e r  v e rs io n s ,  y o u  w o u ld  

h ave  to  create  a n e w  tab le space , c o p y  th e  co n te n ts  f r o m  the  o ld  

tab le sp ace  a n d  d r o p  the o ld  tab le space . T h e  b e n e fits  o f  th is  

feature  are m o r e  s im p lif ie d  p r o c e s s in g  o f  tab le sp ace  m ig r a t io n  

w ith in  a d a ta b a se  a n d  ease o f  t r a n s p o r t in g  a tab le sp ace  b e tw e e n  

tw o  database s. Y o u  c a n  re n a m e  a ta b le sp ace  S A L E S _ H I S T  to  

S A L E S _ H I S T O R Y  u s in g  the  fo l lo w in g  c o m m a n d :

ALTER TABLESPACE SALES_HIST RENAME TO SALES_HISTORY;

T h e  re n a m e  ta b le sp ace  feature  a p p lie s  o n ly  to  d a tab ase s  w ith  a  

c o m p a t ib il it y  le ve l o f  10.0.1 a n d  h igh e r. I n  ad d it io n , a n  o f f l in e  

tab le space , a tab le sp ace  w ith  o f f l in e  d a ta  files, a n d  ta b le sp ace s  

o w n e d  b y  S Y S T E M  o r  S Y S A U X  c a n n o t  be  ren am ed.

C r o s s - P l a t f o r m  T r a n s p o r t a b l e  T a b l e s p a c e s

I n  p r e v io u s  re leases o f  O ra c le  d a tabase , the  T ra n s p o r ta b le  

T a b le sp a c e  feature  e n a b le d  a ta b le sp a ce  to  be  m o v e d  a c ro s s  

d iffe re n t  O r a c le  d a tab ase s  r u n n in g  o n  th e  sa m e  p la t fo r m  

arch itecture . O r a c le  D a ta b a s e  lO g  h a s  d ra m a t ic a lly  c h a n g e d  th is  

fu n c t io n a lly  to  a llo w  the m o v e m e n t  o f  d a ta  a c ro ss  d if fe re n t  

p la t fo rm s .

T h is  m e a n s  th a t in  se lected  h e te ro g e n e o u s  p la t fo rm s  o r  o p e ra t in g  

sy s te m  e n v iro n m e n ts ,  T ra n sp o r ta b le  T a b le sp a c e s  c a n  be  u se d  to
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m o v e  d a ta  f r o m  o n e  e n v iro n m e n t  to  an oth er. U s in g  th is  feature, 

a d a tab ase  c a n  b e  m ig ra te d  f r o m  o n e  p la t fo rm  to  a n o th e r  b y  

re b u ild in g  the d a tab a se  c a ta lo g  a n d  t r a n s p o r t in g  the  u se r  

tab le spaces. B y  de fau lt, the  c o n v e r te d  files are p la c e d  in  the n e w  

f la sh  re c o v e ry  area w h ic h  w a s  a lso  in t ro d u c e d  in  O ra c le  D a ta b a s e  

lO g . A  lis t  o f  fu lly  s u p p o r te d  p la t fo rm s  can  be  fo u n d  in  

v $ tra n sp o rta b le _ p la tfo rm .

A  n e w  data  d ic t io n a ry  v ie w  ca lled  v $ tra n sp o rta b le _ p la tfo rm  lists  a ll 

su p p o r te d  p la t fo rm s ,  a lo n g  w ith  p la t fo rm  I D  a n d  e n d ia n  fo rm a t  

in fo rm a t io n .  T h e  v $ d a ta b a se  d ic t io n a ry  v ie w  h a s  tw o  n e w  

c o lu m n s ,  P L A T F O R M _ I D  a n d  P L A T F O R M _ N A M E ,  to  

su p p o r t  th is  feature.

SQL> desc v$transportable_platform
Name Null? Type

PLATFORM_ID 
PLATFORM_NAME 
ENDIAN FORMAT

NUMBER
VARCHAR2(101) 
VARCHAR2(14)

E n d ia n n e s s  is  the  p a tte rn  fo r  byte  o rd e r in g  in  n a tive  types fo r  

d ata  files. T h e re  are tw o  m a in  p a tte rn s  —  b ig  e n d ia n  a n d  litd e  

end ian . I n  b ig  e n d ia n  fo rm a t,  the  m o s t  s ig n if ic a n t  b y te  c o m e s  

f ir s t  w h ile  in  little  en d ian , the  least s ig n if ic a n t  byte  c o m e s  first.

F o r  t ra n sp o r ta b le  ta b le sp ace s  to  w o rk ,  the  so u rce  a n d  ta rge t  

d a tab a se  m u s t  u se  the sa m e  ch aracte r set a n d  n a t io n a l ch aracte r  

set. I f  the  p la t fo rm s  are o f  d iffe re n t e n d ian n e ss,  an  a d d it io n a l  

step  is  n e e d e d  o n  e ither so u rc e  o r  ta rge t d a tab ase  to  m a tc h  th e  

ta rge t e n d ia n n e ss  fo rm at. H e r e  is  the  in fo r m a t io n  f r o m  

v $ tra n sp o rta b le _ p la tfo rm  o n  a ty p ica l server.
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PLATFORM- ID PLATFORM NAME ENDIAN FORMAT

1 Solaris[tm] OE (32-bit) Big
2 Solaris[tm] OE (64-bit) Big
7 Microsoft Windows IA (32-bit) Little

10 Linux IA (32-bit) Little
6 AIX-Based Systems (64-bit) Big
3 HP-UX (64-bit) Big
5 HP Tru64 UNIX L ittle
4 HP-UX IA (64-bit) Big

11 Linux IA (64-bit) Little
15 HP Open VMS Little
8 Microsoft Windows IA (64-bit) Little
9 IBM zSeries Based Linux Big

13 Linux 64-bit for AMD 'Little
16 Apple Mac OS Big
12 Microsoft Windows 64-bit for A Little

A u t o m a t e d  M e m o r y  M a n a g e m e n t  U s in g  A W R  a n d  

A D D M

A u t o m a t ic  W o r k lo a d  R e p o s it o r y  ( A W R )  p ro v id e s  b a c k g r o u n d  

se rv ice s to  O r a c le  D a ta b a s e  lO g  to  co lle ct, m a in ta in , a n d  u tilize  

th e  sta tistic s  fo r  p r o b le m  d e te c t io n  a n d  se lf-tu n in g . T h e  A W R  

h a s  a n  in -m e m o r y  sta tistic s  c o l le c t io n  fac ility , w h ic h  is  u se fu l fo r  

lO g  c o m p o n e n t s  to  co lle c t sta tistics. T h e s e  m e tr ic s  are s to re d  in  

m e m o r y  f o r  p e r fo rm a n c e  re a so n s. T h e  m e m o r y  v e r s io n  o f  th e se  

sta tistics is  w r it te n  to  d is k  re gu la r ly  b y  a n e w  b a c k g r o u n d  p ro c e s s  

ca lle d  M M O N  ( M e m o r y  M o n it o r ) .  O r a c le  cap tu re s  a n d  re ta in s  

th is  h is to r ic a l d a ta  w ith o u t  D B A  in te rve n tio n . T h e  h is to r ic  da ta  

c a n  b e  u se d  fo r  an a ly s is  o f  p e r fo rm a n c e  p r o b le m s  th a t o c c u rre d  

in  a ce rta in  t im e p e r io d  a n d  to  d o  tre n d  ana lysis.

A u to m a t ic  D a ta b a s e  D ia g n o s t ic  M o n i t o r  ( A D D M )  is  o n e  o f  th e  

m o s t  im p o r t a n t  a d v is o r  features in  O r a c le  D a ta b a s e  lO g .  I t  

an a lyze s th e  sy s te m  u s in g  in fo r m a t io n  co lle c te d  in  A W R ,  

id e n tif ie s  p o te n t ia l a n d  cu rre n t p r o b le m s  a n d  p r o v id e s  

re c o m m e n d a t io n s  fo r  f ix in g  these  issu e s. I t  a lso  in v o k e s  o th e r  

a d v iso rs .  A D D M  d o e s  an a ly s is  o f  s n a p sh o t s  take n  p e r io d ic a lly  

a n d  w r ite s  re su lts  to  A W R .  I t  u se s  th e  w a it  a n d  tim e  sta tistic s  

m e th o d ,  w h ic h  an a lyze s  activ it ie s  w ith  h ig h  t im e  c o n s u m p t io n  o n
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a p r io r ity  basis. M o r e  de ta ils  o n  A D D M  c a n  be  fo u n d  in  la ter  

chapters.

D r o p  D a t a b a s e  C o m m a n d

W it h  th is  n e w  re lease  o f  O ra c le  database , there  is  f in a lly  a  g re a t  

feature  to  d ro p  the  entire  d a tab a se  w ith  a s in g le  c o m m a n d .  T h e  

n e w  D R O P  D A T A B A S E  c o m m a n d  de letes a ll d a tab ase  files, a ll 

o n lin e  lo g  files, c o n t r o l files a n d  the se rve r p a ram e te r (sp file ) file. 

T h is  c o m m a n d  w il l  n o t  re m o v e  a rch ive  lo g s  o r  b a c k u p s ,  w h ic h  

h a v e  to  b e  d e le ted  m an u a lly .

A u t o m a t e d  S Q L  T u n in g  F e a t u r e s

O r a c le  D a ta b a s e  1 0 g  h a s  p r o v id e d  a h a n d fu l o f  n e w  features lik e  

A u to m a t ic  W o r k lo a d  R e p o s it o r y  ( A W R ) ,  A u to m a t ic  D a ta b a s e  

D ia g n o s t ic  M o n i t o r  ( A D D M ) ,  S Q L  T u n in g  A d v is o r  a n d  

S Q L A c c e s s  A d v i s o r  fo r  tu n in g  th e  S Q L  sta te m e n ts  o r  a p p lic a t io n  

cod e . W h i le  A W R  a n d  A D D M  re n d e r  se rv ice s to  su p p o r t  

a u to m a t ic  S Q L  tu n in g , S Q L  T u n in g  A d v i s o r  a n d  S Q L A c c e s s  

A d v i s o r  are the  ac tu a l tu n in g  to o ls .

S Q L  T u n in g  A d v i s o r  p r o v id e s  tu n in g  a d v ice  fo r  S Q L  sta te m e n ts  

w ith o u t  m o d if y in g  an y  statem ent. I t  takes o n e  o r  m o re  S Q L  

s ta te m e n ts  as in p u t  a n d  in v o k e s  the a u to m a t ic  tu n in g  o p t im iz e r  

to  p e r fo r m  S Q L  tu n in g  w ith o u t  ac tu a lly  m o d if y in g  a n y  statem ent.  

T h e  o u tp u t  is  a  series o f  a d v ice  o r  r e c o m m e n d a t io n s  a lo n g  w ith  

th e  ra tion a le  b e h in d  each  re c o m m e n d a t io n  a n d  its  e xp ecte d  

bene fits. T h e s e  re c o m m e n d a t io n s  w ill  p r o m p t  the  u se r  to  co lle c t  

sta tistic s  o n  the  a ffected  o b jects, create n e w  in d e x e s  o r  

re stru ctu re  the  statem ents.

F o r  c o m p le x  a p p lic a t io n s  a n d  la rge  databases, S Q L A c c e s s  

A d v i s o r  c o m e s  in  v e ry  h an dy . S Q L A c c e s s  A d v i s o r  is a  tu n in g  

t o o l  th a t p r o v id e s  ad v ice  o n  in d e xe s, m ate r ia lize d  v ie w s  a n d
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m ate ria lize d  v ie w  lo g s  fo r  a g iv e n  w o r k  lo ad . I t  a lso  p r o v id e s  

ad v ice  o n  d a tab a se  sc h e m a  is su e s  a n d  d e te rm in e s o p t im a l data  

access pa th s.

F o r  b o th  the tu n in g  to o ls ,  a ta sk  is  created, the  A d v is o r  is  ru n  

w h ic h  ge n e ra te s re c o m m e n d a t io n s ,  a n d  the  re c o m m e n d a t io n s  

m a y  o r  m a y  n o t  b e  im p le m e n te d . T h e  re c o m m e n d a t io n s  g iv e n  b y  

these  to o ls  c a n  th e n  b e  acce p te d  o r  rejected. T h e se  A d v is o r  to o ls  

are ava ilab le  th r o u g h  O ra c le  E n te rp r ise  M a n a g e r  lO g  ( O E M )  a n d  

f r o m  S Q L  c o m m a n d  p ro m p t.  M o r e  a b o u t  the S Q L  tu n in g  

A d v is o r  a n d  S Q L A c c e s s  A d v i s o r  w il l  b e  p r o v id e d  in  a la ter  

chapter.

D a ta  P u m p  U t i l i t ie s

O ra c le  D a ta b a s e  lO g  h a s  a  n e w  h ig h -sp e e d  in fra stru c tu re  fo r  data  

a n d  m eta d a ta  m o v e m e n t  ca lled  D a t a  P u m p .  T h e  D a t a  P u m p  

in fra stru c tu re  p ro v id e s  d ra m a t ic  im p r o v e m e n t  in  p e r fo rm a n c e  

o v e r  the  o r ig in a l e x p o rt  a n d  im p o r t  utilities. I t  a lso  p ro v id e s  h ig h 

sp e e d  d a ta  lo a d  a n d  u n lo a d  c a p a b ility  to  e x is t in g  tables. U s i n g  a 

ro b u s t  p ro p r ie ta ry  fo rm a t, p la t fo rm  in d e p e n d e n t  fla t files c a n  be  

m o v e d  b e tw e e n  m u lt ip le  servers. I t  is  a lso  p o s s ib le  to  u se  the  

n e w  n e tw o rk  m o d e  to  tra n sfe r  d a ta  u s in g  d a tab a se  lin k s.  

A l t h o u g h  the  c o m m a n d s  to  E x p o r t  a n d  Im p o r t  are s im ila r , th ey  

are separate  p ro d u c ts .

O n e  b e n e f it  o f  D a t a  P u m p  E x p o r t  a n d  Im p o r t  is  the  ab ility  to  

d e ta ch  f r o m  a lo n g  r u n n in g  jo b  a n d  rea ttach  w ith o u t  a ffe c t in g  the  

job. A n o t h e r  b e n e f it  o f  D a t a  P u m p  is  r e m a p p in g  o f  da ta  d u r in g  

the e x p o rt  a n d  im p o r t  p ro c e sse s. U s in g  D a t a  P u m p ,  the  n a m e s  o f  

so u rce  d a ta  files, so u rce  sc h e m a  n a m e s, a n d  so u rc e  tab le sp ace s  

ca n  b e  c h a n g e d  to  d iffe re n t n a m e s  at the  ta rge t system . D a t a  

P u m p  a lso  su p p o r ts  f in e -g ra in e d  o b je c t se le c tio n  u s in g  the  

e x c lu d e , in c lu d e  a n d  co n te n t p aram ete rs.
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B a c k u p  a n d  R e c o v e r y  -  F l a s h b a c k ,  R M A N

F la s h b a c k  q u e ry  w a s  in t ro d u c e d  in  O ra c le  9i. I n  O ra c le  D a ta b a s e  

lO g ,  the  fu n c t io n a lity  o f  th e  A S  O F  c lau se  h a s  b e e n  e x p a n d e d  

f r o m  9i. A l l  F la s h b a c k  fea tu re s re ly  o n  u n d o  in fo r m a t io n  to  

recreate  a state in  the past. T h e  D B A  ca n  u se  the V E R S I O N S  

B E T W E E N  c lau se  to  re trieve  a ll v e r s io n s  o f  the  r o w s  th a t  

e x isted  b e tw e e n  tw o  t im e  p o in ts .  F la s h b a c k  V e r s io n s  Q u e r y  

re trieves all c o m m it te d  o cc u rre n c e s  o f  the  ro w s.

T h e  F la s h b a c k  T r a n s a c t io n  Q u e r y  is a d ia g n o s t ic  to o l to  v ie w  th e  

c h a n g e s  m a d e  to  the d a ta b a se  at th e  tra n sa c t io n  level. T h is  

feature  w ill  h e lp  to  d ia g n o s e  p ro b le m s ,  an a lyze  a n d  a u d it  

tra n sa c tio n s, a n d  re c o v e r  f r o m  u se r  o r  a p p lic a t io n  errors. T h e  

u n d o  S Q L  ge n e ra te d  b y  th e  f la sh b a c k  tra n sa c t io n  q u e ry  c a n  b e  

u se d  to  r o llb a c k  the c h a n g e s  m a d e  b y  a tran sa c tio n . T h e  

F la s h b a c k  v e r s io n s  Q u e r y  a n d  F la s h b a c k  T r a n s a c t io n  Q u e r y  c a n  

b e  u se d  in  ta n d e m  to  d e te rm in e  th e  a p p ro p r ia te  f la sh b a c k  tim e

T h e  F la s h b a c k  T a b le  a llo w s  the  D B A  to  re c o v e r  d a tab a se  tab le s  

to  a sp e c if ic  p o in t  in  t im e  w ith o u t  re s to r in g  f r o m  a b a c k u p . W i t h  

th is  feature, the  d a ta  in  the tab les a n d  a ll a s so c ia te d  o b jects,  

in c lu d in g  in d e xe s, co n stra in ts ,  a n d  tr igge rs, etc., are re stored . T h is  

s ta te m e n t is  execu ted  as a s in g le  tran sac tio n . A l l  the  ta b le s  m u s t  

b e  f la sh e d  b a c k  su c c e s s fu lly  o r  the  entire  tra n sa c t io n  is  ro lle d  

b ack . T h is  is  s ig n if ic a n d y  be tte r th a n  m e d ia  re co v e ry  in  te rm s o f  

speed , a v a ila b ility  a n d  ease  o f  re co ve rab ility .

I n  O ra c le  D a ta b a s e  lO g ,  f la sh b a c k  fu n c t io n a lity  h a s  b e e n  

e x te n d e d  fo r  the  entire  database . U s i n g  th is, a d a tab a se  can  b e  

re ve rte d  to  a p a s t  state at a p a rt icu la r  p o in t  in  tim e. T h is  w ill h e lp  

to  re c o v e r  f o r m  c h a n g e s  d u e  to  u se r  e rro rs  o r  lo g ic a l  d a ta  

c o r ru p t io n s .  I t  is  fa ste r th a n  p o in t  in  t im e  re c o v e ry  u s in g  b a c k u p s  

a n d  re d o  lo g  files. T h e  d a tab a se  m u s t  b e  m o u n te d  in  a n  e x c lu s ive
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state to  p e r fo r m  the  f la sh b a c k  o p e ra t io n . M o r e  de ta ils  o n  

f la sh b a c k  o p e ra t io n s  are ava ilab le  in  a later chapter.

G lo b a l i z a t io n  D e v e l o p m e n t

O r a c le  D a ta b a s e  lO g  p r o v id e s  a G lo b a l iz a t io n  D e v e lo p m e n t  K i t  

( G D K )  w ith  c o m p re h e n s iv e  p r o g r a m m in g  A P I s ,  to o ls  a n d  

d o c u m e n ta t io n  to  a id  the d e s ign , d e v e lo p m e n t  a n d  d e p lo y m e n t  

is su e s  w ith  c re a t in g  g lo b a l  ap p lica tio n s. T h e  O ra c le  N L S  

d e f in it io n  files, w h ic h  in c lu d e  lan gu age , territory, l in g u is t ic  so r t  

a n d  ch aracte r set, h a v e  b e c o m e  p la t fo r m  in d e p e n d e n t. T h is  

re d u ce s th e  n e e d  to  regenerate  n e w  b in a ry  file s  o n  e ach  p la t fo r m  

w h e re  d e v e lo p e rs  are u s in g  th e se  capab ilit ie s. T h e  d a tab a se  a lso  

h a s  e x p a n d e d  lo c a le  c o v e ra g e  w ith  s u p p o r t  fo r  n e w  la n g u a g e s  a n d  

te rrito rie s a n d  s u p p o r t  fo r  U n ic o d e  3.2.

F o r  a sm a ll O r a c le  sh o p ,  the D B A  m a y  n e v e r  n e e d  to  u se  th ese  

features, b u t  th is  G D K  d e fin ite ly  h e lp s  to  a d d re ss  a n y  d e s ig n  

is su e s  fo r  g lo b a l  ap p lica tio n s.

T h i s  se c t io n  h a s  re v ie w e d  so m e  o f  the  n e w  features ava ilab le  in  

th e  lO g  D a ta b a s e  u p gra d e . T h e  n e x t se c t io n  w ill  fo c u s  o n  

u p g ra d e s  to  the  O ra c le  E n te rp r ise  M a n a g e r .

C h a n g e s  t o  O r a c l e  E n t e r p r i s e  M a n a g e r

O r a c le  h a s  v a s t ly  im p r o v e d  th e  E n te rp r ise  M a n a g e r  C o n s o le  to  

m a n a g e  all a sp e cts  o f  th e  h a rd w a re  a n d  so ftw a re  e n v iro n m e n t,  

in c lu d in g  the  G r i d  c o n tro l.  O ra c le  E n te rp r ise  M a n a g e r  c a n  b e  

in v o k e d  f r o m  a W e b  b ro w se r , f r o m  c lie n t in sta lla t io n , o r  f r o m  

the  d a tab a se  se rve r itse lf. T h e  D a ta b a s e  C o n t r o l  is  in sta lle d  w ith  

e ve ry  O r a c le  D a ta b a s e  lO g  sy ste m  a n d  c a n  be  u se d  to  m o n it o r  

a n d  a d m in is te r  s in g le  o r  m u lt ip le  d a tab a se  in stan ce s.
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T h e  E n te rp r ise  M a n a g e r  f r a m e w o rk  m o n ito r s  the  entire  O ra c le  

e n v iro n m e n t  a n d  p ro v id e s  d e ta ile d  sy ste m  m o n it o r in g  fo r  t im e ly  

d e te c t io n  a n d  n o t if ic a t io n  o f  p ro b le m s .  I t  m a k e s  u se  o f  m e tr ic s  

a n d  th re sh o ld s  fo r  each  m o n ito r e d  p a ram e te r a n d  u se s  alerts to  

p r o v id e  in fo rm a t io n .  M e t r ic s  are u n its  o f  m e a su re m e n t  d e fin e d  to  

a sse ss the  h e a lth  o f  the  sy ste m  b e in g  m o n ito re d .

E v e r y  ta rge t h a s  a set o f  p re d e f in e d  m e tr ic s  w ith  th re sh o ld s  

a sso c ia te d  w ith  them . T h r e s h o ld s  are th e  b o u n d a r y  v a lu e s  a g a in s t  

w h ic h  the m e tr ic  v a lu e s  are c o m p a re d . O n c e  a va lu e  reach e s its  

th re sh o ld , a n  a lert is generated. A le r t s  are a lso  ge n e ra te d  w h e n  a  

s ig n if ic a n t  c h a n g e  is  n o te d  b y  c le a r in g  o f  a  p re v io u s  alert, c h a n g e  

in  a v a ilab ility  o f  a m o n it o r e d  serv ice , o r  w h e n  a sp e c if ic  e rro r  

c o n d it io n  o r  d a tab a se  a c t io n  o ccu rs .

T h e  E n te rp r ise  M a n a g e r  p r o v id e s  a g g re ga te  in fo r m a t io n  o f  a ll 

m o n ito r e d  ta rge ts  a n d  c o lle c ts  a g g re ga te  p e r fo rm a n c e  a n d  

av a ilab ility  d a ta  o v e r  tim e. M e t r ic s  c a n  b e  c o m p a r e d  to  d e te rm in e  

tre n d s  in  p e r fo rm a n c e  a c ro ss  v a r io u s  su b se ts  o f  data.

S in c e  th is  c h a p te r  is  n o t  m e a n t  to  b e  a de ta iled  e x p la n a t io n  o f  a ll 

o f  the  E n te rp r ise  M a n a g e r  features, readers are re q u e ste d  to  re fer  

to  the  E n t e r p r is e  M a n a g e r  C o n c e p t s  g u id e  a n d  E n t e r p r is e  M a n a g e r  

A d v a n c e d  C o n f ig u r a t io n  g u id e  fo r  m o re  details. In s ta lla t io n  a n d  

se tu p  o f  O r a c le  E n te rp r ise  M a n a g e r  w ill  b e  re v ie w e d  in  the n e x t  

chapter.

C o n c l u s i o n

T h is  ch a p te r  h a s  re v ie w e d  th e  m a jo r  a rch ite c tu ra l c h a n g e s  

in c lu d in g  p e r fo rm a n c e  im p ro v e m e n t,  sto rage  m a n a g e m e n t,  sp ace  

m a n a g e m e n t,  sy s te m  re so u rce s, a p p lic a t io n  tu n in g  a n d  b a c k u p  

a n d  re c o v e ry  m a n a g e m e n t  o n  O ra c le  lO g .  T h e  to p ic s  in c lu d e d :
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■ A u t o m a t ic  d ia g n o s is  o f  p e r fo rm a n c e  p r o b le m s  a n d  c o r re c t io n  

b e in g  fac ilita ted  b y  A D D M  a n d  A W R .

■ R u le -b a se d  o p t im iz a t io n  ( R B O )  b e in g  d e -su p p o rte d .

■ S Y S A U X  tab le sp ace  p r o v id in g  s to ra g e  to  a ll n o n  S Y S -r e la te d  

o b je c ts  th a t w o u ld  h a v e  b e e n  p la c e d  in  the  S Y S T E M  

tab lespace.

■ A u t o m a t ic  S to ra g e  M a n a g e m e n t  ( A S M )  p r o v id in g  e ff ic ie n t  

m a n a g e m e n t  o f  d is k  d rives.

■ C r o s s -p la t f o r m  tra n sp o r ta b le  ta b le sp ace s  e n a b lin g  the  D B A  

to  m ig ra te  ta b le sp ace s  a c ro s s  d iffe re n t  p la t fo rm s.

■ A u to m a t ic  S Q L  T u n in g  b e in g  d o n e  b y  S Q L  T u n in g  A d v i s o r  

a n d  S Q L A c c e s s  A d v is o r .

■ D a t a  P u m p  u tilitie s p r o v id in g  a  h ig h  sp e e d  in fra s tru c tu re  fo r  

d ata  a n d  m etad a ta  m o v e m e n t  u n h e a rd  o f  u s in g  

e x p o r t / im p o r t  utilities.

■ F la s h b a c k  fu n c t io n a lity  b e in g  e x te n d e d  to  the d a tab a se  level.

■ O r a c le  E n te rp r ise  M a n a g e r  m a n a g in g  a ll h a rd w a re  a n d  

so ftw a re  e n v iro n m e n ts  in c lu d in g  G r i d  co n tro l.

W i t h  a g l im p s e  o f  all the  n e w  featu re s o f  O r a c le  D a ta b a s e  lO g  in

m in d ,  the  n e x t  step  w ill be  re v ie w in g  the  in s ta lla t io n  p ro c e s s  fo r  a

database .
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I n s t a l l a t i o n  a n d  

D a t a b a s e  C r e a t i o n

CHAPTER

In s t a ll in g  O ra c le  u s e d  to  be a  f ig h t .

S e t u p  O r a c l e  D a t a b a s e  1 0 g

I n  th is  ch ap te r, the  in s ta lla t io n  o f  O r a c le  so ftw a re  a n d  a starter  

d a tab a se  u s in g  O r a c le  U n iv e r s a l  In s ta lle r  O U I  w ill  b e  e xam in e d .  

R e a d e rs  are a lso  re q u e ste d  to  re fe r to  the  a p p ro p r ia te  re fe rence  

p la t fo rm -d e p e n d e n t  m a n u a ls  fo r  m o re  details. O r a c le  U n iv e r s a l  

In s ta lle r  ( O U I )  is  th e  G r a p h ic a l  U s e r  In te r fa c e  ( G U I )  to o l th a t  

a llo w s  in s ta lla t io n  a n d  re m o v a l o f  th e  so ftw a re  o n  a p p ro p r ia te  

p la t fo rm s .
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O r a c l e  D a t a b a s e  1 0 g  P r e r e q u i s i t e s

O r a c le  U n iv e r s a l  In s ta lle r  ( O U I )  c h e c k s  the  e n v iro n m e n t  to  

v e r ify  th a t it m ee ts the  m in im u m  re q u ire m e n ts  fo r  su c c e s s fu l  

in sta lla t io n . T h is  early  an a ly s is  fo r  p o te n t ia l p r o b le m s  w ith  the  

sy s te m  se tu p  re d u ce s a n y  ch a n ce s  o f  p r o b le m s  d u r in g  the  

in s ta lla t io n  p ro ce ss .

O U I  p e r fo r m s  a ll p re -re q u is ite  c h e c k s  d e fin e d  fo r  the  in s ta lla t io n  

p ro c e s s  b e fo re  in s ta ll in g  a n y  so ftw are . T h e se  ch e c k s  in c lu d e  

O U I- s p e c i f i c  v e r if ic a t io n s  a n d  th o se  d e fin e d  fo r  a  sp e c if ic  

p r o d u c t  fo r  the  p a rt ic u la r  o p e ra t in g  sy ste m  o n  w h ic h  O U I  ru n s.  

A l l  p re -re q u is ite  c h e c k  p a ram e te rs  m u s t  b e  d e fin e d  in  the  

o r a p a r a m .in i file  o r  a n o th e r  u se r -d e fin e d  . in i  file. A l l  re su lts  are  

lo g g e d  in  th e  in s t a llA c t io n s < t im e s t a m p > . lo g  file.

O U I  d o e s  th e  p re -re q u is ite  c h e c k in g  in  o n e  o f  the  f o l lo w in g  three  

w ays:

■ A u to m a t ic a l ly  w h e n  the u se r  ru n s  th e  O U I  execu tab le  d u r in g  

an  in sta lla t io n ,

■ S i le n t  M o d e ,  w h e n  ch e ck s  are ru n  a n d  m a n a g e d  f r o m  the  

c o m m a n d  lin e  fo r  a s ile n t in sta lla t io n , a n d

■ S ta n d a lo n e  w h e n  c h e c k s  are ru n  w ith o u t  c o m p le t in g  a n  

in sta lla t io n .

F o r  s ilen t in sta lla t io n s, O U I  p e r fo r m s  as m a n y  p re -re q u is ite  

c h e c k s  as p o s s ib le ,  alerts a ll e rro rs to  th e  D B A  a n d  p r o v id e s  the  

lo c a t io n  o f  the  in s t a llA c t io n s < t im e s t a m p > .  lo g  f i le  b e fo re  e x it in g  th e  

in sta lla t ion .

A  W o r d  o n  S i l e n t  I n s t a l l a t io n

A  s ile n t in s ta lla t io n  ru n s  in  the b a c k g r o u n d  a n d  d o e s  n o t  re q u ire  

a n y  in p u ts  f r o m  th e  D B A .  T h e  in te rac tiv e  d ia lo g s  n o rm a lly  seen
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b y  the  D B A  are n o t  d isp layed . In s te a d  o f  p r o m p t in g  the D B A  to  

se lect a series o f  in s ta lla t io n  o p t io n s ,  O U I  in sta lls  the  so ftw a re  

u s in g  a p re -d e f in e d  set o f  o p t io n s  s to re d  in  a re sp o n se  file o r  

p a sse d  o n  the  c o m m a n d  line.

A  re sp o n se  file is  a  sp e c if ica t io n s  file  w ith  n e ce ssa ry  in s ta lla t io n  

in fo r m a t io n  w h ic h  w o u ld  n o rm a lly  b e  p r o v id e d  b y  the  D B A  

th r o u g h  the  O U I  u se r  in te rface  d u r in g  an  in te rac tive  in s ta lla t io n  

se ss io n . E a c h  a n sw e r  is  s to re d  as a v a lu e  fo r  a  v a r ia b le  id e n tif ie d  

in  the  re sp o n se  file. T h e  re sp o n se  file  te m p la te  fo r  the  d a ta b a se  

in s ta lla t io n  c a n  b e  fo u n d  in  th e  stage  d ire c to ry  (o n  C D - R O M )  

u n d e r  the < r o o t  o f  C D > / r e s p o n s e  d ire c to ry  as fo llo w s:

<Products.xml_Location>/Response/<product>.<installtype>. rsp

T h e  s ile n t in s ta ll m e th o d  a p p lie s  o n ly  to  the  b a se  re lease  o f  th e  

d atab ase  so ftw are . I t  c a n n o t  b e  u se d  fo r  a lready  p a tc h e d  

so ftw are . S ile n t  in s ta lla t io n  w i l l  n o t  b e  re v ie w e d  here  as it  is  

b e y o n d  the sc o p e  o f  th is  b o o k .  I n  a d d it io n ,  s ilen t in s ta lla t io n  is  

n o t  re c o m m e n d e d  fo r  in s ta lla t io n s  u s in g  A S M .

C o n t in u in g  the  re v ie w  o f  the  in s ta lla t io n  prerequ isites', n e ce ssa ry  

in p u ts  to  the  c h e c k in g  p ro c e s s  are lis te d  in  the p r e r e q u is it e .x m l file  

lo ca te d  in  the o ra ln v e n to iy /  lo g s  d ire cto ry . A f t e r  the  ch e c k e r  is  ru n ,  

its re su lts, a lo n g  w ith  the p re -d e f in e d  in p u ts ,  are w r it te n  to  th e  

p r e r e q u is it e _ r e s u lt s .x m l file in  the  sa m e  lo ca t io n .  T h e  

p r e r e q u is it e _ r e s u lt s .x m l file  c a n  b e  re u se d  as an  in p u t  file fo r  later  

e x e cu tio n s  o f  the  ch e c k e r  p ro c e ss .

R e g a rd le s s  o f  th e  p la t fo rm  b e in g  u sed , m in im u m  sy ste m  

re q u ire m e n ts  exist:

■ A  m in im u m  o f  5 12  M B  o f  m e m o r y

■ S u f f ic ie n t  p a g in g  S p a c e  a n d  D i s k  sp ace

■ O p e r a t in g  sy s te m  w ith  u p -to -d a te  se rv ice  p a c k s  o r  p a tch e s

Oracle Database 10g Prerequisites 41



■ C o r r e c t  file  sy ste m  fo rm a t

T h e  in sta lle r  so ftw a re  w ill ad ju st a n y  o p e ra t in g  sy ste m  v a r ia b le s  

n e e d e d  fo r  the  O ra c le  d a tab a se  server. T h e  O U I  w ill  p r o v id e  

g u id a n c e  th r o u g h  a series o f  q u e st io n n a ire s  a n d  acce p t re sp o n se s  

o n  so ftw a re  in s ta lla t io n  a n d  d a tab a se  creation . T h e  fo l lo w in g  

q u e s t io n s  a p p ly  to  all the  p la tfo rm s.

W h a t  D a t a b a s e  P r o d u c t  D o  Y o u  W a n t  t o  I n s t a l l ?

Oracle Enterprise Edition —  O r a c le ’s fu ll fe a tu red  d a tab a se  

p r o d u c t  w ith  a ll b e lls  a n d  w h is t le s  fo r  h ig h -e n d  a p p lica tio n s.

Oracle Standard Edition - A  sca le d  d o w n ,  le ss  e x p e n s iv e  v e r s io n  

o f  the e n te rp r ise  e d it io n  fo r  d e p a r tm e n ta l le ve l a p p lica tio n s.

Custom Install -  T h is  c h o ic e  a llo w s  fo r  the  c u s to m iz a t io n  o f  the  

E n te rp r ise  e d it io n  in s ta lla t io n  b y  e le c tin g  to  in sta ll o r  p re v e n t  

in s ta lla t io n  o f  ce rta in  c o m p o n e n ts .

F ig u re  3.1 d isp la y s  a n  im a g e  o f  the  Se le c t In s ta l la t io n  T y p e  

screen.
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Oracle Universal Installer: Select Installation Type

Select Installation Type
Oracle Database lO g  10.1.0.2.0

What type of installation do you want?

*  Enterprise Edition (870MB)
Oracle Database lOg Enterprise Edition, the first database designed fo r  the grid, 
that has the scalability, performance, high availability and security features requ lred tb ru n  the HH}st ' ; 
demanding, mission critical applications. 5

Standard Edition (831MB) ^ ''0 d
Oracle Database lO g Standard Edition is ideal fo r workgroups, departments and small-to-medlUnrslZftd  
businesses looking fo r a lower-cost offering. -

r Custom
Enables you to choose individual components to install.

ё Ш

Figure 3.1 O r a c le  U n iv e r s a l In s t a lle r  —  S e le c t  In s t a lla t io n  T y p e

Do You Want a Starter Database along with Oracle 
Software?

F o r  a starter da tabase , the in sta lle r  a u to m a t ic a lly  la u n c h e s  the  

D a ta b a s e  C o n f ig u r a t io n  A s s is t a n t  ( D B C A )  at the  e n d  o f  

in sta lla t ion . T o  h a v e  O ra c le  create a p re -c o n f ig u re d  database , 

c h o o s e  a m o n g  th e  fo l lo w in g  d a tab a se  types:

■ G e n e ra l P u r p o s e

■ T ra n s a c t io n  P r o c e s s in g

■ D a t a  W a r e h o u s e

■ C h o o s e  A d v a n c e d  in sta ll f o r  c re a t in g  a c u s to m  database .

T h e  Se le c t D a ta b a s e  C o n f ig u r a t io n  sc re e n  is  d isp la y e d  in  F ig u re  

3.2
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Ornele Universal Installai : spIpcí Database Configuration Ш&2

Select Database Configuration

You can choose either to create a database as part of this instg 
necessary to run a database, and perform any database c© 
database as pan of this installation the Oracle Database Co 
automatically at the end of the install to create a database of the t

Select the configuration options that suits your needs.

Figure 3.2 O U I  —  S e le c t  D a t a b a s e  C o n f ig u r a t io n

In s t a l l in g  a  d a tab a se  at th is  t im e  is  n o t  requ ired . T h e  D a ta b a s e  

C o n f ig u r a t io n  A s s is t a n t  ( D B C A )  c a n  b e  in v o k e d  la te r in  o rd e r  to  

c o m p le te  th e  p ro c e ss .  M o r e  d e ta ils  o n  u s in g  D B C A  w ill  b e  g iv e n  

la ter in  th is  chapter. F ig u re  3.2 d isp la y s  the Se le c t D a ta b a s e  

C o n f ig u r a t io n  sc re e n  w ith o u t  th e  C re a te  a sta rter d a tab a se  o p t io n  

selected.
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Figure 3.3 O U I  —  S e le c t  D a t a b a s e  C o n f ig u r a t io n

W h a t  D a t a b a s e  P r o d u c t  D o  Y o u  W a n t  t o  I n s t a l l ?

D a ta b a s e  c o n f ig u r a t io n  o p t io n s  are  G l o b a l  D a ta b a s e  N a m e ,  

O ra c le  S y s te m  Id e n t if ie r  ( S ID )  a n d  sa m p le  sch e m as. T h e  G l o b a l  

D a ta b a s e  N a m e  is  th e  fu ll n a m e  o f  th e  database , w h ic h  

d is t in g u ish e s  it  f r o m  o th e r  da tabase s. F o r  e xam p le ,  

T E S T l O G . U S . A S C E N T I K A . C O M .  I n  th is  e xa m p le , th e  

d a tab ase  n a m e  is  T E S T 1 0 G ,  a n d  th e  d a tab a se  d o m a in  n a m e  is  

U S . A S C E N T I K A . C O M .  T h e  d a tab a se  n a m e  a n d  d a tab a se  

d o m a in  n a m e  w h e n  jo in e d  to g e th e r  w il l  m a k e  u p  the  g lo b a l  

d a tab ase  nam e .

O ra c le  r e c o m m e n d s  th e  u se  o f  e x a m p le  sc h e m a s  fo r  te s t in g  

e x a m p le s  in  th e ir  d o c u m e n ta t io n .  T h e  a u th o r  a d v ise s  u s in g  th e m  

o n ly  i f  there  is  n o t  a n y  o th e r  d a tab ase  re a d y  fo r  te stin g.

D u r in g  th e  in sta ll,  there  w il l  b e  p r o m p t s  fo r  p a s s w o r d s  fo r  

p re lo a d e d  d a ta b a se  sc h e m a s  like  S Y S  a n d  S Y S T E M ,  w h ic h  

e n ab le  a d m in is t ra t io n  o f  th e  database .

Oracle Database 10g Prerequisites 45



I t ’s not a  good idea to allow you r Systems A dm inistrators to in stall Oracle.

W h a t  A r e  t h e  D a t a b a s e  S t o r a g e  O p t i o n s ?

A  ty p ica l O r a c le  d a tab ase  c o n s is t s  o f  da ta file s  w h ic h  sto re  u se r  

data, d a tab a se  m etadata, c o n t r o l files w ith  in fo r m a t io n  re q u ire d  

to  ru n  a n d  re c o v e r  the  database , a n d  lo g file s ,  etc.. I n  O r a c le  

D a ta b a s e  lO g ,  there  are 3 c h o ic e s  fo r  th e  sto rage  su b  system :

■ F ile  S y s te m  th a t creates d a tab a se  files m a n a g e d  b y  the  

O p e r a t in g  sy s te m ’s file  system . O r a c le  w ill  create a n d  m a n a g e  

these  file s in  d ire c to rie s  sp e c if ie d  b y  the  D B A .

■ R a w  D e v ic e s ,  w h ic h  en ab le  m a n a g e m e n t  o f  sto rage  d e v ic e s  

o u ts id e  the o p e ra t in g  sy ste m  w ith  u n fo rm a tte d  p h y s ic a l d is k  

space . T h is  is  p re fe rre d  fo r  O ra c le  R e a l A p p l ic a t io n  C lu s te r s  

( R A C ) .  T h is  m e th o d  is  n o t  e x p la in e d  in  deta il here  as it  is  n o t  

w id e ly  u se d  fo r  ge n e ra l d a tab a se  ap p lica t io n s. F o r  m o re  

deta ils, p le a se  re fer to  O ra c le  D o c u m e n ta t io n .

■ A u t o m a t ic  S to ra g e  M a n a g e m e n t  ( A S M ) ,  w h ic h  is  a n e w  

fu n c t io n a lity  to  d e fin e  a p o o l  o f  s to ra ge  o r  d is k  g r o u p  in  

w h ic h  O ra c le  D a ta b a s e  lO g  a u to m a t ic a lly  m a n a g e s  d a ta b a se  

file  p la c e m e n ts  a n d  n a m in g .  T h is  o p t io n  s im p lif ie s  file  

m a n a g e m e n t,  d a tab ase  a d m in is t ra t io n  a n d  im p r o v e s

46 Easy Oracle Automation



p e r fo rm a n c e  in  la rge  e n v iro n m e n ts .  A u to m a t ic  S to ra g e  

M a n a g e m e n t  re q u ire s  a separate  d a tab ase  in s ta n c e  to  

c o n f ig u re  a n d  m a n a g e  d isk s.  A l l  d is k  m a n a g e m e n t  te c h n iq u e s  

lik e  m ir r o r in g  a n d  s t r ip in g  are h a n d le d  a u to m a t ic a lly  b y  A S M .

F o r  the  in s ta lla t io n  re v ie w e d  in  th is  ch apte r, the  d e fau lt  se le c t io n  

o f  F ile  S y s te m  w a s  c h o se n . T h e  a u th o r  r e c o m m e n d s  th is  m e t h o d  

as A S M  m a n a g e d  file s c a n  be  a d d e d  to  the  d a tab ase  at a la te r  

stage. U s e  A S M  files o n ly  i f  c o m fo r ta b le  w ith  d o in g  d is k  

m a n a g e m e n t  c o m m a n d s  a s  r o o t  o r  w h e n  h e lp  c a n  b e  o b ta in e d  to  

a c c o m p lish  th o se  tasks. A lm o s t  a ll c o m p a n ie s  are lik e ly  to  h a v e  

b o th  F ile  S y s te m  m a n a g e d  a n d  A S M  m a n a g e d  file s in  th e ir  

d a tab a se s  fo r  a fo re se e ab le  future.

U s in g  the  A S M  file  m e th o d  w ill  b e  re v ie w e d  b r ie fly  in  th e  D B C A  

se c t io n  o f  th is  c h a p te r  a n d  e x a m in e d  in  m o re  de ta il in  C h a p t e r  5. 

F ig u re  3.4 d isp la y s  a n  im a g e  o f  the  S to ra g e  O p t io n s  sc re e n  w it h  

th e  F ile  S y s te m  o p t io n  se lected.

F ig u re  3.4 - O r a c le  U n iv e r s a l  In s t a l le r —  S to ra g e  O p t io n s
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W h a t  a r e  T h e  D a t a b a s e  M a n a g e m e n t  O p t i o n s ?

O r a c le  w i l l  p r o m p t  fo r  w h e th e r  to  m a n a g e  da tab ase s  ce n tra lly  o r  

lo ca lly . T h e  ce n tra l d e p lo y m e n t  m o d e  a llo w s  fo r  m a n a g e m e n t  o f  

m u lt ip le  d a ta b a se s  a n d  a p p lic a t io n  se rve rs  f r o m  a s in g le  c o n so le  

b y  u s in g  a sp e c ia l a ge n t o n  th e  d a tab a se  m ach in e . T h e  lo c a l  

d e p lo y m e n t  m o d e  m a n a g e s  o n ly  a s in g le  d a tab a se  in stance .

L o c a l  d e p lo y m e n t  m o d e  w ill  be  u se d  th r o u g h o u t  th is  b o o k  fo r  

n o v ic e  u sers. E x p e r ie n c e d  D B A s  w h o  h a v e  m o re  th a n  o n e  

d a tab a se  to  m a n a g e  c a n  c h o o se  the  ce n tra l d e p lo y m e n t  m o d e .

I n s t a l l a t io n  o f  O r a c l e  S o f t w a r e  a n d  D a t a b a s e

I t  is  a g o o d  id e a  to  re fe r to  the  sp e c if ic  o p e ra t in g  sy s te m  

in s ta lla t io n  m a n u a l f r o m  O ra c le  o r  to  o n lin e  h e lp  w h ile  d o in g  a n  

in sta ll. R e fe r  to  d o c u m e n ta t io n  to  set u p  u sers, g r o u p s  a n d  

p r iv ile ge s  fo r  O r a c le  in s ta lla t io n  a cc o u n ts .  S e e k  the h e lp  o f  the  

sy s te m  a d m in is t ra to r  i f  required.

1. L o g  o n  as a m e m b e r  o f  the  a d m in is t ra t iv e  g ro u p ,  w h o  h a s  

p e r m is s io n s  to  ru n  the so ftw are .

2. In s e r t  th e  d is t r ib u t io n  C D  fo r  th e  d a tab a se  in to  the  C D  d rive . 

I f  u s in g  d o w n lo a d e d  so ftw are , g o  to  the  a p p ro p r ia te  In s t a l l  

d ire c to ry  u n d e r  D i s k l  a n d  c lic k  o r  ru n  the  in sta lle r p ro g ra m . I t  

w ill  b e  n e ce ssa ry  to  m o u n t  the  C D  in  n o n - W in d o w s  

e n v iro n m e n ts  a n d  set the D I S P L A Y .

3. T h e  O r a c le  U n iv e r s a l  In s ta lle r  W e lc o m e  p a g e  appears. Se le c t  

N e x t  to  b e g in  in sta lla t ion .

F o r  first t im e  in s ta lls  o n  U N I X  a n d  L in u x ,  the  f o l lo w in g  ste p s  are  

needed:

1. S p e c ify  In v e n t o r y  D ir e c to r y  —  a d ire c to ry  fo r  in s ta lla t io n  file s  

a n d  O S  g r o u p  w ith  w rite  p e r m is s io n s  to  th a t d irectory . T h i s  is
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d iffe re n t  f r o m  O R A C L E _ H O M E ,  d isc u s se d  later. Se le c t  

N e x t  to  c o n t in u e

2. A  d ia lo g  p a g e  a p p e a rs  a s k in g  th a t o r a ln s t .s h  b e  ru n  as r o o t  in  a  

separate  w in d o w .  R u n  th is  a n d  re tu rn  to  O U I  page . Se le c t  

C o n t in u e .

3. S p e c ify  F ile  L o c a t io n s  is the  n e x t p a g e  w h e re  th e  O r a c le  

H o m e  n a m e  a n d  d ire c to ry  p a t h 't o  in s ta ll the  so ftw a re  are  

entered. I f  there  is  a lready  a n  e x is t in g  in s ta lla t io n  o n  the  

server, c h o o s e  a  d iffe re n t n a m e  a n d  p a th  fo r  the  n e w  

in sta lla t ion . S e le c t C o n t in u e .

4. Se le c t E n te rp r ise  E d i t io n  o r  S ta n d a rd  E d i t io n  o r  C u s t o m  

In s ta ll.  Se le c t C o n t in u e .

5. Se lec t the  type  o f  p re -c o n f ig u re d  d a tab a se  to  be  in sta lle d  —  

G e n e ra l P u r p o se  o r  T r a n s a c t io n  P r o c e s s in g  o r  D a t a  

W a re h o u se .  D o  n o t  c h o o s e ‘A d v a n c e d .  Se le c t C o n t in u e .

6. S p e c ify  th a t a starter d a tab ase  is  d e s ire d  -  o r  it  w ill b e  

n e ce ssa ry  to  ru n  D B C A  a g a in  afte r th e  in s ta lla t io n  is  

co m p le te d .

7. O n  the f o l lo w in g  screens, sp e c ify  d a tab a se  c h o ic e s  fo r  th e  

in s ta lla t io n  - G lo b a l  d a tab ase  n a m e  a n d  S I D ,  d a tab a se  

ch aracte r set (c h o o se  d e fau lt) a n d  d atab ase  m a n a g e m e n t  

ch o ice s.

8. F o r  d a tab ase  m a n a g e m e n t,  c h o o se  U s e  D a ta b a s e  C o n t r o l  fo r  

D a ta b a s e  M a n a g e m e n t .

9. C h o o s e  D a ta b a s e  S to ra g e  a s d is c u s s e d  be fo re .

10. M a k e  se le c t io n s  fo r  b a c k u p  a n d  re c o v e ry  o p t io n s  - E n a b le  

a u to m a t ic  b a c k u p s  in to  a re c o v e ry  area.

11. S e t  p a s s w o r d s  fo r  S Y S  a n d  S Y S T E M  acco u n ts.
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12. O n c e  th e  su m m a ry  p a g e  is  p re sen ted , c lic k  In s ta l l  to  sta rt the  

in sta lla t io n . A  p ro g re s s  b a r  w ill  a p p e a r  to  track  the  in s ta lla t io n  

p ro ce ss .

13. A  d ia lo g  p a g e  a p p e a rs  in  U N I X / L i n u x  a sk in g  th a t ro o t.sb  b e  

ru n  in  a  separate  w in d o w .  W h e n  it  fin ish e s, c h o o se  C o n t in u e  

i n O U I .

14. A t  th e  e n d  o f  the  in sta ll, the  C o n f ig u r a t io n  p a g e  appears. 

A l lo w  the  to o ls  to  in sta ll a n d  S ta r t  c o n f ig u r in g  the  n e tw o rk ,  

n e tse rv ice  liste n e r p ro c e ss ,  create  d a tab a se  a n d  m a n a g e m e n t  

to o ls . C l ic k  N e x t .

15. W h e n  th e  d atab ase  is  created, a n  in fo r m a t io n  p a g e  lis ts  

deta ils  a b o u t  the  database . R e v ie w  the list. C l ic k  P a s s w o r d  

M a n a g e m e n t  to  u n lo c k  o r  c h a n g e  p a s sw o r d s  o n  d a tab a se  

acco u n ts.

16. I n  th e  p a s s w o r d  m a n a g e m e n t  page , lo c k  o r  u n lo c k  a c c o u n ts  

a n d  a s s ig n  n e w  p a s s w o r d  to  u n lo c k e d  a c c o u n ts  as needed.

17. A  f in a l E n d  o f  In s ta lla t io n  p a g e  ap p e a rs  w ith  in fo r m a t io n  o n  

W e b  a p p lic a t io n  p o r t  n u m b e rs .

N o w  th a t d a tab ase  in s ta lla t io n  is  c o m p le te , u se  E n te rp r ise  

M a n g e r  o r  a  W e b  b ro w se r  to  c o n n e c t  to  the  database . A t  the  

p r o m p t  fo r  u se r  n a m e  a n d  p a s sw o rd ,  en te r S Y S  a n d  its p a s sw o rd .

D a t a b a s e  C o n f i g u r a t io n  A s s i s t a n t  (D B C A )

I f  the  d e c is io n  w a s  m a d e  n o t  to  c h o o se  the d e fa u lt  d a tab a se  

in sta ll, o r  i f  a d d it io n a l d a tab a se s  to  w o r k  w ith  are desired , u se  

D B C A .  D B C A  c a n  a lso  b e  u se d  to  de lete  a database , a d d  o p t io n s  

to  an  e x is t in g  d a tab ase  o r  m a n a g e  tem pla tes. F o r  a ss istan ce ,  

p lease  re fe r to  a n  in s ta lla t io n  m a n u a l fo r  a de ta iled  d e sc r ip t io n  as 

th is c h a p te r  is  lim ite d  to  e ssen tia ls  o n ly .
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T o  u se  D B C A  in  a  U n ix / L in u x  e n v iro n m e n t,  type  d b c a  a t  

c o m m a n d  p r o m p t .  D B C A  is  ty p ic a lly  f o u n d  in  

$ O R A C L E _ H O M E / b i n .

F o r  a W in d o w s  e n v iro n m e n t,  f r o m  P ro g ra m s ,  O r a c le -h o m e  

n a m e , c h o o s e  C o n f ig u r a t io n  a n d  M ig r a t io n  T o o l s  a n d  se le c t  

D a ta b a s e  C o n f ig u r a t io n  A s s is ta n t .  T h e  D a ta b a s e  C o n f ig u r a t io n  

A s s is t a n t  w in d o w  is d isp la y e d  in  F ig u re  3.5.

Figure 3.5 D a t a b a s e  C o n f ig u r a t io n  A s s i s t a n t  —  W e lc o m e  S c re e n

U s i n g  D B C A  t o  C r e a t e  a  D a t a b a s e

D B C A  w il l  p r o v id e  a  series o f  o p t io n s  lik e  c re a t in g  a da tabase ,  

d e le t in g  a  d a tab ase , etc. C h o o s e  C re a te  a  D a ta b a s e  to  b e g in  th e  

w iz a rd  th a t h e lp s  to  create a n d  c o n f ig u re  th e  database . T h e re  w i l l  

b e  a  series o f  p r o m p t s  f o r  th e  d a ta b a se  o n  the  f o l lo w in g  to p ic s:

■ D a ta b a s e  T e m p la te s

■ D a ta b a s e  Id e n t if ic a t io n
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■ M a n a g e m e n t  O p t io n s

■ D a ta b a s e  C re d e n tia ls

■ S to ra g e  O p t io n s

■ D a ta b a s e  F ile  O p t io n s

■ R e c o v e r y  C o n f ig u r a t io n

■ D a ta b a s e  C o n te n t

■ In it ia liz a t io n  P a ra m e te rs

■ D a ta b a s e  S to ra g e

■ C re a t io n  O p t io n s

M o s t  o f  the  p r o m p t s  h a v e  a d e fa u lt  se tting. T o  acce p t a ll d e fa u lt  

param ete rs, c lic k  F in is h  at a n y  step.

D a t a b a s e  T e m p la t e s

T h is  p r o m p t  e n a b le s  the  se le c tio n  o f  the  type  o f  d a tab a se  to  

create. B y  de fau lt, there  are te m p la te s  fo r  D a t a  W a re h o u se ,  

G e n e ra l P u r p o s e  a n d  T r a n s a c t io n  P ro c e s s in g .  T h e s e  te m p la te s  

h a v e  se tt in gs  o p t im iz e d  fo r  w o rk lo a d .  C l ic k  S h o w  D e ta i ls  to  see  

the c o n f ig u ra t io n  o f  each  type  o f  database .

F o r  C o m p le x  e n v iro n m e n ts ,  se lect C u s t o m  D a ta b a s e  o p t io n .  T h e  

in te rv ie w  fo r  th is  o p t io n  is m u c h  m o re  e x te n s ive  a n d  

su b se q u e n tly  it  takes lo n g e r  to  create the  database .

D a t a b a s e  Id e n t i f ic a t io n

D a ta b a s e  c o n f ig u ra t io n  o p t io n s  are G lo b a l  D a ta b a s e  N a m e ,  

O ra c le  S y s te m  Id e n t if ie r  ( S ID )  a n d  sa m p le  sch e m as. E n t e r  the  

G lo b a l  D a ta b a s e  N a m e  a n d  the  d a tab a se  d o m a in  n am e .
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M a n a g e m e n t  O p t i o n s

T h is  p a g e  a llo w s  th e  m a n a g e m e n t  o f  the  d a tab ase  w it h  O r a c le  

E n te rp r ise  M a n a g e r  ( O E M ) .  O E M  p r o v id e s  w e b  b a se d  

m a n a g e m e n t  to o ls  fo r  in d iv id u a l d a ta b a se s  a s  w e ll a s  c e n tra liz e d  

m a n a g e m e n t  to o ls  fo r  entire  O r a c le  e n v iro n m e n t.  T o  u se  O E M ,  

se lect C o n f ig u r e  th e  D a ta b a s e  w it h  E n te rp r ise  M a n a g e r .

Figure 3.6 D B C A  —  D a t a b a s e  C o n f ig u r a t io n

I f  O ra c le  M a n a g e m e n t  A g e n t  ex ists  o n  th e  h o s t  c o m p u te r ,  se le c t  

U s e  G r id C o n t r o l  fo r  D a ta b a s e  M a n a g e m e n t .  O th e rw ise ,  se lect  

U s e  D a ta b a s e  c o n t r o l fo r  D a ta b a s e  M a n a g e m e n t .  I n  th is  o p t io n ,  

e n ab le  e -m a il N o t i f ic a t io n s  a n d  E n a b le  D a i l y  B a c k u p  c a n  b e  se t  

up.
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Database Credentials
H e r e  th e  p a s s w o r d s  fo r  a c c o u n ts  lik e  S Y S  a n d  S Y S T E M ,  

D B S N M P ,  a n d  S Y S M A N  are sp ec ifie d . A l t h o u g h  it  is  n o t  

re c o m m e n d e d ,  to  u se  th e  sa m e  p a s s w o r d  fo r  a ll a c c o u n ts ,  sp e c ify  

U s e  the  S a m e  P a s s w o r d  fo r  A l l  A c c o u n t s .

S t o r a g e  O p t i o n s

I n  O r a c le  D a ta b a s e  10g, there  are three  c h o ic e s  fo r  the  s to ra g e  

su b  sy s te m  - F ile  S y ste m , R a w  D e v ic e s ,  o r  A u to m a t ic  S to ra g e  

M a n a g e m e n t  ( A S M ) .  M a k e  th a t c h o ic e  here. F ig u re  3.7 d isp la y s  

the S to ra g e  O p t io n s  screen. S e t t in g  u p  a n  A S M  in s ta n c e  w il l  b e  

e x a m in e d  in  m o r e  d e ta il in  a la te r ch ap te r, a n d  m o re  d e ta ils  o n  

p o s s ib le  p r o b le m s  w ith  se tt in g  u p  A S M  file s in  L in u x  w i l l  b e  

p r o v id e d  la te r in  th is  chapter. I f  th e  A S M  o p t io n  is  c h o se n , the  

A S M  m a n a g e d  d isk (s )  w il l  a p p e a r  in  th e  se le c t io n  to  b e  a d d e d  fo r  

storage.

Figure 3.7 D B C A  —  S to ra g e  O p t io n s  
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Database File Options
H e r e  the  O r a c le  H o m e  a n d  d ire c to ry  p a th  to  in sta ll the  O r a c le  

so ftw a re  is  sp ec ified . C h o o s e  o n e  o f  th e  fo l lo w in g  o p t io n s :

■ U s e  D a ta b a s e  F ile  L o c a t io n s  f r o m  T e m p la te

■ U s e  C o m m o n  L o c a t io n  f o r  A l l  D a ta b a s e  F ile s, o r

■ U s e  O r a c le  M a n a g e d  F ile s.

F o r  the  f ir s t  2  ch o ic e s, it  w i l l  b e  n e c e ssa ry  to  m a k e  m o d if ic a t io n s  

to  d a tab a se  file  n a m e s  a n d  lo c a t io n s  later. F o r  O r a c le  M a n a g e d  

F ile s, sp e c ify  a  d e fa u lt  lo c a t io n  c a lle d  d a tab ase  area f o r  a ll files. 

O r a c le  a u to m a t ic a lly  creates a n d  de le te s file s f r o m  th is  lo c a t io n  as  

requ ired .

F ig u re  3.8 D B C A  —  D a t a b a s e  F i le  L o c a t io n s
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R e c o v e r y  C o n f i g u r a t io n

W h e n  a n e w  d a ta b a se  is  created  b e  su re  to  p la n  f o r  its  re c o v e ry  in  

case  o f  a n y  sy ste m  fa ilu res. T h e  R e c o v e r y  C o n f ig u r a t io n  sc re e n  is  

d isp la y e d  in  F ig u re  3.9. U s e  th is  p a g e  to  sp e c ify  F la s h  R e c o v e r y  

A r e a  a n d  a lso  E n a b le  A r c h iv in g .  F o r  F la s h  R e c o v e r y  A re a ,  

sp e c ify  the  d ire c to ry  lo c a t io n  a n d  its  size. I f  a r c h iv in g  is  n o t  

e n a b le d  at th is  stage, it  c a n  b e  e n a b le d  later.

Figure 3.9 D B C A  —  R e co v e ry  C o n f ig u r a t io n

D a t a b a s e  C o n t e n t

I n  o rd e r  to  a d d  sa m p le  sc h e m a s  to  the  database , se lect th e  

S a m p le  S c h e m a s  o p t io n  o n  th e  S a m p le  S c h e m a s  p ro p e r ty  page . 

T o  sp e c ify  sc r ip ts  to  b e  ru n , c h e c k  R u n  th e  f o l lo w in g  sc r ip ts  o n  

the C u s t o m  S c r ip ts  p ro p e r ty  page . T h e  d e fa u lt  is  N o  sc r ip ts  to  

run.
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In i t ia l iz a t io n  P a r a m e t e r s

T h e s e  p a ram e te rs  fa ll in to  th e  f o l lo w in g  categories:

■ M e m o r y

■ S iz in g

■ C h a ra c te r  Se ts, a n d

■ C o n n e c t io n  M o d e .

U s e  the  M e m o r y  p a g e  to  set the  in it ia liz a t io n  p a ra m e te rs  th a t  

c o n t r o l th e  m e m o r y  u sa g e  o f  the  database . T y p ic a l  a llo ts  

m e m o r y  as a  p e rce n tage  o f  th e  to ta l ava ilab le  p h y s ic a l m e m o r y  

a n d  C u s t o m  d ic tate s the  va lu e s. T h e  In it ia liz a t io n  P a ra m e te rs  

sc re e n  is  d isp la y e d  in  F ig u re  3.10.

F ig u re  3.10 D B C A  —  In it ia l is a t io n  P a ra m e te r s
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I f  se le c tin g  C u s t o m ,  sp e c ify  A u to m a t ic  to  a lloca te  sp e c if ic  

a m o u n t s  to  S G A  a n d  P G A  o r  M a n u a l  to  enter sp e c if ic  v a lu e s  fo r  

e ach  S G A  c o m p o n e n t .  R e fe r  to  F ig u re  3.11 f o r  a n  exam p le .

F ig u re  3.11 D B C A  —  In it ia l is a t io n  P a ra m e te rs

W h e n  s iz in g , sp e c ify  th e  sm a lle s t  b lo c k  size  ( 8 K  re c o m m e n d e d )  

a n d  the  m a x im u m  n u m b e r  o f  o p e ra t in g  sy s te m  u se r  p ro c e s se s  

th a t c a n  c o n n e c t  s im u lta n e o u s ly  to  th e  d a tab a se  (1 50  b y  d e fau lt).

F o r  C h a ra c te r  Se ts, se lect a  ch ara cte r  se t th a t d e te rm in e s  w h a t  

la n g u a g e s  c a n  b e  re p re se n te d  in  the database . «Use th e  d e fa u lt  i f  

th e  o n ly  la n g u a g e  th a t n e e d s  to  be  s u p p o r te d  is  the  la n g u a g e  o f  

th e  o p e ra t in g  system . U s e  U n ic o d e  ( A L 3 2 U T F 8 )  to  s u p p o r t  

m u lt ip le  la n g u a g e s  f o r  d a tab a se  u se rs  a n d  ap p lica t io n s .

T o  u se  a n y  o th e r  n o n -d e fa u lt  ch ara cte r  se ts u se d  b y  th e  o p e ra t in g  

system , se lect th e  o p t io n  C h o o s e  f r o m  th e  l is t  o f  ch a ra c te r  sets. 

S e le c t the  N a t io n a l  C h a ra c te r  S e t  h e re  o r  c h o o s e  the  de fau lt.
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S im ila r ly ,  se lect th e  d e fa u lt  v a lu e s  f r o m  D e fa u lt  L a n g u a g e  a n d  

D e f a u l t  D a t a  F o r m a t  a c c o r d in g  to  lo ca t io n .

D a t a b a s e  S t o r a g e

T h is  tree l is t in g  s h o w s  the  s to ra ge  structu re  o f  th e  database . 

O b je c t s  c a n  b e  C re a te d  o r  D e le te d  here. I f  o n e  o f  th e  p r e 

c o n f ig u re d  te m p la te s  is  c h o se n , c o n t r o l files, d a ta file s  o r  r o l lb a c k  

se g m e n ts  c a n n o t  b e  a d d e d  o r  re m o v e d .

C r e a t io n  O p t i o n s

A t  th is  tim e, y o u  c a n  sav e  the  d a ta b a se  d e f in it io n  to  a  te m p la te  o r  

create  th e  d a tab a se  o r  se lect b o th .  F ig u re  3.12  d isp la y s  th e  

C o n f ir m a t io n  screen.

Figure 3.12 D a t a b a s e  C o n f ig u r a t io n  A s s i s t a n t  —  C o n f ir m a t io n
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O v e r v ie w  o f  D a t a b a s e  U p g r a d e  A s s i s t a n t

I f  p la n n in g  to  u p g ra d e  a n  e x is t in g  da tabase , O r a c le  p r o v id e s  a  

t o o l ca lle d  D a ta b a s e  U p g r a d e  A s s is t a n t  ( D B U A ) .  I t  in te rac tiv e ly  

step s th r o u g h  th e  u p g ra d e  p ro c e s s  a n d  c o n f ig u re s  the  d a tab ase  

fo r  the  n e w  O r a c le  D a ta b a s e  lO g  release.

I t  c a n  be  in v o k e d  b y  d b u a  f r o m  the U n ix / L in u x  p r o m p t s  lik e  

d b ca , o r  f r o m  D a ta b a s e  M ig r a t io n  A s s is t a n t  u n d e r  C o n f ig u r a t io n  

a n d  M ig r a t io n  T o o l s  in  a W in d o w s  e n v iro n m e n t.  P le a se  re fe r to  

O ra c le  D a t a b a s e  U p g r a d e  G u id e  fo r  m o re  details.

H o w  t o  S e t  U p  a n d  U s e  O E M

E n te rp r ise  M a n a g e r  is  in sta lle d  w ith  a d e fa u lt  su p e r  a d m in is t ra to r  

a c c o u n t  ca lle d  S Y S M A N .  D u r in g  the  in sta lla t io n , there  w il l  b e  a 

p r o m p t  to  p r o v id e  a p a s s w o r d  f o r  S Y S M A N .  T h is  is  n e e d e d  fo r  

in it ia l lo g in  to  E n te rp r ise  M a n a g e r .  S Y S M A N  a c c o u n t  c a n n o t  b e  

de le ted  o r  ren am ed .

O ra c le  r e c o m m e n d s  c re a t io n  o f  an  a d m in is t ra to r  a c c o u n t  u s in g  

the S Y S M A N  a c c o u n t  fo r  each  a d m in is t ra to r  ( D B A )  o n  the  

system . T h is  w ill h e lp  c o n tr o l acce ss fo r  e ve ry  D B A  w o r k in g  o n  

the sy s te m  in  v a r io u s  ro le s  a n d  re sp o n s ib ilit ie s .

T h e  in s ta lla t io n  sc r ip t  fo r  E n te rp r ise  M a n a g e r  is  lo c a te d  in  the  

$ O R A C L E _ H O M E / b i n  d ire c to ry  in  U N I X  a n d  L in u x  a n d  is  

k n o w n  as em ca. I t  p re se n ts  a series o f  q u e s t io n s  o n  h o s tn a m e ,  

in sta n ce  n a m e , etc. as fo llo w s .  T h e s e  sc re e n s m a y  v a ry  d e p e n d in g  

o n  the o p e ra t in g  sy ste m  b e in g  u sed.

STARTED EMCA at Wed Feb 04 09:31:06 CST 2004

Enter the following information about the database to be configured
Listener port number: 1521
Database SID: TEST10G
Service name: TEST10G
Email address for notification:
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Email gateway for notification: 
Password for dbsnmp:
Password for sysman:
Password for sys:
Password for sys:

You have specified the following settings 
Database ORACLE_HOME
......................./u01/app/oracle/product/10.1 .0 .2/db2
Enterprise Manager ORACLE_HOME
.................. /u01/app/oracle/product/1 0 .1 .0 .2/db3
Database host name ...............................linuxhost
Listener port number ............................... 1521
Database SID ............................... TEST10G
Service name ............................... TEST10G

Email address for notification .............................
Email gateway for notification .............................

Do you wish to continue? [yes/no]: yes

............  <Your actual screen results may vary. The dotted lines
indicate the execution of various scripts in the process.>........

The Enterprise Manager URL is : http : //linuxhost: 5500/em

C h e c k  th e  sta tu s o f  th e  O E M  c o n tr o l  b y  u s in g  the  c o m m a n d :

$ emctl status dbconsole

R e fe r  to  the  e x a m p le  in  F ig u re  3.12.

[oracleGlinuxhost bin]$ ./enctl status dbconsole 
TZ set to US/Central
Oracle Enterprise Manager lOg Database Control Release 10.1.0.2.0 
Copyright (c) 1996, 2004 Oracle Corporation. All rights reserved, 
http ://linuxhost:5500/en/console/aboutApplication 
Oracle Enterprise Manager lOg is not running.

Logs are generated in directory /u01/app/oracle/product/10.1.0.2/linuxhost_TESTl 
[OG/sysnan/log I

F ig u re  3.12 e m c tl s ta tu s  d b co n so le
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T y p e  e m c t l a n d  O r a c le  w ill  p r o v id e  a ll o p t io n s  ava ilab le  w ith  the  

c o m m a n d .  R e fe r  to  F ig u re  3.13 fo r  a n  e x a m p le  lis t in g  o f  e m c t l 

o p t io n s .

[oracleeiinuxhost bin]S emctl 
TZ set to US/Central
Oracle Enterprise Manager lOg Database Control Release 10.1.0.2.0 
Copyright (c) 1996, 2004 Oracle Corporation. All rights reserved.
Invalid arguments

Unknown command option 
Usage::

Oracle Enterprise Manager lOg Database Control commands: 
emctl start| stopl status dbconsole 
emctl secure <options>

emctl set ssl test|off|on em
emctl set ldap <host> <port> <user dn> <user pwd> <context dn> 

emctl blackout options can be listed by typing "emctl blackout” 
emctl config options can be listed by typing "emctl config" 
emctl secure options can be listed by typing "emctl secure" 
emctl ilint options can be listed by typing "emctl ilint"
emctl deploy options can be listed by typing "emctl deploy" \i\

F ig u re  3.13 e m ctl o p t io n s

T o  sta rt the  c o n so le ,  u se  the  fo l lo w in g  c o m m a n d :

$ emctl start dbconsole

T h e  sta tu s in fo r m a t io n  s h o w n  in  F ig u re  3 .14  w ill  b e  generated .

[oracle©linuxhost bin]$ ./emctl start dbconsole 
TZ set to US/Central
Oracle Enterprise Manager lOg Database Control Release 10.1.0.2.0 
Copyright (c) 1996, 2004 Oracle Corporation. All rights reserved, 
http://linuxhost:5500/em/console/aboutApplication
Starting Oracle Enterprise Manager lOg Database Control ............ started.

Logs are generated in directory /u01/app/oracle/product/10.1.0.2/linuxhost_TESTl
OG/sysman/log ■

F ig u re  3.14 e m c t l s ta tu s  d b co n so le

O n c e  the in s ta lla t io n  is  c o m p le te , l o g  o n to  it f r o m  the  w e b  

in te rface  is  u s in g  U N I X ,  L in u x ,  o r  W in d o w s  o r  u se  the  O E M
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in te rface  f r o m  W in d o w s ,  S ta rt P r o g r a m s  - O r a c le  E n te rp r ise  

M a n a g e r  C o n s o le  e n v iro n m e n t.  F o r  th o se  w h o  are u s in g  the w e b  

b ro w s e r  v e r s io n  o f  O E M ,  type  in  the  fo l lo w in g  a d d re ss  - 

h t t p : / / < lo c a lh o s t > :p o r t _ n u m e r / e m

O n  the test se rve r u se d  in  th e se  exam p le s, it  is  

h t t p : / / l in u x h o s t :5 5 0 0 / e m .

T h e  p o r t  n u m b e r  c a n  b e  c h a n g e d  b y  m o d i f y in g  

$ O R A C L E _ H O M E / i n s t a l l / p o r t lis t .in i. T h i s  w ill  in v o k e  the  O E M  

in t ro d u c to ry  screen, w h e re  the u se rn a m e  a n d  p a s s w o r d  are  

re q u ire d  to  acce ss the database . R e fe r  to  F ig u re  3.15.

Elle £ d t  yiew fio  Bookmarks Io d s  window jjrip

^  . ,rBack Forward Reload Stop L^ - ------------------------------------------ -- -—------

^ 5 Home Í Bookmarks < /R e d  Hat Netwoik ^S upport £$Shop (^Products (¡¿Training

O R A C L E  Enterprise Manager 10p Help
D a ta b a s e  C o n tro l

Login to Database:TEST10G

‘ User Name |sys
* Password j******

Connect As I SYS DBA

Copyright © 1996,2004, Oracle. AI rights reserved.

s a  <£ I http://Nnuxho5t 550G/enVconsoMo9ori/togonf IH H H H H I  |-*H rfi!

F ig u re  3.15 O E M  C o n s o le  L o g in  S c re e n

O n c e  the  u se rn a m e  a n d  p a s s w o r d  are entered, the w e b  in te rface  

w ill  d isp la y  the in s ta n c e  su m m a ry ,  w h ic h  p ro v id e s  g u id a n c e  

th r o u g h  the rest o f  the  in sta n c e  a d m in is t ra t io n  tasks. T h e  n e w  

lo o k  a n d  fee l o f  O E M  p r o v id e s  a feature  r ic h  d isp la y  th a t a llo w s
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a D B A  to  d r ill d o w n  a n d  sc ro ll d o w n  to  d e ta iled  re p o rts  o n  a n y  

m etric . T h e  d e fa u lt  H o m e  screen  is  s h o w n  in  F ig u re  3.16.

S in c e  the  screen  is  l o n g  a n d  h a s  to  b e  sc ro lle d  d o w n  to  be  v ie w e d  

co m p le te ly ,  it  is  p re se n te d  here  in  m u lt ip le  parts.

■е р »
B e  E Ä  t f e *  S o  fipokmvks loots tfndow

I <£ http:/^rtuxhost:550q^em/consal€/databas€/1nstance/sJ I 
WHOM Stop 1-----;—;---------------------------------------- :---------------------------------------L *  * ■Pint IB

j& H om e I 1¿Bookmatks .^ R e d H r t  NataMxk Support É^Shop (^Products t fT ia M q g

O R A O j E*  Enterprise Manager 10g 
Database Control

Logged In As SYS

Database: TEST10G
Home PfirtgtPflgĝ  ArfffltoUlBtLon Мдййвари

Page Refreshed Mar 3, 2004 *43:38 AM (R efresh)

View Data] ManuaHy d

General
(.Shutdown)

Status Up 
Up Since Mar 3, 2004 327:22 AM 

Time Zone CST 
Availability (%) 0.S1(Last 24 hours*
Instance Name TEST10G  

Version 10.1.02.0

Host CPU Active Sessions

I I
I O th e r 
I T E 5T 10G

Readonly No 
Oracle Home /Wfll/MB/PfyJfi/flTOlHci/LQ- A .Qi? 

Ustener LISTENERJinuxhost 
Host Ijnuxhggt

Run Queue 2.SI 
Paging (pages per second) 0.0

Active Sessions I 
SQL Response Time (%) I

High Availability Space Usage Diagnostic Summary 
0

О ш
Instance Recovery Time

Л
Database Size (GB) 1 Performance

(seconds) Problem ✓ Findings
Last Backup n/a Tablespaces АЯ Policy

Archiving 
Archive Area Used (%)

Disabled
n/a Segment Findings Not

Configured
Violations 
Alert LogFlashback Logging PsabM Policy Violations ✓ Q

Dump Area Used
(%) *  32 Alerts

Critical
Warnings

Nq QBA- 
errors

ШШЯЧ
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Related Alerts
(No alerts)

Job Activity Critical Patch Advisories
jobs scheduled to stan no more than 7 days »90 Patch Advisories «
Scheduled Executions OSuspended Executions *  0 Patch Advteory Information may be stale. Oracle 

Running Executions 0 Probtefn Executions ✓ 0 MetaLhk credentials are not configured.
Oracle MetaUnk r  .  .

Credentials ^

Home | PetfoQ M o« AdmlDtstBPlon M iin ie o ^ .e

Related Links
Ariyfror Cgntr^l A ktt K s tw  Alert log Cornet
All Metrics Blackouts 1 SOL* Pi us
lobs Manaqe Metrics Metric Collection Errors
Monltorina Configuration User-Defined Metrics

F ig u re  3.16 O E M  H o r n

A d d it io n a l  sc re e n s are fo r  P e r fo rm a n c e ,  A d m in is t r a t io n  a n d  

M a in te n a n c e ,  a n d  are s im ila r  to  th e  im a g e s  s h o w n  in  th e  

f o l lo w in g  F igu re s .  D i s p la y s  w i l l  d if fe r  d e p e n d in g  o n  the  in s ta n c e  

c o n f ig u ra t io n  a n d  n u m b e r  o f  d a ta b a se s  b e in g  m o n ito re d .

O R A C L f  Enterprise Manager 10g •' H d Q o M

Logged In As SYS

Database: TEST10G

*t

Hore | Performance | AdNn!5tri»ii<?n Maintenance
d ick on an area of a graph or legend to get more detail. view DataTReal Second Refresh 

Host

8 1
I  <[___________ ____  — ---------------------- --------- -------------------
J $:38 3:45 3:50 3:55 4:00 4:05 4:10 4:15 4:20 4:25 4:30 4:3 

Mar 3,2004

■g0.012 1
on ______ , _______

$ 3:38 3:45 3:50 3 55 4:00 4:05 4:10 4:15 4:20 4:25 4:30 4:3 
“■ Mar 3.2004 L«
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Sessions: Waiting and Working

e0.839
50.559
"0.280

:38 3:45 
Mar 3, 2004

:e Throughput

3:50 3:55 4:00 4:05 4:10 4:15 4:20 4:25 4:30 4:35

I . Л , - ..........................................................................
38 3:45 
Mar 3, 2004

3:50 355 4:00 4:05 4:10 4:15 4:20 4:25 4:30 4:35

200
100L ____.Л .,Q I“ ---3:38 3:45 3:50 3:55 4:00 4:05 4:10 4:15 4:20 4:25 4:30 4:35

“■ Mar 3, 2004 
(S' per Second Per Transaction

Additional Monitoring Links
•  Tqp S W LStg p» ♦  PfltflbflS ?  kQÇKS
•  T .0 P .5 .Q I •  Instance Activity 

______ •  Blocking Sessions___________________ •  Top Consumers
HotPfi I Performance fAtMotStnflon M^mgwnç.e___________

Related Links
A<ftte.qr Cem ql 
A» Metrics 
jobs
MonttQflnq QonftflttrgPon

Aigt.ütS.tgtt 
Blackouts 
Manage Metrics

A>Sd.Lfl9_£QmgQî 
[SOL* PI us
Metric Collection Errors

I Setup I Preferences | Hgfr I loflorf

F ig u re  3.17 O E M  P e rfo rm a n c e
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»I О м с к  L u id  prise M anagt m
Efe £<*t Y Jt» fio fiookmaits lo ok ttndow ¿Jdp

teck  *  Forward "  rJ L i  Я р  1 ^  http://timixhosl:550(yem/consote/dJtabase^r>stance/sl |»

ÜHom e I >£nodtmaiks ¿ R e d  Hat Networit (t f  Support ^ S h o p  Pnducts ^Training
"LoggwmÄVb'Tb

D a ta b a s e :  T E S T 10G
Ш м  M e n n a n c s  i A d m in is tra tio n  I Maintenance

Instance
MemofY РзпцпеКГС
ЦШамалгагпет
All Initialization

Storage
Control files 
Tallies paces 
DatafHes
Rollback Segments 
Redo Log Groups 
ArcNvg Log? 
Temporary Tablespace 
Groups

Schema
Tables
Indexes
Views
Svnonvms
Sequences
Database Links

Security Enterprise Manager 
users Administration

Administrators
NflfflçtflpnSt-httfote
Blackouts

Warehouse
Packages 
Package Bodies

Functions 
Triggers 
Java Sw&es 
JayftCUsjæs

AnæJypss 
QWwt Types
Та Ые Types

cubes Dimensions
PtAP.anænsiflns Materially Vtews 
Measure Folders Mateflflflreti УЙЭУ Log?

Ratest». Groms

Configuration
Management
Last Critaty) Configuration 
Databas* StaHstto

Workload
Autoroatg-Wgrtlpftd
SQL Tuning Sets

Resource Manager
R esow n Monitors
R*swKft£flnsknttf-Ga№
Mappings
R eso w « £qraupgf.Srougs 
Resource Plans

Scheduler
Jfite
Schedules 
Programs 
lob Classes

Global
Attributes

0T 1 P  Use the Enterprise Manager lOg Java Console to manage Streams, Advanced Replication. A&anced Queues, XML 
Database. Spatial and Workspace.

home PgrfginHtfKfi I A d m in is tra tio n  | MaLnteoançg

Related Links
Advisor Central 
All Metrics 
lobs
Monitoring Configuration

Atea.bftSiQfY 
Blackouts 
Manage Metrics 
User-Peflnrt Mtwcs

Atert Log Content 
lSOL*Plus
MfiMt. figftKttOP ETOCS

Database | §siufi I Pm̂nc.gS I Hdfi I laqgrt

F ig u re  3.18 O E M  A d m in is t r a t io n
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Database: TEST10G
“  ------------ TaggeairrarsTC"

Horn« P .ç loanw « AdraimstHtion i Maintenance i

U tilities
Exooft to FUes 
import from P te  
IcnpQfî frprn Patafrase
Gather Statistics
Reorganize Obtects
Make Ta Wes oace Locaftv Managed

Backup/Recovery
Schsdui&Badus
pfirfçnn
Maoag Qjosnt.BKkufi$
Confiare BackuD Setflnos 
ConfimrgRftçgygfY Settings 
Configure Reçwe»Y.Catatag Sifflas

Deployments
Patch
Ппги» nataha^P
VTte« Patch Caste
ConftauratJon Collection Status 
Manage Polla Uhaiv

H «ra  Pçrffinpanfcç AdmLÜSVitfon Maintenance j

Related Links
Aàrisff Cental 
AH Metrics 
lobs
Monitoring Configuration

Aleit Ustorv 
Blackouts 
Manage MeMc* 
UsetiQfiflNd MçidiS

Alert L09 Content 
ISQL*P1us
Mette Crttertw Епте

O M ib u e  1 setup 1 Preferences 1 Helo 1 Looout

F ig u re  3.19 O E M  M a in t e n a n c e

E a c h  o f  the  A u t o m a t ic  D B A  screen s w ill  b e  re v ie w e d  in  d e ta il in  

la ter ch apte rs.

C o n c l u s i o n

I n  th is  chapter, th e  im p o r ta n t  d a tab a se  in s ta lla t io n  p ro c e d u re s  

in c lu d in g  c h e c k in g  fo r  p re req u isite s, in s ta lla t io n  p ro c e ss ,  d a tab a se  

e d it io n s, sta rter d a tab a se  types, s to ra g e  o p t io n s ,  u se  o f  D B C A  

a n d  se tt in g  u p  o f  O E M  h a v e  b e e n  e xa m in e d . T o  su m m a riz e :

■ O r a c le  d a tab a se  1 0 g  n e e d s  a m in im u m  o f  5 1 2 M B  m e m o ry ,  

re g a rd le ss  o f  the  p la tfo rm .

■ O r a c le  E n te rp r ise  E d it io n ,  S ta n d a rd  E d it io n ,  a n d  c u s to m  

in s ta ll are the  3 type s o f  in s ta lla t io n  o p t io n s  ava ilab le .

■ S i le n t  in s ta lla t io n  is  n o t  r e c o m m e n d e d  fo r  A S M  in sta lla t io n s.

■ D B C A  c a n  b e  u se d  to  create the  sta rter d a tab a se  at a  later  

p o in t ,  a fte r th e  in s ta lla t io n  p ro ce ss .
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■ F o r  sto rage  su b sy ste m , the D B A  ca n  c h o o se  b e tw e e n  F ile  

system , R a w  d ev ice s, o r  A u t o m a t ic  S to ra g e  M a n a g e m e n t  

( A S M )  files.

■ E n te rp r ise  M a n a g e r  is in sta lle d  u s in g  e m ca  in  

$ O R A C L E _ H O M E / b i n  d irecto ry .

M o r e  a b o u t  the a u to m a t ic  D B A  w ill  b e  e x a m in e d  in  the  

fo l lo w in g  ch ap te rs. T h e  n e x t step  in  the  jo u rn e y  is  e x a m in in g  the  

A u to m a t ic  W o r k lo a d  R e p o s it o r y  a n d  A u to m a t ic  D a ta b a s e  

D ia g n o s t ic  M o n i t o r  features.



A u t o m a t i c  W o r k l o a d  c h a p t e r  

R e p o s i t o r y  a n d  

A u t o m a t i c  D a t a b a s e  

D i a g n o s t i c  M o n i t o r

“Y e s, I  w a s  a n  O ra c le  D B A  before I  to o k  t h is  n e w  jo b . ”

W h a t  i s  A W R ?

A u to m a t ic  W o r k lo a d  R e p o s it o r y  ( A W R )  fo r m s  the  ce n tra l 

c o m p o n e n t  o f  the  n e w  O r a c le  D a ta b a s e  1 0 g  m a n a g e a b ility  

in fra stru c tu re . I t  p r o v id e s  se rv ice s  to  the d a tab ase  to  acce ss,  

co llect, p ro c e ss ,  a n d  m a in ta in  p e r fo r m a n c e  sta tistic s  o n  v a r io u s  

fu n c t io n a lit ie s  w ith in  the  database . I t  is  a  b u ilt - in  r e p o s ito ry  in  

eve ry  database .
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D u r in g  re g u la r  in te rva ls, O r a c le  D a ta b a s e  lO g  takes s n a p s h o t s  o f  

all v ita l sta tistic s  a n d  w o r k lo a d  data, a n d  th e n  sto re s  th e m  in  the  

re p o s ito ry . T h is  d a ta  is later u se d  fo r  an a ly s is  a n d  as sta tistic s  fo r  

p r o b le m  d e te c t io n  a n d  se lf-tu n in g . B y  d e fa u lt  the  in te rv a l is  60  

m in u te s  a n d  the  data  is  s to re d  fo r  a p e r io d  o f  se ve n  days, a fter  

w h ic h  it  th e n  ge ts  p u rge d . T h e  in te rva l a n d  re te n t io n  p e r io d  c a n  

b e  altered. P le a se  n o te  th a t in  O ra c le  D a t a b a s e  C o n c e p ts  1 0 g  R e le a se  

1 (10.1) d o c u m e n ta t io n ,  P a r t  N u m b e r  B 1 0 7 4 3 -0 1 1 4  u n d e r  

M a n a g e a b il it y  (C h a p te r  14), it  is  in c o rre c t ly  sta ted  th a t the  

s n a p s h o t  in te rv a l is  30  m in u te s. T h e  in c o rre c t  sta te m e n t reads: 

“B y  de fau lt, the  sn a p sh o t s  are  m a d e  eve ry  3 0  m in u te s,  b u t  y o u  

c a n  c h a n g e  th is  freq u en cy.”

T h is  ca p tu re d  d a ta  c a n  b e  u se d  fo r  sy ste m  le v e l a n d  u se r  le v e l 

ana lysis. T h is  d a ta  is  o p t im iz e d  to  m in im iz e  o ve rh e ad . I n  a  

n u tsh e ll,  A W R  is  the  b a s is  f o r  all s e lf -m a n a g e m e n t  fu n c t io n a lit ie s  

o f  the  database . I t  h e lp s  w ith  the h is to r ic a l p e rsp e c t iv e  o n  

d a tab a se  u sa g e  e n a b lin g  accu rate  d e c is io n s  to  b e  m a d e  qu ick ly .

T h e  A W R  in fra stru c tu re  c o n s is t s  o f  tw o  m a jo r  c o m p o n e n ts .  

T h e y  are as fo llo w s :

■ In -M e m o ry  S t a t i s t ic s  C o l le c t io n  F a c ility  -  T h is  is  u se fu l fo r  

1 0 g  c o m p o n e n t s  to  c o lle c t  statistics. T h e s e  m e tr ic s  are s to re d  

in  m e m o r y  fo r  p e r fo rm a n c e  re a so n s  a n d  are a cce ss ib le  

th r o u g h  v $  p e r fo rm a n c e  v ie w s. T h e  m e m o r y  v e r s io n  o f  the  

sta tistics is  w r it te n  to  d is k  re g u la r ly  b y  a n e w  b a c k g r o u n d  

p ro c e ss  ca lled  M e m o r y  M o n i t o r  o r  M e m o r y  M a n a g e a b il it y  

M o n i t o r  ( M M O N ) .

■ A W R  S n a p s h o t s  - re p re se n t the  p e rsis te n t p o r t io n  o f  th e  

facility. A W R  sn a p s h o t s  c a n  b e  v ie w e d  th r o u g h  d a ta  

d ic t io n a ry  v ie w s.

T h e  A W R  sta tistic s  are k e p t  in  p e rs is te n t s to ra ge  to  su rv ive  a n y  

d a tab a se  in s ta n c e  c ra sh e s  a n d  to  p r o v id e  h is to r ic a l data  fo r  

b a se lin e  c o m p a r iso n s .
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N o w  th a t the  d a ta  h a s  b e e n  co lle cted , the  n e x t to p ic  to  c o v e r  is  

w h a t  c a n  be  d o n e  w ith  it.

U s e s  o f  A W R

A u to m a t ic  W o r k lo a d  R e p o s it o r y  ( A W R )  h e lp s  w ith  c o l le c t io n  

a n d  re te n t io n  o f  O ra c le  D a ta b a s e  lO g  sta tistics fo r  se lf-tu n in g .  

O ra c le  D a ta b a s e  lO g  cap tu re s a n d  re ta in s th is  h is to r ic a l d a ta  

w ith o u t  a n y  D B A  in te rve n tio n .

T h e  h is to r ic  d a ta  is  u se d  fo r  an a ly s is  o f  p e r fo rm a n c e  p r o b le m s  

th a t o c c u rre d  d u r in g  a ce rta in  tim e  p e r io d  in  the  p a s t  a n d  fo r  

tre n d  ana lysis. A f t e r  a p r o b le m  h a d  b e e n  re p o rte d  in  p re v io u s  

v e r s io n s  o f  O ra c le ,  the  D B A  h a d  n o  w a y  o f  re c re a tin g  th e  

p r o b le m  u n le s s  it  h a d  b e e n  w r it te n  to  alert lo g s .  U s in g  A W R ,  i f  

there  is  a re c o rd  o f  sy ste m  events, th e  cau se  c a n  be  id e n t if ie d  a n d  

so lu t io n s  d e v e lo p e d  fo r  p r o b le m s  th a t h a p p e n e d  in  the past.

S T A T S P A C K  is  o n e  o f  the  m a n u a l w a y s  fo r  lo o k in g  at h is to r ic a l  

data. H o w e v e r ,  th is  re q u ire d  the D B A  to  k n o w  w h e n  a n d  w h e re  

to  ge t  the in fo rm a t io n ,  a n d  h o w  to  a p p ly  th a t in fo r m a t io n  to  the  

p ro b le m . S T A T S P A C K  is  still a va ilab le  in  O ra c le  da tab ase  lO g .

H e r e  are a fe w  ite m s  a n d  features o f  A W R  to  keep  in  m in d  w h e n  

c o n te m p la t in g  the sw itc h  f r o m  S T A T S P A C K .

■ I n  o rd e r  to  u se  the w o r k lo a d  re p o s ito ry , a p p lic a t io n  c o d e  w ill  

h ave  to  b e  ch an ge d .

■ T h e re  is  n o  su p p o r te d  p a th  to  m ig ra te  S T A T S P A C K  d ata  

in to  th e  w o r k lo a d  re p os ito ry .

■ T h e re  is  n o  v ie w  created  o n  to p  o f  the  w o r k lo a d  re p o s ito ry  to  

s im u la te  the  S T A T S P A C K  sch em a.

■ U se r s  w h o  u se  A W R  a n d  S T A T S P A C K  at the  sa m e  t im e  w ill  

rece ive  u n w a n te d  errors.
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■ A W R  u tilize s h isto r ic  d a ta  to  c o m p a re  a g a in s t  the  c u rre n t  

p e r fo rm a n c e  data  o f  the  sy s te m  to  id e n t ify  p e r fo r m a n c e  

b o td e n e c k s ,  p re d ic t  fu tu re  p r o b le m s ,  a n d  to  h e lp  im p r o v e  the  

p e rfo rm a n c e .

■ T h e  A W R  sta tistics data is  a c c e ss ib le  b y  D B A s ,  exte rn a l u se rs,  

a n d  th ird  p a r ty  v e n d o r s  to  d e v e lo p  p e r fo rm a n c e  m o n it o r in g  

sc r ip ts  a n d  too ls.

■ A W R  c a n  be  u se d  to  p e r fo r m  tren d  analysis.

T h e  n e x t se c t io n  w ill e x a m in e  the  a rch itectu re  o f  A W R  b y  

d e sc r ib in g  so m e  o f  the  m a n y  sta tistic s  th a t are co llected .

A r c h i t e c t u r e  o f  A W R

A u to m a t ic  W o r k lo a d  R e p o s it o r y  ( A W R )  p r o v id e s  a n e w  

in fra stru c tu re  fo r  c o lle c t in g  b a se lin e  statistics. H e r e  is  a pa rtia l lis t  

o f  the m a n y  sta tistic s  A W R  in  O r a c le  D a ta b a s e  lO g  co llects:

■ T im e  m o d e l sta tistics b a se d  o n  t im e  sp e n t b y  the activ ities.

■ O b je c t  sta tistic s  th a t re p re se n t the  acce ss a n d  u sa g e  sta tistic s  

o f  d a tab a se  se gm e n ts.

■ S o m e  se s s io n  a n d  sy ste m  sta tistic s  re ta ined  in  v S se ssta t  a n d  

vfisysstat.

■ S o m e  o p t im iz e r  sta tistic s  fo r  se lf- le a rn in g  a n d  tu n in g ,  

A D D M ,  a n d  A c t iv e  S e s s io n  H is t o r y  ( A S H ) .

T h e  f o l lo w in g  sta tistic s  are th e  m o s t  im p o r ta n t  o n e s  u se d  b y  

A W R :

■ O S  S t a t i s t ic s  -  C P U  a n d  M e m o r y  u s in g  v So ssta t.

■ W a it  C l a s s e s  - C P U ,  a p p lic a t io n ,  c o m m it ,  c o n cu rre n c y ,  

sch edu le r, I / O ,  a d m in ,  c o n f ig u ra t io n ,  c o m m it ,  c luster, a n d  

n e tw o rk  u s in g  v $ e v e n t_ n a m e .
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■ T im e  M o d e l  - C o n n e c t io n  m a n a g e m e n t,  P L / S Q L  c o m p ila t io n ,  

parse, S Q L  execu tion , a n d  P L / S Q L  e x e cu tio n  u s in g  

v $ s y s _ t im _ m o d e l.

■ S Q L  S t a t i s t ic s  - S Q L  sta tistics ( P L / S Q L  J a v a  tim e, w a it -c la s s  

tim e), b in d  va riab le s, e ff ic ie n t to p  S Q L  b a se d  o n  C P U ,  

e lap se d  a n d  p a rse  statistics.

A c t iv e  S e s s io n  H is t o r y  w ill  b e  re v ie w e d  b r ie f ly  b e fo re  m o v in g  o n  

to  A W R  sn a p sh o ts .

A c t iv e  S e s s i o n  H is to r y

T h e  A c t iv e  S e s s io n  H is t o r y  ( A S H )  c o n ta in s  recen t se s s io n  

activ ity. T h e  m e m o r y  a s s ig n e d  to  the A S H  c o m e s  f r o m  the  S G A  

a n d  is  f ix e d  fo r  th e  in sta n c e  life tim e. I t s  size  a lso  c a n n o t  exceed  

5 %  o f  the  sh a re d  p o o l  size  a n d  takes u p  2 M B  p e r  C P U  w ith in  

these  lim its.

T h e  A S H  w o r k s  b y  s a m p lin g  the  v $ se ss io n  v ie w  eve ry  s e c o n d  a n d  

re c o rd in g  w h a t  e ve n ts  the  se s s io n s  are w a it in g  for. T h e  s a m p lin g  

p ro c e ss  acce sse s  th e  d a tab ase  in te rn a l stru c tu re s  d irectly. D u r in g  

th e  s a m p lin g  p ro c e ss ,  in ac t iv e  se s s io n s  are ign o re d . T h e  A S H  is  

d e s ig n e d  as a r o l l in g  b u f fe r  in  m e m o r y  b y  o v e r -w r it in g  o ld e r  

in fo r m a t io n  as needed. T h e  v $ a c t iv e _ se ss io n _ h is to ry  v ie w  is  u se d  to  

acce ss  the A S H  statistics. T h is - v ie w  w il l  c o n ta in  o n e  r o w  fo r  

e ve ry  active  se s s io n  p e r  sam p le .

S in c e  A S H  data  is  o f  h ig h  v o lu m e ,  f lu s h in g  a ll A S H  data  is  n o t  

ad v isab le . T h e re fo re ,  th e  d a ta  is  filte red  o u t  b y  w r it in g  it  to  d is k  

u s in g  M M O N  eve ry  30  m in u te s  a n d  b y  M M N L  ( M e m o r y  

M o n i t o r  L ig h t )  w h e n  the  b u ffe r  ge ts  fu ll. •
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A W R  S n a p s h o t s

T h e  A u to m a t ic  W o r k lo a d  R e p o s it o r y  ( A W R )  is  a c o lle c t io n  o f  

p e rsis te n t sy s te m  sta tistics s to re d  in  the  sy ste m  d e fin e d  W o r k lo a d  

R e p o s it o r y  ( W R )  sch e m a. T h e  W R  sc h e m a  re s id e s  in  th e  

S Y S A U X  ta b le sp ace  a n d  is  o n e  o f  the  m a in  S Y S A U X  

c o m p o n e n ts .

A  sn a p s h o t  is  a  set o f  p e r fo rm a n c e  sta tistic s  c ap tu re d  at a ce rta in  

t im e  in  th e  database . I t  is  u se d  fo r  c o m p u t in g  the  rate o f  c h a n g e  

o f  a statistic. E v e r y  s n a p sh o t  is  id e n t if ie d  b y  a s n a p s h o t  se q u e n ce  

n u m b e r  { s n a p _ id ) th a t is  u n iq u e  w ith in  A W R .  S n a p s h o t s  are  

ge n e ra te d  e ve ry  60  m in u te s  b y  de fau lt. T h e  sn a p s h o t  in te rva l 

p a ram e te r c a n  b e  u se d  to  c h a n g e  th is  frequen cy. T h is  in te rva l 

d e te rm in e s  i f  s n a p sh o t s  o f  a ll m a jo r  activ it ie s in  the  d a tab a se  are  

b e in g  o b ta in e d . A u to m a t ic  s n a p sh o t s  are ge n e ra te d  u s in g  a n  

in te rn a l M M O N  task, w h ic h  ru n s  pe r io d ica lly . M a n u a l  s n a p sh o t s  

c a n  b e  ta ke n  b y  u s in g  the  d a tab a se  c o n tr o l o r  a P L / S Q L  

p ro ce d u re .

T o  v e r ify  th e  fre q u e n c y  o f  the se  sn a p sh o ts ,  is su e  the  fo l lo w in g  

c o m m a n d :

SQL> select snap_interval, retention 
from dba_hist_wr_control;

SNAP_INTERVAL RETENTION

+00000 01:00:00.0 +00007 00:00:00.0

T o  c h a n g e  the  se tt in gs  fo r  s n a p s h o t  in te rva ls  o f  30  m in u te s  a n d  a 

re te n t io n  p e r io d  o f  30  d ays, is su e  th e  fo l lo w in g  c o m m a n d .  T h e  

re te n t io n  p a ra m e te rs  are sp e c if ie d  in  m in u te s:

begin
dbms_workload_repository.modify_snapshot_settings ( 

interval => 30, 
retention => 30*24*60

) ; 
end;
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V e r i f y  the  n e w  v a lu e s  b y  ru n n in g  the q u e ry  o n  d b a _ h is t_ w r_ c o n t ro l.  

F o r  the a b o v e  e x a m p le  the  fo l lo w in g  re su lts  are ob ta in ed :

S N A P _ IN T E R V A L  R E T E N T IO N

+00000 00:30:00.0 +00030 00:00:00.0

A  m a n u a l s n a p s h o t  c a n  a lso  be  take n  b y  c a llin g  the P L / S Q L  

p ro c e d u re  d b m s _ m rk lo a d _ re p o s ito iy .c re a te _ s n a p s h o t . T h i s  p ro c e d u re  

w ill  im m e d ia te ly  take  a s n a p s h o t  a n d  re c o rd  it in  w rm $ _ s n a p s h o t . 

T h e  m e tr ic s  at the  ty p ica l le ve l are c o lle c te d  as the  defau lt. T h is  

w ill  h e lp  to  cap tu re  sy ste m  b e h a v io r  at sp e c if ic  p o in t s  in  t im e  

o u ts id e  the  m o n it o r in g  in terva l. A  h ig h  in te r v a l v a lu e  m a y  le ad  to  

m is s in g  w o r k lo a d  sp ikes.

T h e  fo l lo w in g  se c t io n  e x a m in e s  the  d iffe re n t type s o f  sta tistic s  

a n d  m e tr ic s  c o lle c te d  a n d  at w h a t  fre q u e n c y  th ey  c a n  be  

co llected .

B a s e  S t a t i s t i c s ,  M e t r ic s ,  a n d  S t a t i s t i c s  L e v e l s

B a s e  sta tistic s  re p re se n t the  ra w  data  th a t is  co llected . M e t r ic s  are  

se c o n d a ry  sta tistica l d a ta  d e r iv e d  f r o m  b a se  statistics. M o s t  o f  the  

lO g  m e tr ic s  are u se d  to  track  the rates o f  c h a n g e  o f  activ it ie s in  

the  O ra c le  database . M e t r ic s  are u se d  b y  in te rn a l c o m p o n e n t s  fo r  

sy ste m  h e a lth  m o n ito r in g ,  p r o b le m  de tec tio n , a n d  se lf-tu n in g .  

O ra c le  D a ta b a s e  lO g  h a s  m e tr ic s  fo r  se ss io n , system , file, a n d  

w a it -e v e n t statistics.

T h e  a d v a n ta ge  o f  h a v in g  m e tr ic s  is  the  re a dy  a v a ilab ility  o f  d a ta  

fo r  a c o m p o n e n t  to  c o m p u te  the  rate o f  c h a n g e  re lated  to  

se lected  activ ities. I n  p re v io u s  v e r s io n s ,  sta tistic s  h a d  to  b e  

ga th e re d  b e fo re  a n d  afte r r u n n in g  a jo b  to  c o m p u te  the c h a n g e d  

rate fo r  b a se  statistics. B y  u s in g  m etric s, the  in fo r m a t io n  c a n  b e  

d e r iv e d  d ire c tly  a fte r r u n n in g  th e  job.
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S ta tistic s  L e v e ls  c a n  b e  c a p tu re d  b y  u s in g  the  s ta t is t ic s_ le v e l 

in it ia liz a t io n  param eter. T h is  p a ra m e te r  h a s  three va lue s: B A S I C ,  

T Y P I C A L ,  a n d  A L L .

B A S I C  is  the  c o m p u ta t io n  o f  the  A W R  sta tistics w ith  m e tr ic s  

tu rn e d  o ff. T Y P I C A L  is  the  d e fa u lt  v a lu e  a n d  co lle c ts  o n ly  p a r t  

o f  the statistics. I t  rep re sen ts w h a t  is  ty p ica lly  n e e d e d  f o r  lO g  

a d m in istra t io n . S e tt in g  the p a ra m e te r  to  A L L  w il l  re ta in  a ll the  

statistics.

A  b a se lin e  is  d e f in e d  o n  a p a ir  o f  s n a p sh o t s  to  ta g  sets o f  d a ta  fo r  

im p o r ta n t  t im e  p e r io d s. E a c h  b a se lin e  is  u n iq u e  fo r  o n e  a n d  o n ly  

o n e  p a ir  o f  sn a p sh o ts .  A  b a se lin e  is  id e n t if ie d  b y  a u se r  created  

n a m e  o r  a sy ste m  ge n e ra te d  identifie r. A  b a se lin e  c a n  b e  m a n u a lly  

n a m e d  b y  r u n n in g  the c re a te jb a se lin e  p ro c e d u re  a n d  b y  sp e c ify in g  a 

n a m e  a n d  a p a ir  o f  sn a p sh o t  iden tifie rs.

A  b a se lin e  id e n tif ie r  is  a s s ig n e d  to  the  n e w ly  created  b ase lin e ,  

w h ic h  is  u n iq u e  fo r  the life  o f  th e  database . B a se lin e s  are u se d  to  

re ta in  s n a p s h o t  d a ta  fo r  c o m p a r is o n  w ith  cu rre n t sy ste m  

b e h a v io r  a n d  the  se t u p  o f  th re sh o ld  b a se d  alerts.

T h e  M M O N  p ro c e s s  p u rg e s  all o ld e r  s n a p sh o t s  o n  a n ig h t ly  b a s is  

to  m a k e  r o o m  fo r  n e w  statistics. S n a p s h o t s  are re m o v e d  in  

c h ro n o lo g ic a l  o rder. S n a p s h o t s  p e r ta in in g  to  b a se lin e s  are  

re ta ined  u n t il th e  b a se lin e s  are re m o v e d . M M O N  tries to  l im it  its  

p u rg e  ta sk  in  the  m a n a g e m e n t  w in d o w  d e fin e d  b y  the  D B A .  T h e  

a m o u n t  o f  h is to r ic a l A W R  sta tistic s  c a n  be  c o n tro lle d  b y  se tt in g  a 

re te n t io n  pe r io d .

T h e  m o d ify _ sn a p sh o t_ se tt in g s  p ro c e d u re  c a n  be  ru n  to  c o n tro l th e  

b e h a v io r  o f  sn a p sh o ts .  T h e  re te n tio n  p a ram e te r d e te rm in e s  h o w  

m u c h  A W R  in fo r m a t io n  is re ta in e d  b y  the database. O n  a ty p ica l 

system , A W R  c o lle c t io n s  req u ire  2 0 0  M B  to  300  M B  o f  sp ace  i f
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the data  is  k e p t  fo r  se ve n  days. T h e  d e fa u lt  is  se ve n  d ay s  (10080 ) 

a n d  the  m in im u m  is  o n e  day.

T h e  sp ace  c o n s u m p t io n  d e p e n d s  m a in ly  o n  the  n u m b e r  o f  ac tive  

se s s io n s  in  the  system , so  ad ju st a c co rd in g ly .  I f  the  re te n t io n  

v a lu e  is  se t to  0, it  w il l  d isa b le  the  a u to m a t ic  p u rg in g .  I f  A W R  

detects th a t S Y S A U X  is  o u t  o f  space, it  a u to m a t ic a lly  de letes the  

o ld e st  set o f  s n a p s h o t s  a n d  reu ses the  space . A le r t s  w il l  be  se n t  to  

the  D B A  u s in g  the  d e s ig n a te d  c o m m u n ic a t io n  m e th o d s  

(e m a il/p a g e r )  to  in fo r m  th e m  th a t S Y S A U X  is  r u n n in g  o u t  o f  

space.

T h e  interval p a ra m e te r  d e te rm in e s  the  fre q u e n cy  o f  s n a p s h o t  

ge n e ra t io n . T h e  m in im u m  va lu e  is  10 m in u te s  a n d  th e  d e fa u lt  is  

60  m in u te s. S e t t in g  it  to  0  w ill d isa b le  th e  a u to m a t ic  c a p tu r in g  o f  

sn a p sh o ts .  T y p ic a l  v a lu e s  are 10, 20, 30, 6 0 ,1 2 0 ,  etc.

S im ila r  to  S T A T S P A C K ,  the A W R  h a s  a re p o rt  g e n e ra t io n  

m e c h a n is m  to  p ro d u c e  su m m a ry  re p o r ts  o n  sta tistic s  s to re d  in  

the A W R  re p o s ito ry . T h e  an a ly sis  is  d o n e  o n  sta tistic s  o v e r  a  

p e r io d  o f  t im e  a n d  the  re p o rts  are ge n e ra te d  u s in g  the sc r ip t  

awrrpt.sql in  the  $ O R A C L E _ H O M E / r d b m s / a d m i n  d irecto ry . 

T h e  sc r ip t  d isp la y s  a ll the  A W R  s n a p sh o t s  ava ilab le  a n d  p r o m p t s  

fo r  o p t io n s  o n  h o w  a n d  w h e re  the  re p o rts  are to  b e  gen erated . 

T h e  awrrpt.sql sc r ip t  p ro d u c e s  tw o  k in d s  o f  o u tp u t. T h e  d e fa u lt  is  

H T M L  fo rm a t  w ith  h y p e r lin k s,  a n d  the  o th e r  is  in  text fo r m a t  

s im ila r  to  S T A T S P A C K  rep orts. W h e n  th e  sc r ip t  is  ru n , it  

p r o m p t s  fo r  the  fo rm a t  o f  th e  re p o r t  a n d  the  re p o rt  nam e.

A lte rn a t iv e ly ,  the  dba_hist_snapshot tab le  c a n  b e  qu e rie d  to  re trieve  

the m a p p in g  b e tw e e n  a snap_id a n d  the  ac tu a l c lo c k  tim e. T h e  

n u m b e r  o f  d a y s  c a n  be  en te red  to  d e te rm in e  h o w  m a n y  o f  th e  

m o s t  re ce n t d a y s ’ s n a p sh o t s  are re turned . T h e  wrm$snapshot tab le  

ca n  b e  q u e r ie d  to  d e te rm in e  w h ic h  snap_id to  c h o o se .  T h e  

begin_snap_id a n d  end_snap_id p a ir  d e fin e s  the  tim e  p e r io d  o v e r
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w h ic h  the  re p o r t  is  generated . T h e  f ile n a m e  is the  u se r -sp e c if ie d  

n a m e  g iv e n  fo r  the  report.

T h e  a d v a n ta ge  o f  m e tr ic s  is  c lea r w h e n  it  is p o s s ib le  fo r  the  D B A  

to  b e g in  an a ly s is  o f  sn a p sh o t s  b a se d  o n  w h e n  a n  a c t iv ity  w a s  

c o m p le te d  ra th e r th a n  h a v in g  to  re d o  th e  ac t iv ity  in  o rd e r  to  sta rt  

a n d  s to p  d a ta  co lle c tion . T h e  n e x t  se c t io n  g o e s  in to  m o r e  de ta il 

o n  the  type s o f  m e tr ic s  th a t c a n  b e  track e d  u s in g  A W R .

S t a t i s t i c s  C o l l e c t i o n  P r o c e s s

O ra c le  D a ta b a s e  lO g  m e tr ic s  c a n  b e  tracked  u s in g  A W R .  T h e  

u sa ge  m e tr ic s  are d iv id e d  in to  tw o  categorie s:

■ D a ta b a s e  feature  u sa ge

■ H i g h  w a te r  m a rk  ( H W M )  v a lu e  o f  ce rta in  da tab ase  a ttr ib u te s

T h e se  m e tr ic s  are h e lp fu l in  d e te rm in in g  h o w  o fte n  a  p a r t ic u la r  

feature  is  u se d , a n d  h e lp fu l in  d e te r m in in g  re so u rce  u sa g e  w ith in  

the database .

M M O N  tra ck s  a n d  re co rd s  the  d a ta b a se  feature  u sa ge  a n d  H W M  

sta tistics o n  a w e e k ly  basis. T h e  tr a c k in g  is  b a se d  o n  a s a m p lin g  

m e c h a n ism  o f  th e  d ata  d ic t io n a ry . T h e s e  sta tistics are re c o rd e d  in  

A W R  sn a p sh o ts .  T h e  dba_Jeature_usage_statistics v ie w  a n d  th e  

dba_high_u>ater_mark_statistics v ie w  c a n  be  qu e ried  to  ge t  these  

statistics. T h e  E n te rp r ise  M a n a g e r  c a n  a lso  b e  u se d  to  v ie w  th e  

re c o rd e d  statistics. T a b le s  4.1 a n d  4.2 d e scrib e  the  c o lu m n s  

ava ilab le  in  th e  dba_jeature_usage_statistics v ie w  a n d  th e  

dba_high_n>ater_mark_statistics v ie w  re spective ly.

COLUMN DESCR IPTIO N
DBID Database identifier

NAMF Feature Name (like Advanced Replication,
IN /A IV IC Partitioning, Resource Manager etc)
VERSIO N Database version
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COLUMN DESCRIPTION

DETECTED USAGES Number of times, the feature usage was 
detected

TOTAL SAMPLES Number of times the system checked for 
feature usage____________________

CURRENTLY USED If usage was detected by the last system, 
check (TRUE) or not (FALSE)________

FIRSTJJSAGE_DATE First sample time of feature usage
LAST USAGE DATE Last sample time of feature usage

AUX COUNT Feature-specific usage data in number 
format.

FEATURE INFO Feature-specific usage data in character 
format.

LAST SAMPLE DATE Amount of time (in seconds) between last 
two usage times___________________

LAST SAMPLE PERIOD Amount of time (in hours) between the last 
two usage sample times_____________

SAMPLE INTERVAL Sample interval
DESCRIPTION Feature usage and usage detection logic

Table 4.1 -  dba_feature_usage_statistics view

COLUMN DESCRIPTION
nRin Database identifier for which the high-
U  D IU watermark statistics are tracked
NAME High-watermark statistic name

VERSION Database version in which the high-
V h v  1 W  1 W  1 1 watermarks were tracked
HIGHWATER Highest value of statistic at sampling time
LAST_VALUE Value of statistic at the last sampling time
DESCRIPTION High-watermark statistic description

Table 4.2 -  dba_high_water_mark_statistics view
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Using statistics available in these two views, it is possible to gain a 
clearer understanding of how database features and resources are 
being used. When problems are encountered, alerts are generated. 
The next section will examine some of the server generated alerts.

Server Generated Alerts

Oracle Database lOg has features that help the DBA reduce the 
time spent on database monitoring tasks by automatically 
notifying the DBA of performance or resources allocation issues 
and suggesting remedial actions. A server generated alert is a 
notification message from the server of an impending problem.

Whenever a database metric does not match expected values or 
thresholds levels on different metrics are reached, an alert will be 
issued. This notification will contain the error/alert condition, 
and may contain suggestions for correcting the problem. Alerts 
are also generated when the problem condition has been cleared.

MMON helps by regularly scheduling monitoring actions. 
MMON can also be invoked when unusual conditions are 
detected in foreground processes by sending an alert. These alerts 
contain a description of the problem and advice on fixing the 
problem. OEM previously collected many of these alerts. Besides 
these alerts, by using the history of metric values in the workload 
repository, many database components self-tune.

The main difference between OEM alerts and server generated 
alerts is that with server generated alerts the metrics computation 
and threshold validations are performed by Oracle Database lOg 
and not by the OEM agent.

In Oracle lOg, the SGA can be accessed directly and the MMON 
wakes up every minute to compute the metric values. For those 
metrics with thresholds, MMON verifies these values and
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generates alerts as needed. Alerts based on threshold levels can be 
triggered at warning levels and critical levels. These levels can be 
internally set, customer defined, or customer altered from preset 
values.

There are two kinds of server generated alerts, threshold alerts 
and non-threshold alerts. Most alerts are configured by setting 
two threshold values on database metrics, a warning threshold 
and a critical threshold. These threshold alerts are also known as 
stateful alerts, which are automatically cleared upon fixing the 
alert condition. Stateful alerts are stored in dba_outstanding_alerts 
and are moved to dba_alert_histoiy when cleared. Table 4.3 
describes the structure of the dba_outstanding_alerts view

COLUMN DESCRIPTION
SEQUENCEJD Sequence number for the Alert
REASON ID Alert reason ID

OWNER Object owner for which the alert was 
issued

OBJECT NAME Object Name
SUBOBJECT NAME Sub-object Name
OBJECT TYPE Object type
REASON Alert's Reason
TIME SUGGESTED Time of last update for the alert
CREATION TIME Time of first creation of the alert
SUGGESTED ACTION Recommended action

ADVISOR NAME Advisor name to be invoked for more 
information

METRIC VALUE Value of related metrics
MESSAGE TYPE Notification or Warning

MESSAGE GROUP Message group to which the alert 
belongs___________________

MESSAGE LEVEL Severity level of the message (1 to 32)

HOSTING CLIENT ID Client ID or security group to which 
the alert relates to
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COLUMN DESCRIPTION

MODULEJD . ID of the module that originated the 
alert

PROCESSJD Process ID
HOSTJD Originating host DNS name
host_nw: addr IP or network address
INSTANCE_NAME Originating instance name
INSTANCE_NUMBER Originating instance number
USERJD User ID
EXECUTION_CONTEXT_ID Threshold ID of execution

ERRORJNSTANCEJD Error instance ID plus a sequence 
number

Table 4.3 -  dba_outstanding_alerts

The dba_alert_history table has the same structure as the 
dba_outstanding_alerts, except for the last field. Table 4.4 describes 
the additional column in the dba_alert_history view.

Column Description
RESOLUTION Resolution -Cleared or N/A

Table 4.4 -  Additional column in dba_alert_histojy

There are 161 metrics with definable threshold values such as 
physical reads per second, user commits per second, etc. For 
example, threshold values can be set so that an alert is sent to the 
DBA when the SALES tablespace exceeds 90% threshold 
warning level or the 96% critical level.

Alerts can also be stateless or not based on threshold levels. 
These stateless alerts are written direcdy to the history table and 
might include “snapshot too old” or “resumable session has been 
suspended.” Since OEM stores stateless alerts in its own
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repository, clearing the stateless alerts make sense only in OEM 
environment.

An alert message will be sent to the SYS owned predefined 
persistence queue called alert_que. Oracle Enterprise Manager 
(OEM) reads this queue to provide notifications about 
outstanding alerts, and may suggest corrective actions. The alerts 
are displayed on the Enterprise Manager console. OEM can be 
customized to send these messages to pager or email addresses. If 
the alert cannot be written to the queue, a message about the alert 
will be written to the Oracle Database alert log.

For sending alerts pushed to a third party tool or paging software, 
subscribe to alert_que with the dbms_aqadm.add_subscriber 
procedure. Use the enable_db_access procedure to associate a 
database user with the subscribing agent. Optionally, an 
asynchronous notification can be received by enqueing alerts 
using alert_que. Subscribers will have to de-enqueue the message
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metadata to get the content. For enqueue notifications through 
email or HTTP posts, configure the database server through 
dbms_aqelm with information on mail server or proxy server.

How are Alerts Recorded by AWR?

Background processes periodically flush the data to the 
Automatic Workload Repository. Thus the AWR captures a 
history of metric values. The alert history table and alert_que are 
automatically purged periodically by the system.

“I think it might be a network problem. ”

The tablespace alert feature is currendy coded to wake up every 
10 minutes and check for tablespace related alerts. Currendy 
there is no way to change this behavior without changing the 
code. The 10-minute interval is only specific to the tablespace 
alerts, other alerts can have different values. For example, if the 
alert is matrix based, then the interval can be set to every one
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minute since MMON collects metrics every minute and will 
compare them to their thresholds.

In order to set and view the threshold values using Enterprise 
Manager, do the following steps:

1. Invoke OEM and connect to the database.

2. On the Home page, click on the Manage Metrics link at the 
bottom of the page.

Horn« [ Eeifewrap« Ma!n«nante

Related Links

AM Martes 
lobs
Monitoring Configuration

AteS-Haanr 
Иапаое M etrtc:T

Database | Setup | Preferences | Help | 
Capytipht 0 1996,2004, Oracle. AI rights reserved.

Figure 4.1 - Manage Metrics

3. This will call the Thresholds page. On the Thresholds page, 
click on Edit Thresholds.

O R A C L j E* Enterprise Manager 10g
Database Control

Manage
Thresholds [ Metric BaseHnes

Pending changes: 9

{  (Edit Thresholds)

Archive Area Used (% ) > SO
Archiver Hung Alert Log Error Contains 
Archiver Hung Alert Log Error > 0 
Status
Audted User = SYS

ORA-

Average Hie Read Time 
{centt-seconds)
Average FMe Witte Time

Figure 4.2 ■ Manage Metrics — Edit Thresholds
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4. On the Edit Thresholds page, Select the Metric and edit the 
values.

O R A C L E  Enterprise Manager 10g
Database Control

nfThreshofds^ ^  ^  _
YouSSII HR a WJJIIIWj and critical threshold f o e it l l  U  iM'melrlcs below. When a threshold Is reached, an alert wW^Cancei) yO tQ  
be generated and the response action, If specified, executed. The response action can be any command or script, 
with a fully qualified path, that Is accessible to the Management Agent.

&  TIP  Some metrics do not allow a default set of thresholds for aH their monitored ofyects. Click “Specify Multiple Thresholds' to 
set thresholds for specific objects.

Related Link Respond toTflfBfit DWTO
v Copy Thresholds From Metric Baseline) 

Specify Multiple Thresholds^

<*■ Archive Area Used (%)

Archiver Hung Alert Log Contains 
;Enor

C  Archiver Hung Alert Log > 
Error Status

Figure 4.3 - Manage Metrics — Edit Threshold values

Using PL/SQL Packages for Sever Generated Alerts

An alert is generated with advice to correct the problem. The 
dbms_aq and dbms_aqadm packages supply the procedures for 
accessing and reading alert messages in the alert queue. The 
dbms_server_alert package is used to set up thresholds for all 
metrics. If the warning threshold is reached, this package 
generates a Severity Level 5 Alert. On reaching the critical 
threshold, a Severity Level 1 Alert is generated. set_threshold 
defines threshold settings, and get_threshold reads or retrieves 
current settings for any given metric.

The basic usage model for server generated alerts is either 
DBMS_SERVER_ALERT.SET_THRESHOLD or
DBMS_SERVER_ALERT.GET_THRESHOLD. The
parameters are the same for both procedures:
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DBMS_SERVER_ALERT. SET_THRESHOLD(
m e t r i c s _ i d  IN NUMBER,
w arn in g _o p e ra to r  IN NUMBER,
w arn in g_va lu e  IN VARCHAR2,
c r i t i c a l _ o p e r a t o r  IN NUMBER,
c r i t i c a l _ v a l u e  IN VARCHAR2,
o b s e rv a t io n _ p e r io d  IN NUMBER,
consec u t iv e _oc cu r ren c es  IN NUMBER,
instance_name IN VARCHAR2,
o b je c t _ t y p e  IN NUMBER,
object_name IN VARCHAR2);

■ metrics_id - internal name of the metrics.

■ n>aming_operator - operator for comparing the actual value with 
the warning threshold.

■ waming_value - warning threshold value. NULL if no warning 
threshold is set.

■ critical_operator - operator for the comparing the actual value 
with the critical threshold.

■ critical_value - critical threshold value. NULL if not set.

■ observation_period - period for which the metrics values are 
calculated and verified against the thresholds. Usually 1 to 60 
minutes.

■ consecutive_occurrences - number of observation periods the 
metrics value violate the threshold value before issuing the 
alert.

■ instance_name - instance name for which the threshold is set. 
NULL for database-wide alerts.

■ object_type - Object Types.

■ object_name - name of the object. NULL for SYSTEM

The threshold settings can be changed as needed using the above 
referenced PL/SQL procedures or OEM. OEM functionalities 
can also be used to set up notification rules. OEM will display the 
alert in its console and will notify the administrators registered to 
receive alerts. There is no PL/SQL procedure provided to set
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thresholds based on baselines. DB Control has a screen that 
shows the metric values based on baselines.

The amount that thresholds are to be higher or lower than the 
baseline values can be specified by percentage. DB Control then 
sets the thresholds using the derived values for each metric using 
the DBMS_SERVER_ALERT.SET_THRESHOLD procedure. 
All thresholds except for space related alerts should be explicitly 
defined. Set the statistical_level initialization parameter to 
TYPICAL or ALL.

The metric values are regularly calculated by MMON and kept in 
memory for an hour. These in-memory values can be queried 
from the v$sysmetric and v$sysmetric_histoiy views. By enabling the 
automatic snapshot mechanism of AWR, these metrics can be 
collected on disk. The on-disk values can be viewed from 
dba_hist_* views. Remember that the metric history is purged 
periodically like other snapshots.

v$alert_types, dba_outstanding_alerts, dba_alert_histoiy) and 
dba_thresholds are some of the dictionary views used to view alert 
information. Note the following:

■ v$alert_types provides information about group and type of 
each alert.

■ dba_outstandin̂ _alerts has the list of outstanding alerts in the 
database.

■ dba_alert_history has a history of alerts that have been cleared.

■ dba_thresholds lists the various threshold settings for the 
instance. The table shown below describes the columns in 
this view.

COLUMN DESCRIPTION
METRICS_NAME Metrics name
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COLUMN DESCRIPTION

WARNING OPERATOR

Relational operator for warning 
threshold - GT, EQ, LT, LE, GE, 
CONTAINS, NE, DO NOT 
CHECK

WARNING VALUE Warning threshold value

CRITICAL OPERATOR

Relational operator for critical 
threshold-GT, EQ, LT, LE, GE, 
CONTAINS, NE, DO NOT 
CHECK

CRITICAL VALUE Critical threshold value

OBSERVATION PERIOD Duration of observation period in 
minutes

CONSECUTIVE OCCURRENCES Number of occurrences before 
issuing an alert___________

INSTANCE NAME Instance name - NULL for 
database wide alerts

OBJECT TYPE
Object type -SYSTEM, 
SERVICE, EVENT.CLASS, 
TABLESPACE, FILE

OBJECT NAME Object's name for which the 
threshold is set

STATUS Status of threshold on a valid 
object (VALID or INVALID)

Table 4.5 -  dba thresholds

Server generated alerts will greatly help in automating the DBA 
tasks. The next topic to review is the advisory framework in 
Oracle lOg.

Advisory Framework

Oracle Database lOg has server components called advisors to 
provide feedback about resource utilization and performance. 
The important advisors are listed below:
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■ Automatic Database Diagnostic Monitor (ADDM) - ADDM 
does a top-down analysis of the database, identifies problems 
and potential issues, and gives recommendations for fixing 
these problems. ADDM can invoke other advisors.

■ SQL Tuning Advisor - provides tuning advice for SQL 
statements.

■ SQL Access Advisor - provides advice on database schema 
issues and determines optimal data access paths.

■ SGA Advisor is responsible for tuning SGA size depending 
on the pattern of access for various SGA components.

■ PGA Advisor - gives detailed statistics for the work areas and 
provides recommendations on optimal PGA usage based on 
workload characteristics.

■ Buffer Cache Advisor - predicts buffer cache hit rates for 
different buffer cache sizes.

■ Library Cache Advisor - predicts the cursor cache hit rate for 
different library cache sizes.

■ Segment Advisor - tracks object space issues and analyzes 
growth trends.

■ Undo Advisor - recommends parameter values and amount of 
additional space needed for flashback support for a specified 
time.

All of the database advisors listed above have certain attributes in 
common. An advisor can be launched in one of two modes, 
either Limited Mode or Comprehensive Mode, depending on 
how much time is available for completing the advisory task. 
Some advisors support both modes. When an advisor is launched 
to look at a problem; the more statistics it looks at, the more in- 
depth analysis it performs and the better the quality of advice it 
generates. For a long running analysis, the DBA may want to 
limit running time of the advisor to get a smaller time frame or
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Limited period. Limited means a relatively shallow analysis; while 
Comprehensive means a thorough, in-depth analysis taking a 
much longer time to complete.

The btime_limit specifies the maximum amount of time that the 
advisor should run. The interruptible parameter specifies whether 
and advisor provides partial results if interrupted during its run. 
User directive specifies if the user can provide directives to the 
advisor influencing the recommendations generated.

A typical tuning session consists of the following tasks:

■ Create an Advisor Task
(DBMS_ADVISOR.CREATE_TASK) - An advisor task is 
an executable data area in the advisor repository that manages 
the tuning efforts.

■ Adjust the Appropriate Task Parameters
(DBMS_ADVISOR.SET_TASK_PARAMETER)
Parameters are set in the main advisor task, which controls its 
behavior. Typical parameters are target_objects, time_window, and 
time_limit.

■ Perform Analysis (DBMS_ADVISOR.EXECUTE_TASK) - 
Task execution is a synchronous process. Until the execution 
is completed or interrupted by a user, the control is retained 
by the database. The DBA can interrupt the process at any 
time and review the results up to that point in the analysis 
process. If the results are not satisfactory, the execution can 
be resumed or restarted with new task data.

■ Review the Results
(DBMS_ADVISOR.CREATE_TASK_REPORT) - The 
results of the analysis can be reviewed using the above 
procedure or built-in views. The DBA can accept, reject or 
ignore the recommendations. If the recommendation is
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rejected, it is advisable to re-run the analysis using the rejected 
recommendation as advice for the next analysis operation.

The next topic to focus on is ADDM performance monitoring.

“I know RAC, TAF, FGAC and three other Oracle acronyms. ”

ADDM Performance Monitoring

The ADDM component in Oracle Database 10g provides 
proactive and reactive features for monitoring instead of the 
tedious tuning process in earlier versions. Proactive monitoring is 
done by ADDM and Server Generated Alerts. Reactive 
monitoring is used by the DBA to do manual tuning through 
OEM or SQL scripts.

ADDM is the ultimate resource for database tuning. It 
automatically detects botdenecks within Oracle Database 10g. It 
also makes recommendations for fixing these botdenecks in 
conjunction with other manageability components. Oracle 
Database 10g also has new data sources and performance
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reporting capabilities coupled with Enterprise Manager to 
provide an integrated performance management console that uses 
all relevant data sources. The new data sources include in
memory statistics for real time diagnosis as well as statistical 
history stored in AWR.

Statistical information is automatically captured from the SGA 
and stored inside the workload repository in the form of 
snapshots in sixty (60) minute intervals. These snapshots are then 
written to disk and are similar to STATSPACK snapshots, except 
that they are more detailed.

The ADDM also initiates the MMON process to run 
automatically on every database instance to detect problems 
proactively. Every time a snapshot is taken, the ADDM triggers 
an analysis of the period corresponding to the last two snapshots. 
This helps the ADDM to proactively monitor the instance and 
detect bottlenecks before they become catastrophic. The analysis 
results are stored inside the workload repository. These results 
are accessible through the OEM console. The ADDM can also 
be invoked manually from the OEM - Advisory Central page to 
perform analysis across any two snapshots.

In earlier releases of Oracle, STATSPACK was unable to identify 
some problems because of lack of granularity in the statistics. In 
Oracle Database lOg, the new wait and time model statistics help 
the ADDM identify the top performance issues. ADDM 
concentrates its analysis on top problems.

ADDM uses an internal tree structure to represent all possible 
tuning issues. This tree is based on the new wait and time 
statistics used by the Oracle database. The root of the tree 
represents the symptoms and going down to the leaves helps the 
ADDM to identify root causes. ADDM navigates the tree using a 
time-based threshold for each node. If the time-based threshold
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is not exceeded for a particular node, ADDM looks at the 
corresponding sub-tree to identify non-problem areas. This tree 
structure enables ADDM to efficiently go over the search space 
to identify the problems quickly.

ADDM can be invoked from the OEM screen or manually 
invoked using the runad PL/SQL procedure and by the 
$ORACLE_HOME/rdbms/admin/addmrpt.sql procedure. This 
procedure has four arguments: db_id, snapl, snap2, and task_nm. 
The db_id is the database identifier, snapl and snap2 are the 
beginning and ending snapshot identifiers, and task_nm is the 
name of the task used to invoke the advisor.

Using OEM to Track Problems Detected by ADDM

ADDM proactively examines the data periodically captured in the 
AWR and performs analysis to determine any issues. ADDM also 
recommends solutions and expected benefits from implementing 
those solutions. The Oracle Enterprise Manager (OEM) 
homepage enables monitoring of the general health of the 
database and all functions performed by ADDM.

The General section provides a quick overview of the database. 
This section gives information on whether the database is up or 
down, the time the database was last started, instance name, host 
name, and the time of the most recent entry in the alert log.
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Database: TEST10G
Logged in As SYS

Home ! Performance Administration Maintenance

Page Refreshed Mar 3,2004 £43:38 AM (Refresh

General
h ^Shutdown)
Г Status Up

Up Since Mar 3,2004 327:22 AM 
Time Zone CST

AvaHabHtty (% ) 0.51
(Lut 24 houri)

Instance Name TEST10G
Version 10.1.02.0

и r>ataj МапиаП у zJ

Host CPU Active Sessions

Figure 4.4 OEM - General

On the OEM home page, the Diagnostic Summary link provides 
the latest ADDM findings including any critical or warning alerts 
in the Alerts section. See the Figure 4.5.

Readonly No 
Oracle Home /uQl/app/oracle/product/10.1.0.2 

I Ut«»npf I l«fTFMp_H im, 
et llnuxhost

High Availability
Instance Recovery Time 

(seconds) 
Last Backup 

Archiving 
Archive Area Used (% ) 

Flashback Logging

Alerts
Я М

(No alerts)

Run Queue 2.51 
Paging (pages per second) 00

37

n/a
Disabled
n/a
Disabled

Space Usage
Database Size (GB) 

Problem 
Tablespaces

Segment Findngs

Policy Violations 
Dump Area Used

(%)

Figure 4.5 OEM -  Host (General)

The Host CPU section shows the percentage of CPU used in the 
over-all system. The Active Sessions summary can be used to 
identify the database processes using CPU, waiting on 1/O, etc. 
Additional information can be obtained by clicking on links. The
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Host link under the General section gives information about the 
machine such as operating system, how long the machine has 
been up, and any potential machine problems.

O R A C L E ?  Enterprise Manager 10g
Database Control

H o s t: l in u x h o s t

Swup Preferences Hob logout-

Latest Data Collected From Target Mar 22, 2004 9:31:15 PM ï&>

Home ; PgrforipflfKe Iaae?S Configuration 

G e n e ra l

Status Uc
Ä d |  Boot Time 12 min 

Time Zone CST 
Avartabdlty (% ) 2.15

• Last 24 Huuril
Poficy Violations 9

A le rts
Metric CollecBon Errors E& 1______________

C o n f ig u r a t io n

Operating System Not available
Hardware Platform Not available

IP Address 127.0.0.1
Number of CPUs 0

Memory Size (MB) 0
Disk Space (GB) Q

Figure 4.6 OEM — Host Information

To view the server performance summary, click on the 
Performance link. Here the CPU and memory utilization, disk 
utilization, etc. over a time period can be viewed. The top ten 
sessions using the CPU can also be viewed.

Logged In As SYS

D a t a b ^ f i - J £ S T 1 0 G
Perf o rm a n c e T y ^ l^ lrAMop 

Olck g"»3 *  ’*  legend to get more detail.

H o s t

8
I  «
I  %

View DataJ ^ ^  Tlme: 15 Second Refresh

h —
:38 3:45 
Mar 3, 2004

------------------

3:50 3:55 4:00 4:05 4:10 4:15 4:20 4:25 4:30 4:3

38 3:45 350 3:55 4:00 4:05 4:10 4:15 4:20 4:25 4 30 4:3

Figure 4.7 OEM — Server Performance
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The Alerts table has information on alerts that have been 
generated along with severity ratings for each alert. Managing 
alerts will be examined in more detail in Chapter 8.

Alerts

&  .User A udt Audtted
User Ilnuxhost.

Related Alerts

PerformanceAnalysis
Period Start Time Mar 7,2004 9:56:52 PM Period Duration (minutes) 6425

Q Previous 11-5 of 10 3] CfegLi С

30.38ГП« throwbwt of t o  i/q  sMteYsism was.shmifteantiY t a w  than vustisiL 1 Hast Configuration
25.6i¡fc¿ri jH tâno p fSQ j. was (tmabaM* tir«*
20.39?The buffer cache was undersized causing significant additional read I/O. 
16.56;Watt class "QtheT was consuming signiflrant database time.

1 DB Configuration

10.56 Waits on w ent 'lop fHe svnc’  while oerformina COMMIT and ROLLBACK ooeraflons were 1 Host Configuration

J®!?_Act*yiJty
Jobs schedtied to start no more than 7 days ago 
Scheduled Executions Osuspended Executions ✓  0 

Running Executions 0 Problem Executions ✓  0

Critical Patch Advisories
&  Patch Advisories ®Patch Advisory information may be stale- Oracle 

MetaLfeik credentials are not ccwifigured.
Oracle M etaUnk______ _ ________________________

Figure 4.8 OEM-Alerts

The Performance Analysis section provides a summary of the 
latest ADDM findings including the issues that are causing 
significant performance impact, which includes SQL statements.

The data generated by the system monitors can be voluminous 
and sometimes difficult to decipher. The following section will 
include a more detailed view into the architecture of the system 
monitors and how to interpret the results.
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G uru C o n v e rsa tio n  fo r  th e  S e n io r DBA

The following figure displays the architecture of the Automatic 
Workload Repository. The MMON process scans the v$ views 
from the SGA region and stores them in the AWR tables. From 
the AWR tables, the performance data is instantly available 
through the Oracle Enterprise Manager, through ADDM for 
automated tuning analysis, and from SQL*Plus to run 
customized tuning reports.

There are literally thousands of distinct metrics captured by the 
AWR, enough to keep even the most experienced Oracle tuning 
professional busy for months. For example, the dba_hist_systat 
view now collects over 300 individual performance metrics. Refer 
to the following listing:
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STAT# STATISTIC NAME STAT# STATISTIC NAME
0 logons cumulative 161 global cache blocks lost

1 logons current 162 global cache claim blocks 
lost

2 opened cursors cumulative 163 global cache blocks corrupt

3 opened cursors current 164 global cache CPU used by 
this session

4 user commits 165 global cache prefetch made 
stale

5 user rollbacks 166 total number of slots

6 user calls 167 instance recovery database 
freeze count

7 recursive calls 168 background checkpoints 
started

8 recursive cpu usage 169 background checkpoints 
completed

9 session logical reads 170 number of map operations

10 session stored procedure 
space 171 number of map misses

11 CPU used when call 
started 172 flashback log writes

12 CPU used by this session 173 serializable aborts

13 DB time 174 transaction lock foreground 
requests

14 Cluster wait time 175 transaction lock foreground 
wait time

15 concurrency wait time 176 transaction lock background 
gets

16 application wait time 177 transaction lock background 
get time

17 user I/O wait time 178 undo change vector size

18 session connect time 179
transaction tables consistent 
reads - undo records 
applied

19 process last non-idle time 180 transaction tables consistent 
read rollbacks

1 0 0
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STAT # STATISTIC_NAME STAT# STATISTIC.NAME

20 session uga memory 181 data blocks consistent reads 
- undo records applied

21 session uga memory max 182 no work - consistent read 
gets

22 messages sent 183 cleanouts only - consistent 
read gets

23 messages received 184 rollbacks only - consistent 
read gets

24 background timeouts 185 cleanouts and rollbacks - 
consistent read gets

25 session pga memory 186 RowCR attempts
26 session pga memory max 187 RowCR hits
27 enqueue timeouts 188 RowCR - row contention

28 enqueue waits 189 rollback changes - undo 
records applied

29 enqueue deadlocks 190 transaction rollbacks

30 enqueue requests 191 immediate (CURRENT) 
block cleanout applications

31 enqueue conversions 192 immediate (CR) block 
cleanout applications

32 enqueue releases 193 deferred (CURRENT) block 
cleanout applications

33 global enqueue gets sync 194 commit txn count during 
cleanout

34 global enqueue gets async 195 active txn count during 
cleanout

35 global enqueue get time 196 cleanout - number of ktugct 
calls

36 global enqueue releases 197 immediate CR cleanouts 
(index blocks)

37 IPC CPU used by this 
session 198 deferred CUR cleanouts 

(index blocks)
38 gcs messages sent 199 Commit SCN cached

39 ges messages sent 200 Cached Commit SCN 
referenced
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STAT# STATISTIC NAME STAT# STATISTIC NAME

40 global enqueue CPU used 
by this session 201 number of auto extends on 

undo tablespace

41 Db block gets 202 number of drop segment 
calls under space pressure

42 Db block gets from cache 203 total number of undo 
segments dropped

43 Db block gets direct 204 doubling up with imu 
segment
number of tune down

44 consistent gets 205 retentions under space 
pressure

45 consistent gets from cache 206
number of steps of tune 
down retentions in space 
pressure

46 consistent gets - 
examination 207 number of times space was 

found by tune down

47 consistent gets direct 208 number of times space was 
not found by tune down

48 physical reads 209 IMU commits
49 physical reads cache 210 IMU Flushes
50 physical reads direct 211 IMU contention

51 physical read IO requests 212 IMU recursive-transaction 
flush

52 Db block changes 213 IMU undo retention flush
53 consistent changes 214 IMU ktichg flush
54 recovery blocks read 215 IMU bind flushes
55 physical writes 216 IMU mbu flush
56 physical writes direct 217 IMU pool not allocated
57 physical writes from cache 218 IMU CR rollbacks
58 physical write IO requests 219 IMU undo allocation size

59 physical writes non 
checkpoint 220 IMU Redo allocation size

60 summed dirty queue length 221 IMU- failed to get a private 
strand
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STAT # STATISTIC_NAME STAT#

LU<
I

OÈ<£

61 DBWR checkpoint buffers 
written 222 Misses for writing mapping

62 DBWR thread checkpoint 
buffers written 223 table scans (short tables)

63 DBWR tablespace 
checkpoint buffers written 224 table scans (long tables)

64 DBWR parallel query 
checkpoint buffers written 225 table scans (rowid ranges)

65 DBWR object drop buffers 
written 226 table scans (cache 

partitions)

66 DBWR transaction table 
writes 227 table scans (direct read)

67 DBWR undo block writes 228 table scan rows gotten

68 DBWR revisited being- 
written buffer 229 table scan blocks gotten

69 DBWR make free requests 230 table fetch by rowid
70 DBWR free buffers found 231 table fetch continued row
71 DBWR Iru scans 232 cluster key scans

72 DBWR summed scan 
depth 233 cluster key scan block gets

73 DBWR buffers scanned 234 rows fetched via callback

74 DBWR checkpoints 235 queue update without cp 
update

75 DBWR fusion writes 236 leaf node splits
76 prefetch clients - keep 237 leaf node 90-10
77 prefetch clients - recycle 238 branch node splits

78 prefetch clients - default 239 native hash arithmetic 
execute

79 prefetch clients - 2k 240 native hash arithmetic fail
80 prefetch clients - 4k 241 index fast full scans (full)

81 prefetch clients - 8k 242 index fast full scans (rowid 
ranges)

82 prefetch clients -  16k 243 index fast full scans (direct 
read)

83 prefetch clients -  32k 244 index fetch by key
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STAT # STATISTIC_NAME STAT# STATISTIC_NAME
84 change write time 245 index scans kdiixsl
85 redo synch writes 246 queue splits
86 redo synch time 247 queue flush
87 exchange deadlocks 248 queue position update
88 free buffer requested 249 queue single row
89 dirty buffers inspected 250 queue ocp pages
90 pinned buffers inspected 251 queue qno pages

91 hot buffers moved to head 
of LRU 252 heap block compress

92 free buffer inspected 253 session cursor cache hits

93 commit cleanout failures: 
write disabled 254 session cursor cache count

94 commit cleanout failures: 
block lost 255 java call heap total size

95 commit cleanout failures: 
cannot pin 256 java call heap total size max

96 commit cleanout failures: 
hot backup in progress 257 java call heap used size

97 commit cleanout failures: 
buffer being written 258 java call heap used size 

max

98 commit cleanout failures: 
callback failure 259 java call heap live size

99 commit cleanouts 260 java call heap live size max

100 commit cleanouts 
successfully completed 261 java call heap object count

101 recovery array reads 262 java call heap object count 
max

102 recovery array read time 263 java call heap live object 
count

103 CR blocks created 264 java call heap live object 
count max

104 current blocks converted 
for CR 265 java call heap gc count

105 switch current to new buffer 266 java call heap collected 
count
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STAT # STATISTIC_NAME STAT# STATISTIC_NAME

106 write clones created in 
foreground 267 java call heap collected 

bytes

107 write clones created in 
background 268 java session heap used size

108 write clones created for 
recovery 269 java session heap used size 

max

109 physical reads cache 
prefetch 270 java session heap live size

110 physical reads prefetch 
warmup 271 java session heap live size 

max

111 prefetched blocks aged out 
before use 272 java session heap object 

count

112 prefetch warmup blocks 
aged out before use 273 java session heap object 

count max

113 prefetch warmup blocks 
flushed out before use 274 java session heap live 

object count

114 physical reads retry corrupt 275 java session heap live 
object count max

115 physical reads direct (lob) 276 java session heap gc count

116 physical reads direct 
temporary tablespace 277 java session heap collected 

count

117 physical writes direct (lob) 278 java session heap collected 
bytes

118 physical writes direct 
temporary tablespace 279 cursor authentications

119 cold recycle reads 280 queries parallelized

120 shared hash latch 
upgrades - no wait 281 DML statements parallelized

121 shared hash latch 
upgrades - wait 282 DDL statements parallelized

122 physical reads for 
flashback new 283 DFO trees parallelized

123 calls to kcmgcs 284 Parallel operations not 
downgraded
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STAT# STATISTIC NAME STAT# STATISTIC NAME

124 calls to kcmgrs 285 Parallel operations 
downgraded to serial

125 calls to kcmgas 286 Parallel operations 
downgraded 75

126 next sens gotten without 
going to GES 287 Parallel operations 

downgraded 50

127 Unnecessary process 
cleanup for SCN batching 288 Parallel operations 

downgraded 25

128 calls to get snapshot sen: 
kemgss 289 Parallel operations 

downgraded 1
129 kemgss waited for batching 290 PX local messages sent

130 kemgss read sen without 
going to GES 291 PX local messages reev'd

131 kcmccs called get current 
sen 292 PX remote messages sent

132 redo entries 293 PX remote messages roev'd
133 redo size 294 buffer is pinned couni ,

134 redo buffer allocation 
retries 295 buffer is not pinned count

135 redo wastage 296 no buffer to keep pinned 
count

136 redo writer latching time 297 table lookup prefetch client 
count

137 redo writes 298 workarea memory allocated

138 redo blocks written 299 workarea executions - 
optimal

139 redo write time 300 workarea executions - 
onepass

140 redo log space requests 301 workarea executions - 
multipass

141 redo log space wait time 302 parse time cpu
142 redo log switch interrupts 303 parse time elapsed
143 redo ordering marks 304 parse count (total)
-144 redo subscn max counts 305 parse count (hard)
145 global cache gets 306 parse count (failures)
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STAT # STATISTIC_NAME STAT# STATISTIC_NAME
146 global cache get time 307 execute count

147 global cache converts 308 bytes sent via SQL*Net to 
client

148 global cache convert time 309 bytes received via SQL*Net 
from client

149 global cache cr blocks 
served 310 SQL*Net roundtrips to/from 

client

150 global cache cr block build 
time 311 bytes sent via SQL*Net to 

dblink

151 global cache cr block flush 
time 312 bytes received via SQL*Net 

from dblink

152 global cache cr block send 
time 313 SQL*Net roundtrips to/from 

dblink

153 global cache current blocks 
served 314 sorts (memory)

154 global cache current block 
pin time 315 sorts (disk)

155 global cache current block 
flush time 316 sorts (rows)

156 global cache current block 
send time 317 OTC commit optimization 

attempts

157 global cache cr blocks 
received 318 OTC commit optimization 

hits

158 global cache cr block 
receive time 319 OTC commit optimization 

failure - setup

159 global cache current blocks 
received

160 global cache current block 
receive time

Table 4.6 - dba_hist_systat view

This section provided a quick glimpse into the type of metrics 
collected. The next section will examine how the data is collected.
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How Does AWR Collect Data?

Oracle Database lOg uses an automated polling mechanism to 
collect a huge amount of performance data from Oracle on a 
periodic basis and stores it for time-based analysis. This data 
collection process is run every 60 minutes by default, and the data 
is retained for seven days in the Automatic Workload Repository.

The data collection process involves the capture of in-memory 
statistics from the v$ views and their transfer to the wrh$ tables. 
Flushing all ASH data to disk is unacceptable because of its 
volume. The recommended approach is to filter the data while 
flushing it to disk. This is done automatically by MMON every 
60 seconds and by MMNL (Manageability Monitor Light) 
whenever the buffer is full.

ASH memory comes from the SGA and is fixed for the lifetime 
of the instance. It represents 2MB of memory per CPU. 
However, ASH size cannot exceed 5% of the shared pool size.

Recall that the default retention of AWR data is for seven days. If 
data needs to be retained for a few months, the storage time 
needs to be increased by using the dbms package called 
dbms_workload_repositoTy.modijy_snapshot_settings. This package will 
alter the retention period and collection frequency to provide for 
a longer history:

execute  d b m s_w o rk lo ad _ re p o s i to ry .m o d i fy _ sn a p s h o t_ se t t in g s  ( 
i n t e r v a l  => 60, 
re t e n t io n  => 1296000);

In this example the retention period has been modified to 90 
days (1,296,000 min), and the interval between each snapshot is 
altered to 60 minutes. After executing the above procedure, query 
the dba_hist_wr_controlview to verify the changes.
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The next section will briefly review the list of AWR tables and 
proceed to creating customized reports from the AWR views.

Review of AWR Dynamic Performance Tables

Oracle Database lOg has dynamic performance tables that serve 
as the basis for the sophisticated automation and advisory tools. 
The Automatic Workload Repository (AWR) is a core feature of 
the Oracle Database lOg kernel. It automatically collects and 
stores important run-time performance information for historical 
analysis.

These wrh$ tables are very similar in function to the 
STATSPACK tables. The Oracle Enterprise Manager (OEM) 
automatically displays and interprets this valuable time-series 
performance data where STATSPACK operations required use 
of complex query scripts.

The AWR tables store historical statistical information about the 
database in the form of snapshots. Each snapshot is a capture of 
the in—memory database statistics data at a certain point in time. 
All of the names of the AWR tables are prefixed with wrm$ for 
metadata tables, wrb$ for history tables, or wri$ for advisory 
tables.
wrm$ tables - wrm$ tables store the metadata information for the 

Workload Repository. Here is the complete list of wrm$ tables.

■ wrm$_baseline

■ wrm$_database_instance

■ wrm$_snapshot

■ wrm$_snap_error

■ wrm$_m_control
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wrh$ tables - wrh$ tables store historical data or snapshots. The 
following is the complete list of wrh$ tables:

wrh$_active_session_history wrh$_rowcache_summaty
mh$_active_session_history_bl mh$_rowcache_summary_bl
■ wrh$_bg_event_summary mh$_seg_stat
wrh$_buffer_pool_statistics mh$_seg_stat_bl
wrh$_class_cache_transfer mh$_se$rjtat_obj
wrh$_class_cache_transfer_bl mh$_service_name
mh$_cr_block_sender wh$_service_stat
n>rh$_current_block_server wrh$_service_stat_bl
wrh$_datafik mh$_service_wait_class
mh$_db_cache_advice mh$_service_wait_class_bl
mh$_db_cache_advice_bl wrh$_sessmetric_history
wrh$_dlm_misc wrh$_sga
mh$_dlm_misc_bl mh$_spastat
wrh$_enqueue_stat wh$_sgastat_bl
wrh$_event_name mh$_shared_pool_advice
wrh$_filemetric_history mh$_sqlbind
mh$_Jilestatxs wrh$_sqlbind_bl
wrh$_filestatxs_bl wrh$_sqlstat
wrh$_instance_recoveiy mh$_sqlstat_bl
mh$_java_pool_advice wrh$_sqltext
mh$_latch wrh$_sql_plan
wrh$_latch_bl wrh$_sql_summary
n>rh$_latch_children wrh$_sql_mrkarea_histogram
wrh$_latch_children_bl n>rh$_stat_name
wrh$_latch_misses_summary wrhß_sysmetric_history
tt>rk$_latch_misses_summary_bl mh$_sysmetric_summary
mh$_latch_name mh$_sysstat
wrh$_latch_parent mh$_sysstat_bl
wrh$_latch_parent_bl wrh$_system_event
mh$_librarycache mh$_system_event_bl

1 1 0 Easy Oracle Automation



wrh$_log wrh$_sys_time_model
wh$_metric_name wrh$_sys_time_model_bl
mh$_mttr_target_advice wrh$_tablespace_space_usage
wrh$_optimi%er_env n>rh$_tablespace_stat
ivrh$_osstat mh$_tablespace_stat_bl
wrh$_osstat_bl wrh$_tempfile
wrh$_osstat_name wrh$_tempstatxs
mh$parameter n>rh$_tbread
wrh$_parameter_bl n>rh$_undostat
wrh$_parameter_name wrh$_waitclassmetric_history
wrh$_pgastat wrh$_n>aitstat
mh$_pga_target_advice mh$_waitstat_bl
wrh$_resource_limit

Table 4.7 - wrh$ views

wri$ tables - These 49 tables store data related to advisory 
functions. The following is the complete list of mi$ tables:

ivri$_adv_actions wri$_adv_tasks
wri$_adv_definitions n>ri$_adv_usage
wri$_adv_defparameters wri$_aggregation_enabled
wri$_adv_directives wri$_alert_history
u>ri$_advJindings rvri$_alert_outstanding
wri$_advJournal wri$_alert_threshold
n>ri$_adv_message_groups wri$_alert_threshold_log
mi$_adv_objects n>ri$_dbu_Jeature_metadata
wri$_advparameters wri$_dbu_Jeature_usage
wri$_adv_rationale wri$_dbu_high_water_mark
n>ri$_adv_recommendations n>ri$_dbu_hu>m_metadata
wri$_adv_rec_actions wri$_dbu_usage_sample
wri$_adv_sqla_fake_reg wri$_optstat_aux_history
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mi$_adv_sqla_map wri$_optstat_histgrm_history
mi$_adv_sqla_stmts rm$_optstat_histhead_histoiy
wri$_adv_sqla_tmp wri$_optstat_ind_history
n>ri$_adv_sqlt_binds wri$_optstat_opr
wri$_adv_sqlt_plans rm$_optstat_tab_history
wri$_adv_sqlt_rtn_plan mi$_sch_control
wri$_adv_sqlt_statistics mi$_sch_votes
wri$_adv_sqlw_colvol wri$_sqlset_binds
mi$_adv_sqlw_stmts nm$_sqlset_definitions
wri$_adv_sqhv_sum im$_sqlset_references
wri$_adv_sqlw_tables nm$_sqlset_statements
wri$_adv_sqlw_tabvol wri$_tradng_enabled

Table 4.8 - mi$ views

The next section examines the underlying data structures to help 
explain how these tables store tdme-series performance data.

How Does AWR Compare Against STATSPACK?

The first effective time-series tool for Oracle performance started 
with the Oracle8i STATSPACK tables. While many important 
time-series reports are now instantly charted within OEM, the 
senior Oracle DBA may want to go beyond the 
recommendations of ADDM and the SQL. Complex time series 
analysis such as hypothesis testing, correlation analysis etc. still 
require that custom queries be written against the mh$ tables.

The table below shows a comparison of the STATSPACK tables 
to their AWR equivalents. The names of many of the wrb$ tables 
are identical to their stats$ equivalents in the following table:

STATSPACK Tables dba_bistV\&NS wrh$ Table
stats$bg_event_ summary dba_hist_event_summary wrh$_bg_event_ summary
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STATSPACK Tables dba_histV\em mh$ Table
stats$buffer_poo/_ statistics dba_hist_buffer_pooi_ statistics wrh$_buffer_pool_ statistics
stats$filestatxs dba_hist_filestatxs wrh$Jilestatxs
stats$latch dba_hist_iatch wrh$_latch
stats$latch_children dba_histjatch_children wrti$Jatch_children
stats$librarycache dba_histjibrarycache wrh$Jibrarycache
stats$rowcache_ summary dba_hist_rowcache_summary wrh$_rowcache_ summary
stats$sgastat dba_hist_sgastat wrh$_sgastat
stats$sql_summary dba_hist_sqi_summary wrh$_sql_summary
stats$sysstat dba_hist_sysstat wrh$_sysstat
stats$system_event dba_hist_system_event wrh$_system_event
stats$waitstat dba_hist_waitstat wrh$_waitstat

Table 4.9 - STATSPACKdba_hist and wrh$ equivalents

Note that the contents of the urh$ tables are almost identical to 
STATSPACK tables. Several of the STATSPACK time-series 
scripts can be run against the wrh$ tables with minimal 
modifications. The reads.sql script gathers physical reads from the 
pbyrds column of dba_hist_Jilestatxs, and then joins the 
dba_hist_snapshot view to get the BEGIN_INTERVAL_TIME 
column.

SI reads.sql____________________________________________

__ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
—  Copyright  © 2004 by Rampant TechPress
—  This s c r i p t  i s  f r e e  f o r  non-commercial purposes
—  with  no w a r r a n t ie s .  Use a t  your own r i s k .

—  To l i c e n s e  t h i s  s c r i p t  fo r  a commercial purpose,
—  contact  in fo0ram pant.cc
__ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

b reak  on b e g in _ in t e r v a l _ t im e  s k ip  2

Column phyrds format 999,999,999  
column b e g in _ in t e r v a l _ t im e  format a25

s e l e c t
b e g in _ in t e r v a l _ t im e ,
f i lenam e,

Guru Conversation for the Senior DBA 1 1 3



phyrds
from

d b a _ h i s t _ f i l e s t a t x s  
n a t u r a l  j o i n  

d ba _h is t _ s n a p sh o t  ;

The output of the script is shown below. It shows a list total of 
physical reads by datafile. Note that the snapshots are collected 
every half-hour. Starting with this script, where clause criteria 
could easily be added to create a unique time-series exception 
report.

SQL> @reads

BEGIN INTERVAL TIME FILENAME PHYRDS

2 4 -FEB- 0 4  1 1 . 0 0 . 3 2 . 0 0 0  PM E:\ORACLE\ORA9 2 \FSDEV1 0 G\SYSTEM0 1 .DBF 1 6 4 , 7 0 0

E : \ORACLE\ORA9 2 \FSDEV1 0 G\UNDOTBS0 1 . DBF 2 6 , 0 8 2

E : \ORACLE\ORA9 2 \FSDEV1 0 G\SYSAUX0 1 . DBF 4 7 2 , 0 0 8

E:\ORACLE\ORA9 2 \FSDEV1 0 G\USERS0 1 .DBF 1 , 7 9 4

E :\ORACLE\ORA9 2 \FSDEV1 0 G\T_FS_LSQ.ORA 2 , 1 2 3

2 4 -FEB- 0 4  1 1 . 3 0 . 1 8 . 2 9 6  PM E:\ORACLE\ORA9 2 \FSDEV1 0 G\SYSTEM0 1 .DBF 1 6 7 , 8 0 9

E :\ORACLE\ORA9 2 \FSDEV1 0 G\UNDOTBS0 1 . DBF 2 6 , 2 4 8

E:\ORACLE\ORA9 2 \FSDEV1 0 G\SYSAUX0 1 .DBF 4 7 6 , 6 1 6

E:\ORACLE\ORA9 2 \FSDEV1 0 G\USERS0 1 .DBF 1 , 7 9 5

E :\ORACLE\ORA9 2 \FSDEV1 0 G\T_FS_LSQ.ORA 2 , 2 4 4

2 5 -FEB- 0 4  1 2 . 0 1 . 0 6 . 5 6 2  AM E:\ORACLE\ORA9 2 \FSDEV1 0 G\SYSTEM0 1 .DBF 1 6 9 , 9 4 0

E:\ORACLE\ORA92\FSDEVIOG\UNDOTBSOI.DBF 2 6 , 9 4 6

E :\ORACLE\ORA9 2 \FSDEVI0 G\SYSAUX0 1 . DBF 4 8 3 , 5 5 0

E : \ORACLE\ORA9 2 \FSDEV1 0 G\USERS0 1 . DBF 1 , 7 9 9

E:\ORACLE\ORA9 2 \FSDEV1 0 G\T_FS_LSQ.ORA 2 , 2 4 8

With a little tweaking to the reads.sql script, reports could be 
generated on physical writes, read time, write time, single block 
reads, and a host of other metrics from the dba_hist Jilestatxs view.

The following section explores the AWR table contents more 
deeply.

Inside the Automatic Workload Repository Tables

All of the information collected by the AWR is taken from the x$ 
structures in the Oracle heap. In Oracle Database lOg, major 
changes have been made to the x$ structures as well as many new 
and modified v$. views, which are built from the x$ structures.
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The overview presented here will start by taking a quick look at 
the lOg v$ views relating to database events.

Figure 4.10 - The new 10g v$ system event structure

In all versions prior to Oracle DatabaselOg, the v$ views never 
captured time-series data. Administrators were forced to take 
snapshots using BSTAT-ESTAT or STATSPACK to see the 
changes over time. Oracle DatabaselOg introduces new v$ metric 
tables, v$eventmetric, vftwaitclassmetric and v$waitclassmetric_histoiy, 
which keep elapsed-time data.
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In lOg, all v$ views that contain the BEGIN_TIME and 
END_TIME columns are used to store performance 
information. Because of the transient nature of the v$ views, this 
information needed to be persistent. This was accomplished by 
the introduction of the wrh$ tables in Oracle Database lOg. The 
next section will provide a more detailed examination of the wrh$ 
wait event structure.

The AWR and ASH Wait Event Tables

Oracle Database lOg has radically changed the way it captures 
wait event information. There are a host of new v$ and wrh$ 
views related to Oracle wait events. The list of wait events has 
been expanded and Oracle Database lOg now captures statistics 
on over 800 specific wait events. The new wait events are a result 
of separating latch waits into their individual components and 
separating enqueue waits or locks into a finer level of granularity.

The foundation of the new wait event architecture is called the 
time model. Oracle has introduced several important new wait 
event v$ views in lOg.

v$ View dba_hist View
v$active_sess_hist dba_hist_active_sess_history
v$sys_time_model dba_hist_sys_timejnodel
v$active_session_history dba_hist_active_sess_history
v$event_histogram No equivalent DBA view

Table 4.10 -  New v$ viewsand their dha_hist alternative

The ASH collects very detailed system-event information for 
immediate access to every detail on Oracle execution. Oracle 
Database lOg collects the event information at the system and 
session level. AWR and ASH together make the foundation of
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the Oracle tuning framework and passes on this information to 
the DBA through scripts or OEM.

Figure 4.11 -  dba_hist views

With the traditional ttfsession and v$session_wait views, waits could 
only be seen during the instance they occurred. But with the new 
v$session_wait_histoiy and v$sys_time_model views, Oracle Database 
lOg captures system waits details in a cumulative fashion.

Another important area of wait event statistics is the Oracle 
Database lOg Active Session History (ASH) component using the 
v$active_sess_hist view and the wrh$active_session_history table. The
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ASH stores the history of a recent session’s activity, and 
facilitates the analysis of system performance at the current time. 
ASH is designed as a rolling buffer in memory, and earlier 
information is overwritten when needed. ASH uses the memory 
of the SGA.
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Figure 4.12 - Relationship between v$ views and wrh$ event tables

Another innovation is the hash key for tracking session 
identification. This hash key tracks common session processes
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and allows session tracking in cases like OCI session bouncing 
where each call to Oracle has a different session ID.

The ASH samples wait events every second and tracks the waits 
in the new v$active_sess_hist view. This view is flushed to the u>rh$ 
tables every hour, or when a new AWR snapshot is taken. The 
following list shows the Oracle Database lOg mh$ wait event 
tables.

■ wrh$_active_session_history

■ mh$_active_session_histoiy_bl

■ wrh$_bg_event_summary

■ mh$_event_name

■ wh$_metric_name

■ wrh$_sessmetric_bistoiy

■ mh$_sys_time_model

■ mh$_sys_time_model_bl

■ wh$_sysmetric_history

■ wrh$_sysmetric_summary

■ wh$_sysstat

■ wrh$_sysstat_bl

■ n>rh$_system_event

■ wrh$_system_event_bl

■ wrh$_UJaitclassmetric_histoiy

■ mh$_waitstat

■ wrh$_waitstat_bl

The dba_hist views will be examined next as they are used to 
create time-series performance reports. The next section will
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begin with an overview of the dba_hist views, as they are used to 
create time-series performance reports. Examples of custom 
Oracle Database lOg performance exception reports will be given 
that can be generated from these views.

Inside the DBA_HIST Views

Oracle Database lOg has 64 dba_hist views, each mapping to their 
underlying x$ and wrh$ components. For example, the following 
shows the internal creation syntax for the dba_hist_sysstat view. 
Note that dbajhist_sysstat is built from several workload repository 
tables, wrm$_snapshot, wrh$_sysstat, and dba_hist_stat_name.

151 dba_hist_sysstat view creation syntax______________________

—  C opy r igh t  © 2004 by Rampant TechPress
—  Th is  s c r i p t  i s  f r e e  f o r  non-commercial pu rposes
—  w ith  no w a r r a n t ie s .  Use a t  your own r i s k .

—  To l i c e n s e  t h i s  s c r i p t  f o r  a commercial purpose ,
—  co n tac t  in fo@ ram pant.cc

s e l e c t
s . s n a p _ id ,  s . d b i d ,  s . instance_number, s . s t a t i s t i c # ,  
s . s t a t i s t i c _ h a s h ,  n m .sta t is t ic _n am e ,  v a lu e

from
WRM$_SNAPSHOT sn, WRH$_SYSSTAT s, DBA_HIST_STAT_NAME nm 

where
s . s t a t i s t i c _ h a s h  = n m .s t a t i s t i c _ h a s h  
and s . s t a t i s t i c #  = n m .s t a t i s t i c #  
and s . d b i d  = nnudbid  
and s . sn a p _ id  = s n . sn ap _ id  
and s . d b i d  = s n .d b id
and s . instance_number = sn .instance_num ber  
and s n . s t a t u s  = 0 
and sn .b l_m oved  = 0 
union a l l  

s e l e c t
5 .s n a p _ id ,  s . d b i d ,  s . instance_number, s . s t a t i s t i c # ,  
s . s t a t i s t i c _ h a s h ,  n m .s ta t is t ic _n am e ,  v a lu e

from
WRM$_SNAPSHOT sn, WRH$_SYSSTAT_BL s , DBA_HIST_STAT_NAME nm 

where
s . s t a t i s t i c _ h a s h  = n m .s t a t i s t i c _ h a s h  
and s . s t a t i s t i c #  = n m . s t a t i s t i c #  
and s . d b i d  = nm.dbid
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and s . s n a p _ i d  = s n .s n a p _ id  
and s . d b i d  = s n .d b id
and s . instance_number = s n . instance_number  
and s n . s t a t u s  = 0 
and s n . b l  moved = 1 ;

Because of the overwhelming amount of data, the focus here will 
be on the dba_hist views that may be familiar from STATSPACK. 
The column names are different from the STATSPACK tables, 
but the types of performance data collected by these 
STATSPACK tables are essentially the same as that found inside 
the dba_hist views.

dba_hist View STATSPACK Table
dba_hist_bg_event_summary stats$bg_event_summary
dba_hist_buffer_pool_statistics stats$buffer_pool_statistics
dba_hist_filestatxs stats$filestatxs
dba_hist_latch stats$latch
dba_hist_latch_children stats$latch_children
dba_hist_librarycache stats$librarycache
dba_hist_rowcache_summary stats$rowcache_summary
dba_hist_sgastat stats$sgastat
dba_hist_sql_summary stats$sql_summary
dba_hist_sysstat stats$sysstat
dba_hist_system_event stats$system_event
dba_hist_waitstat stats$waitstat

Table 4.11 STATSPACK and dba_hist name equivalencies

The complete list of dba_hist views is shown below:

dba_hist_database_instance dba_hist_sql_workarea_hstgrm
dba_hist_snapshot dba_hist_pga_target_advice
dba_hist_snap_error dba_hist_instance_recovery
dba_hist_baseline dba_histJava_pool_advice
dba_hist_wr_control dbajiistjhread
dba_hist_datafile dba_hist_stat_name
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dba hist filestatxs dbapist_sysstat
dba_hist_tempfile dba_hist_sys_time_model
dba_hist_tempstatxs dbapist_osstatpame
dba_hist_sqlstat dba_hist_osstat
dba_hist_sqltext dba_histparameter_name
dba_hist_sql_summary dba_histparameter
dba_hist_sql_plan dba_hist_undostat
dba_hist_sqlbind dbapist_seg_stat
dba_hist_optimizer_env dbaPist_seg_stat_obj
dbaPistpventpame dbapist_metricpame
dba_hist_system_event dbaPist_sysmetricpistory
dba_hist_bg_event_summary dbaPist_sysmetric_summary
dba_hist_waitstat dbaPist_sessmetricpistory
dba_hist_enqueue_stat dbapistplemetricpistory
dba_hist_latch_name dbapist_waitclassmetpistory
dba_hist_latch dbapistplm_misc
dbapistjatch_chi!dren dbaPist_crPlock_server
dba_hist_latchparent dbaPist_currentpiock_server
dba_hist_latch_misses_summary dbapist_class_cache_transfer
dba_hist_librarycache dbapist_active_sesspistory
dba_hist_db_cache_advice dbapist_tablespace_stat
dba_hist_buffer_pool_stat dbapistjog
dba_hist_rowcache_summary dbaPist_mttr_target_advice
dba_hist_sga dbaPist_tbspc_space_usage
dba_hist_sgastat dbaPist_service_name
dba_hist_pgastat dbaPist_service_stat
dba_hist_resource_limit dba hist service wait class
dba_hist_shared_pool_advice dbapigh_water_mark_statistics

Table 4.12 - dba_hist views

These views are fully documented in the Oracle Database 10g 
Reference Manual. The following sections will focus more on the 
dba_hist views for time-series and exception reporting and related 
reports.
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A W R R ep o rtin g

Recall that the dba_hist views are built from their wrh$ equivalents. 
These views provide the data source for a wealth of customizable 
reports for identification of trends and time-series performance 
optimization. This type of reporting identifies signatures or 
regularly repeating patterns that are unique to the database 
instance.

Once the DBA understands the patterns for the important 
metrics, he or she can use the Oracle Database lOg scheduler to 
re-allocate system resources just-in-time for the repeating event.

All queries against the dbajhist views require a join into the 
dba_hist_snapshot view, which is the main anchor for the AWR 
history views. In the following figure, the anchor view and 
samples of summary and detail dba_hist views are shown:

dba_hist_snaps

Instance specific 
Summaries

dba_hist_sysstat 
dba~ hisCsqLsumfnary 
dba~hist__bg_event_summary 
dba^si_rowcache_sammary

Snapshot specific 
Details

dba htetjMiffer pool_statistics
dba^isOitestawsdba histjatdi
dba~htet_latch_chikJren
dba~"htetjlbrarycache
dba~hisfsgastat
dba^hisTsysstat
dbajhist system_event
dba~hisfwaitstaf

Figure 4.13 -A  sample of the dba_hist views for the AWR

With 64 dba_hist views and thousands of possible statistics to 
examine, the focus needs to be narrowed to some commonly
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used tuning approaches. The following is a list of AWR dba_hist 
views:

■ dba_hist_sysstat

■ dbajoistJilestatxs

■ dba_hist_waitstat

These will be examined more closely during the progression 
through simple AWR reports to more sophisticated reports such 
as exception reporting, trend identification, correlation analysis 
and hypothesis testing.

Creating Custom AWR Reports

The first example will use the most popular dba_hist view, 
dba_hist_sysstat. This is one of the most valuable AWR history 
tables because it contains instance-wide summaries on important 
metrics. The full list of all 320 system statistics was shown 
previously, but these are the most commonly used statistics for 
exception reporting:

STATISTIC_NAME 
cluster wait time 
concurrency wait time 
application wait time 
user I/O wait time 
enqueue waits 
enqueue deadlocks 
db block gets 
consistent gets 
physical reads 
physical read 10 requests 
db block changes 
physical writes 
DBWR buffers scanned 
DBWR checkpoints
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hot buffers moved to head of LRU 
shared hash latch upgrades - wait 
redo log space requests 
redo log space wait time 
table scans (short tables) 
table scans (long tables) 
table fetch continued row 
leaf node splits 
leaf node 90-10 splits 
index fast full scans (full) 
session cursor cache hits 
buffer is not pinned count 
workarea executions - multipass 
parse time cpu 
parse time elapsed 
parse count (total)
SQL*Net roundtrips to/from client 
sorts (memory) 
sorts (disk)
sorts (rows)_________________________

A simple query to plot the user 1/O wait time statistic for each 
AWR snapshot will be shown first. From physical_reads.sql the 
physical read counts from the AWR can be easily extracted.

El physical_reads.sql_____________________________________

__ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
—  C o py r igh t  © 2004 by Rampant TechPress
—  This  s c r i p t  i s  f r e e  f o r  non-commercial purposes
—  with  no w a r r a n t ie s .  Use a t  your own r i s k .

—  To l i c e n s e  t h i s  s c r i p t  f o r  a commercial purpose ,
—  con tac t  in fo@ ram pant.cc
__★ ★**★**★•**★★★*****★******★*★*.•*•***★■*★*★**★*•**★★**★

b rea k  on b e g in _ in t e r v a l _ t im e  s k ip  2

column phyrds format 999,999,999
column b e g in _ in t e r v a l _ t im e  format a25
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s e le c t
b e g in _ in t e r v a l _ t im e ,
f i lenam e,
phyrds

from
d b a _ h i s t _ f i l e s t a t x s  

n a tu r a l  j o i n
d b a _h is t _ sn a p sh o t

Below is the result. Note that the snapshots are collected every 
half-hour. Using this script and adding where clause criteria could 
create a unique time-series exception report.

SQL> 0p h y s i c a l _ r e a d s

BEGIN_INTERVAL TIME FILENAME PHYRDS

2 4 -FEB- 0 4  1 1 . 0 0 . 3 2 . 0 0 0  PM E:\ORACLE\ORA9 2 \FSDEV1 0 G\SYSTEM0 1 .DBF 1 6 4 , 7 0 0

E :\ORACLE\ORA9 2 \FSDEV1 0 G\UNDOTBS0 1 . DBF 2 6 , 0 8 2

E : \ORACLE\ORA9 2 \FSDEV1 0 G\SYSAUX0 1 . DBF 4 7 2 , 0 0 8

E : \ORACLE\ORA9 2 \FSDEVI0 G\USERS0 1 . DBF 1 , 7 9 4

E :\ORACLE\ORA9 2 \FSDEV1 0 G\T_FS_LSQ.ORA 2 , 1 2 3

The next section will explore how to enhance these simple scripts 
to produce powerful exception reports.

Exception Reporting with Enterprise Manager

Oracle Enterprise Manager (OEM) has a fantastic interface for 
creating exception alerts and mailing them directly to the Oracle 
professional. However, the OEM has limitations. Until OEM 
evolves into a true Decision Support System (DSS) for the Oracle 
DBA, the DBA will still need to use the workload information in 
the AWR for:

■ Complex exception reporting

■ Correlation analysis

■ Developing metric signatures

■ Hypothesis testing

■ Data Mining
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There are more sophisticated exception reports that cannot be 
provided by OEM. The data inside the AWR dba_hist views can 
be used by the Oracle DBA to perform complex analysis as 
mentioned below.

Signature Analysis — The AWR data can be used to plot values 
of important metrics, averaged by hour-of-the-day and day-of- 
the-week. For example, plotting physical read and write 
signatures will give the DBA excellent insight into the regular 
variations in database stress. Knowing this information is 
critical to scheduling just-in-time changes to SGA resources; 
the foundation of creating a self-tuning database. For more 
information on signature analysis for Oracle, refer to the book 
Creating a Self-Tuning Oracle Database published by Rampant 
TechPress.

Hypothesis Testing — The senior Oracle DBA can easily run 
correlation analysis to detect correlations between important 
performance metrics. Queries can be developed to show the 
correlation between buffer busy waits and DML per second 
for specific tables, averaged over long periods of time.

Comparing a Single Value to a System-wide Value -  For
example, issue an alert when the physical writes for any data 
files exceeds 25% of total physical writes.

The next section will be an examination of how an Oracle 
professional can obtain valuable information from the AWR.

Exception Reporting with the AWR

At the highest level, exception reporting involved adding a where 
clause to a query to eliminate any values that fall beneath the pre
defined threshold. Below is a simple script called report_sysstat.sql 
which displays a time-series exception report for any statistic in 
dba_hist_sysstat. Note that the script accepts the statistics number 
and the value threshold for the exception report.
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У report_sysstat.sql

__* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
—  C opy righ t  © 2004 by Rampant TechPress
.—  Th is  s c r i p t  i s  f r e e  f o r  non-commercial purposes
—  w ith  no w a r r a n t ie s .  Use a t  your own r i s k .

—  To l i c e n s e  t h i s  s c r i p t  f o r  a commercial purpose ,
—  co n tact  in fo@ ram pant.cc

prompt
prompt Th is  w i l l  query  the d b a _ h i s t _ s y s s t a t  v iew  to  d i s p l a y  a l l  
va lu e s
prompt tha t  exceed  the v a lu e  s p e c i f i e d  in  
prompt the "where"  c l au se  o f  the query ,  
prompt

s e t  pages  999

break  on snap_time sk ip  2

accept  stat_name char prompt 'E n te r  S t a t i s t i c  Name: ' ;  
accept  s t a t _ v a lu e  number prompt 'E n te r  S t a t i s t i c s  Thresho ld  v a lu e :

c o l  snap_time format a l9
c o l  v a lu e  format 999,999,999

s e l e c t
t o _ c h a r ( b e g i n _ i n t e r v a l _ t i m e ,1yyyy-mm-dd hh24:m i' )  snap_time,  
v a lu e  

from
d b a _ h i s t _ s y s s t a t  

n a tu ra l  j o i n  
dba _h is t _ sn a p sh o t  

where
stat_name = '&stat_nam e'

and
va lu e  > & s ta t _v a lu e  

ord e r  by
t o _ c h a r ( b e g i n _ i n t e r v a l _ t i m e , ' yyyy-mm-dd hh24:m i ' )

When this script is run, it prompts for the statistic name and 
threshold value.
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SQL> @ re p o r t _ s y s a t s t

Copyrigh t  2004 by Donald K. Bur le son  -u se d  w ith  perm iss ion

This w i l l  query the d b a _ h i s t _ s y s s t a t  v iew  to  d i s p l a y  a l l  v a lu e s  
that  exceed the v a lue  s p e c i f i e d  in  
the "where"  c la u se  o f  the query .

Enter S t a t i s t i c  Name: p h y s ic a l  w r i t e s  
Enter S t a t i s t i c s  Thresho ld  v a lu e :  200000

SNAP_TIME VALUE

2004-02-21 08:00 200,395
2004-02-27 08:00 342,231
2004-02-29 08:00 476,386
2004-03-01 08:00 277,282
2004-03-02 08:00 252,396
2004-03-04 09:00 203,407

The listing above indicates a repeating trend, where physical 
writes seem to be high at 8:00 AM on certain days. This 
powerful script permits quick extraction of exception conditions 
from any instance-wide Oracle metric to review over time. A 
more powerful exception report will be examined next that 
compares system-wide values to individual snapshots.

Exception reporting with dbajiist_filestatxs

The dba_histJilestatxs view contains important file-level 
information about Oracle I/O activities. Because most Oracle 
databases perform a high amount of reading and writing from 
disk, the dba_hist Jilestatxs view can be very useful for identifying 
high-use data files.

For an Oracle Database lOg customer using the SAME (Stripe 
and Mirror Everywhere) approach, this view is indispensable for 
locating and isolating hot data files. Many Oracle shops will 
isolate hot data files onto high-speed solid-state disk (SSD), or 
relocate the hot files to another physical disk spindle.
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A describe of dba_hist Jilestatxs is shown below. The important 
information relates to physical reads and writes, the actual time 
spent performing reads and writes, and the wait count associated 
with each data file for each snapshot.

COLUMN DESCRIPTION
SNAPJD Unique snapshot ID
FILENAME Name of the datafile
PHYRDS Number of physical reads done
PHYWRTS Number of times DBWR is required to write
SINGLEBLKRDS Number of single block reads
READTIM Time (in hundredths of a second) spent doing 

reads if the timed_statistics parameter is true; 0 if 
timed_statistics is false

WRITETIM Time (in hundredths of a second) spent doing 
writes if the timed_statistics parameter is true; 0 if 
timed_statistics is false

SINGLEBLKRDTIM Cumulative single block read time (in hundredths 
of a second)

PHYBLKRD Number of physical blocks read
PHYBLKWRT Number of blocks written to disk, which may be 

the same as PHYWRTS if all writes are single 
blocks

WAIT_COUNT Wait Count

Table 4.13 - Important metrics on file-level 1/ 0  in dba_histJilestatxs

Next, a customized exception report will be examined. In this 
simple report called hot_witeJiles.sql.’ the dba_hist Jilestatxs will be 
queried to identify hot write datafiles where the file consumed 
more than 25% of the total physical writes for the instance. The 
query compares the physical writes or the phywrts column of 
dba_histJilestatxs, with the instance-wide physical writes or 
statistic# = 55 from dba_hist_sysstat.
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This simple yet powerful script allows the Oracle professional to 
track hot-write datafiles over time, thereby, gaining important 
insight into the status of the 1/O sub-system over time.

__★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★A'****
—  Copy righ t  ©. 2004 by Rampant TechPress
—  This  s c r i p t  i s  f r e e  f o r  non-commercial purposes
—  with no w a r r a n t ie s .  Use a t  your own r i s k .

—  To l i c e n s e  t h i s  s c r i p t  f o r  a commercial purpose ,
—  contact  in fo@ ram pant. cc

prompt
prompt Th is  w i l l  i d e n t i f y  any s in g l e  f i l e  whose w r i t e  I/O  
prompt i s  more than 25% o f  the t o t a l  w r i t e  I/O o f  the da ta ba se ,  
prompt

se t  pages 999

b reak  on snap_time sk ip  2

co l  f i lenam e format a40
c o l  phywrts format 999,999,999
c o l  snap_time format a20

s e le c t
to _c h a r  ( b e g in _ in t e r v a l _ t im e ,  ' yyyy-mm-dd hh24:m i' )  snap_time,  
f i lenam e,  
phywrts  

from
d b a _ h i s t _ f i l e s t a t x s  

n a tu ra l  j o i n
d ba _h is t _ s n a p sh o t

where
phywrts > 0

and
phywrts * 4 >

( N
s e l e c t

a v g (v a lu e )  a l l _ p h y s i c a l _ w r i t e s
from

d b a _ h i s t _ s y s s t a t  
n a tu ra l  j o i n  

d ba _h is t _ s n a p sh o t  
where

stat_name = 'p h y s i c a l  w r i t e s '
and

v a lue  > 0
)
o rd e r  by
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t o _ c h a r  ( b e g i n _ i n t e r v a l _ _ t i m e , 1 y y y y - i n m - d d  h h 2 4  : m i * ) ,  
p h y w r t s  d e s c

r

Below is the sample output. This is a very useful report because 
it shows the high-write datafiles and the times when they are hot.

SQL> @ h o t _ w r i t e _ f i l e s

This w i l l  i d e n t i f y  any s in g le  f i l e  whose w r i t e  I/O 
i s  more than 25% o f  the t o t a l  w r i t e  I/O o f  the da tabase .

SNAP_TIME
PHYWRTS

FILENAME

2004-02-20 23:: 30 E:: \ORACLE\ORA92\FSDEVI0G\SYSAUX01. DBF 85,540

2004-02-21 01:: 00 E::\ORACLE\ORA92\FSDEV10G\SYSAUX01. DBF 88,843

2004-02-21 08:: 31 E::\ORACLE\ORA92\FSDEV10G\SYSAUX01. DBF 89,463

2004-02-22 02:: 00 E::\ORACLE\ORA92\FSDEV10G\SYSAUX01. DBF 90,168

2004-02-22 16:: 30 E:
E:

:\ORACLE\ORA92\FSDEV10G\SYSAUX01.
:\ORACLE\ORA92\FSDEVIOGYUNDOTBS01

DBF
.DBF

143,974  
88,973

Time-series exception reporting is extremely useful for detecting 
those times when Oracle Database lOg is experiencing stress. 
Many Oracle professionals will schedule these types of exception 
reports for automatic e-mailing every day.

This completes the review of trend identification. The next 
section will examine a more sophisticated type of report wherein 
it is possible to identify repeating trends within data.

Trend Identification with the AWR

With the examination of dba_hist queries complete, the next topic 
to explore is trend identification with the AWR views. The 
senior Oracle professional knows that aggregating important 
Oracle performance metrics over time (day-of-the-week and 
hour-of-the-day) allows them to see hidden “signatures.” These
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signatures are extremely important for proactive tuning because 
they show regularly occurring changes in processing demands. 
This knowledge allows the DBA to anticipate upcoming changes 
and reconfigure Oracle just in time to meet the changes.

For example, listed below is a report called report_sysstat_hour.sql 
that will show the “signature” for any Oracle system statistic, 
averaged by hour of the day.

y  report_sysstat_hour.sql_________________________________

—  Copyright  © 2004 by Rampant TechPress
—  This s c r i p t  i s  f r e e  f o r  non-commercial purposes
—  with  no w a r r a n t ie s .  Use a t  your own r i s k .

—  To l i c e n s e  t h i s  s c r i p t  f o r  a commercial purpose ,
—  contact  in fo@ ram pant .cc
__ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

prompt
prompt Th is  w i l l  query  the d b a _ h i s t _ s y s s t a t  v iew  to  
prompt d i s p l a y  ave rage  v a lu e s  by hour o f  the day 
prompt

se t  pages  999

b reak  on snap_tim e s k ip  2

accept  stat_name char  prompt 'E n te r  S t a t i s t i c s  Name:

c o l  snap_time form at a l9
c o l  a v g _va lu e  format 999,999,999

s e l e c t
t o _ c h a r ( b e g i n _ i n t e r v a l _ t im e , 'h h 2 4 ' )  snap_tim e,  
a v g (v a lu e )  a v g _v a lu e

from
d b a _ h i s t _ s y s s t a t  

n a tu ra l  j o i n  
dba_h i s t _ s n a p s h o t  

where
stat_name = '& stat_nam e '  

group by
t o _ c h a r ( b e g in _ in t e r v a l _ t im e ,  ’ hh24' )  

o rd e r  by
t o _ c h a r ( b e g in _ in t e r v a l _ t im e ,  'h h2 4 ' )
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The report below displays data averaged for every hour of the 
day. This information can then be easily pasted into an MS-Excel 
spreadsheet and plotted with the chart wizard. See Figure 4.14 for 
an example chart.

SQL> @ re p o rt _ sy s s ta t _h o u r

This w i l l  query  the d b a _ h i s t _ s y s s t a t  v iew  to  
d i s p la y  ave rage  v a lu e s  by hour o f  the day

Enter  S t a t i s t i c s  Name: p h y s ic a l  reads

SNAP TIME AVG VALUE

00
01
02
03
04
05
06
07
08
09
10 
11 
12
13
14
15
16
17
18
19
20 
21 
22 
23

120,861 
132,492 
134,136 
137,460 
138,944  
140,496 
141,937  
143,191 
145,313 
135,881  
137,031 
138,331 
139,388  
140,753 
128,621 
101,683 
116,985 
118,386 
119,463 
120,868  
121,976 
112,906 
114,708  
116,340
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Figure 4.14 - An hourly Signature can show hidden trends

For more details on the procedures for plotting Oracle 
performance data, see the OTN article Perfect Pitch at 
http://otn.oracle.com/oramag/ webcolumns/2003/techartides/ 
burleson_wait.html. Open source products such as RRDtool 
(http://people.ee.ethz.ch/~oetiker/webtools/rrdtool/) can be 
used to automate the plotting of data from the AWR and ASH.

The same types of reports aggregated by day-of-the week can also 
be created. Over long periods of time, almost all Oracle 
databases will develop distinct signatures that reflect the regular 
daily processing patterns of the end-user community.

The report_sysstat_day.sql will accept any of the values from 
dba_hist_sysstat and will plot the average values for physical reads 
by hour-of-the-day.
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151 report_sysstat_day.sql

The listing below displays the output.
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SQL> @ re p o r t _ s y s s ta t _d a y

This  w i l l  query the d b a _ h i s t _ s y s s t a t  v iew  to d i s p l a y  
ave rage  v a lu e s  by d a y -o f - th e -w e e k

Enter  S t a t i s t i c s  Name: p h y s ic a l  reads

SNAP_TIME AVG_VALUE

Sunday 190,185
monday 135,749
tuesday 83,313
Wednesday 139,627
thursday 105,815
f r i d a y 107,250
Saturday 154,279

This report shows an average for every day of the week. These 
types of signatures will become very stable for most Oracle 
databases, and they can be used to develop a predictive model for 
proactive tuning activities.

Average Physical Reads

200,000
1 8 0 ,0 0 0

1 6 0 ,0 0 0  

|  1 4 0 ,0 0 0  

£  120,000 
g  100,000 
"3 8 0 ,0 0 0  

£  6 0 ,0 0 0

4 0 .0 0 0

20.000 
0

Figure 4.15 • Signature for average physical reads by day of the week
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Correlation Analysis Reports with AWR and ASH 
Views

For those tuning with the Oracle Wait Interface, there are 
interesting statistics that relate to system-wide wait events from 
dba_hist_waitstat with detailed wait event information from
dba_hist_active_sess_histoiy.

COLUMN DESCRIPTION
SNAPJD Unique snapshot ID
DBID Database ID for the snapshot
INSTANCE_NUMBER Instance number for the snapshot
CLASS Class of the block
WAIT_COUNT Number of waits by the OPERATION for this 

CLASS of block
TIME Sum of all wait times for all the waits by the 

OPERATION for this CLASS of block

Table 4.14 - dba_hist_waitstat statistics used to wait event analysis

For advanced correlation analysis, the DBA would seek to 
identify correlations between instance-wide wait events and 
block-level waits. This is a critical way of using human insight 
and of using the AWR and ASH information to isolate the exact 
file and object where the wait contention is occurring.

Remember, the ASH stores the history of a recent session’s 
activity in dba_hist_active_sess_bistory and this data is designed as a 
rolling buffer in memory where earlier information is overwritten 
when needed. To do this, the dba_hist_active_sess_history view is 
needed as it contains historical block-level contention statistics.

COLUMN DESCRIPTION
SNAPJD Unique snapshot ID
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COLUMN DESCRIPTION
SAMPLE_TIME Time of the sample
SESSION JD Session identifier
SESSION.SERIAL# Session serial number (used to uniquely 

identify a session's objects)
USERJD Oracle user identifier
CURRENT_OBJ# Object ID of the object that the session is 

currently referencing
CURRENT.FILE# File number of the file containing the block 

that the session is currently referencing
CURRENT.BLOCK# ID of the block that the session is currently

referencing
WAITJIME Total wait time for the event for which the 

session last waited (0 if currently waiting)
TIME_WAITED Time that the current session actually spent 

waiting for the event. This column is set for 
waits that were in progress at the time the 
sample was taken.

Table 4.15 - Selected columns from the dba_hist_active_sess_history view

The listing below displays the wait_time_detail.sql script that 
compares the wait event values from dba_hist_waitstat and 
dba_hist_active_sess_history. This allows for identification of the 
exact objects that are experiencing wait events.

y  wait_time_detail.sql____________________________________

__***★*★*■*★★*★*★*★★*****•*•*★***★****★*•****★★**★*****
—  C opyr igh t  © 2004 by Rampant TechPress
—  This  s c r i p t  i s  f r e e  f o r  non-commercial purposes
—  with  no w a r r a n t ie s .  Use a t  your own r i s k .

—  To l i c e n s e  t h i s  s c r i p t  f o r  a commercial purpose ,
—  con tact  in fo@ ram pant. cc

prompt Th is  w i l l  compare v a lu e s  from d b a _ h i s t _ w a i t s t a t  w ith
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prompt d e t a i l  in fo rm at io n  from d b a _ h i s t _ a c t i v e _ s e s s _ h i s t o r y E r r o r !
Bookmark n o t d e f in e d ..
prompt

se t  pages 999 
se t  l i n e s  80

b reak  on snap_time s k ip  2

co l snap_time heading ' Snap I Time' format a20
c o l f i le _nam e head ing ' F i l e  I Name' format a40
co l o b je c t _ ty p e heading 'O b je c t  I Type 1 format alO
c o l object_name heading 'O b je c t  1 Name' format a20
c o l w a it_count head ing 'W a it  1 Count ' format 999, 999
co l time head ing ' T ime' format 999, 999

s e l e c t
t o _ c h a r ( b e g i n _ i n t e r v a l _ t i m e , ' yyyy-mm-dd hh24:m i ' )  snap_time,  

f i le _n am e ,  
o b je c t _ t y p e ,  
object_name,  
w a it_co u n t ,  
time 

from
• d b a _h is t _w a i t s ta t  w a it ,
d b a _h is t _ s n a p sh o t  snap,
d b a _ h i s t _ a c t i v e _ s e s s _ h i s t o r y  ash,  
d b a _ d a t a _ f i l e s  d f ,
d b a _o b je c t s  obj

where
w a i t . s n a p _ id  = sn a p .sn a p _ id

and
w a i t . s n a p _ id  = a s h . s n a p _ id

and
d f . f i l e _ i d  = a s h . c u r r e n t _ f i l e #

and
o b j . o b j e c t _ i d  = a s h . c u r r e n t_o b j#

and
w a it_cou nt  > 50 

o rd e r  by
t o _ c h a r ( b e g i n _ i n t e r v a l _ t im e , ' yyyy-mm-dd hh24:m i1) ,  
f i l e  name•

Note that this script is enabled to join into the dba_data_Jiles view 
to get the file names associated with the wait event. This is a very 
powerful script that can be used to quickly drill-in to find the 
cause of specific waits. The sample output is listed below.
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SQL> 0 w a i t _ t im e _d e t a i l

C opy righ t  2004 by Donald K. B u r le so n  -u se d  with pe rm iss ion

This  w i l l  compare v a lu e s  from d b a _ h i s t _ w a i t s t a t  w ith  
d e t a i l  in form at ion  from dba h i s t  a c t i v e  sess  h i s t .

Snap
Time

Ob jec t
Type

Obj ect  
Name

Wait
Count Time

2004-02-28 01:00 TABLE ORDOR 4,273 67
INDEX PK_CUST_ID 12,373 324
INDEX FK_CUST_NAME 3,883 17
INDEX PK_ITEM_ID 1,256 967

2004-02-29 03:00 TABLE ITEM_DETAIL 83 69

2004-03-01 04:00 TABLE ITEM_DETAIL 1,246 45

2004-03-01 21:00 TABLE CUSTOMER_DET 4,381 354
TABLE IND_PART 117 15

2004-03-04 01:00 TABLE MARVIN 41,273 16
TABLE FACTOTUM 2,827 43
TABLE DOW_KNOB 853 6
TABLE ITEM_DETAIL 57 331
TABLE HIST_ORD 4,337 176
TABLE TAB HIST 127 66

This example should demonstrate how the AWR and ASH data 
can be used to create an almost infinite number of sophisticated 
custom performance reports.
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Poor Oracle response time has huge productivity costs.
A W R  an d  ADDM in a  N utshell

Using the wealth o f metrics w ithin the A W R  can be greatly useful 
fo r the senior D B A  w ho wants to obtain detailed correlation  
in form ation between any o f the 500+  perform ance metrics 
captured by the A W R .

The A W R  repository can also be used fo r O racle D ata M ining. 
Using The Oracle Database lOg D ata M in ing  (O D M ) option, the 
Oracle D B A  can autom atically scan the A W R  seeking statistically 
significant correlations between metrics using m ultivariate C hi- 
Square techniques to reveal hidden patterns w ith in  the 
perform ance inform ation. The Oracle Database lOg O D M  uses 
sophisticated Support V ecto r Machines (S V M ) algorithms fo r 
binary, multi-class classification models, and has built-in  linear 
regression functionality.
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As Oracle Database lOg continues to evolve, Oracle w ill continue 
to enhance the mechanisms fo r analyzing the valuable 
perform ance inform ation in  A W R . A t the present rate, future 
releases o f Oracle may have true artificial intelligence b u ilt-in  to  
detect and correct even the m ost challenging Oracle optim ization  
issues.

The creation o f A W R  and A S H  provides a complete repository 
fo r diagnosing and fixing any O racle perform ance issue.

The A W R  dba_hist views are sim ilar to the w ell-know n  
S TA TS P A C K  tables, m aking it easy to m igrate existing 
perform ance reports to Oracle Database lOg. The dba_hist views 
are fully-docum ented and easy to use fo r w riting custom scripts.

The A W R  provides the foundation fo r sophisticated perform ance 
analysis including exception reporting, trend analysis, correlation  
analysis, hypothesis testing, and data m ining.

The A W R  and A S H  are valuable perform ance optim ization tools 
and provide the foundation fo r the use o f artificial intelligence 
techniques to be applied to O racle perform ance m onitoring and 
optim ization. As Oracle evolves it is expected that the A W R  and 
A S H  w ill largely automate the tedious and tim e-consum ing task 
o f Oracle tuning.

Oracle has invested m illions o f dollars to make the A W R  and 
self-tuning features, and an im portant licensing issue needs to be 
recognized. As o f February 2004, Oracle is requiring extra 
licensing to access A W R  and A D D M  table inform ation.

The Database Diagnostic Pack covers access to the following:

■ A W R - Autom atic W orkload Repository
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■ dbms_mrkload_repository package

■ awrrpt.sql and amrpti.sqlreports

■ dba_hist_* and v$active_session_histoiy views

■ A D D M  - Autom atic Database Diagnostic M o n ito r

■ A ll dbms_advisor package w ith  A D D M  as the value to the 
advisor_name parameter.

■ The addmrpt.sql and addmrpti.sqlreports.

■ Views starting w ith dba_advisor_* o f all tasks generated by 
A D D M  (i.e. tasks w ith  A D D M  as the advisor_nam colum n in  
dba_advisor_tasks view ).

The Database Tuning Pack is required to access the S Q L Tuning  
Advisor P L /S Q L  packages located in
$ O R A C L E _ H O M E /rd b m s /a d m in . These packages include: 
dbms_advisor package w ith  SQ L Tuning Advisor as the value to  
the advisor_name param eter and dbms_sqltune package.

Conclusion

This chapter discussed the Autom atic W orkload Repository and 
Autom atic Diagnostic M on itor. The A W R  architecture, Active  
Session H istory (A S H ), server Generated A lerts, and A D D M  
perform ance m onitoring were explored. The follow ing  
inform ation was covered:

■ A W R  provides services to the database to access, collect, 
process, and m aintain perform ance statistics on various 
database functionalities.

■ A W R  snapshots are taken every hour and kept in  the 
repository fo r seven days by default.
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■ Oracle Database lOg invokes server generated alerts 
autom atically to inform  about perform ance or resource issues 
and when an alert situation is cleared.

■ dba_alert_history table and alert_que retain the alert in form ation  
which is periodically purged.

■ A D D M  does a top-dow n analysis o f the database, identifies 
problems and potential issues, and gives recommendations 
for fixing these problems.

■ O E M  can be used to keep a visual track o f all database health 
and functionality issues.

This concludes the in itial review and analysis o f A W R  and 
A D D M  and the Oracle Database lOg m anageability 
infrastructure. The next topic to explore is storage enhancements. 
In form ation  about Autom atic Storage Managem ent (A SM ) 
concepts w ill be presented in  the follow ing chapter.
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Autom atic Storage  

Management

C H A P T E R

M o n ito rin g  O racle storage used to requires constant vigilance

Automatic Storage Management (ASM)

M ost Oracle database installations have undergone explosive 
growth lately w ith increased storage and data retention  
requirements, resulting in the D B A s and System Adm inistrators 
struggling to manage hundreds o f disks. The sheer volum e o f 
disks and disk management issues have led to longer delays in  
identifying and rectifying database 1 /O  bottlenecks and 
perform ance issues-.

Fortunately, Oracle Database 10g offers the new Autom atic  
Storage Managem ent (A SM ) feature for the efficient management 
o f disk drives w ith  24x7 availability.
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I t  does so by creating disk groups, w hich are comprised o f disks 
and the files that reside on them . W ith  it, the D B A  only need to 
manage a smaller num ber o f disk groups. W ith  the use o f A S M , 
all that is required is to allocate disks to Oracle w ith  the 
preferences for striping and m irroring using templates and let it 
handle the rest o f the storage management chaos.

ASM  C o n c e p ts

W hen the D B A  creates database structures like tablespaces, 
archive logs, redo logs, and control files, he or she needs to  
specify the file location fo r the structure in terms o f disk groups. 
The Autom atic Storage M anagem ent (A SM ) process w ill create 
and manage the underlying files fo r the structures.

Adding A S M  w ill not elim inate any existing database 
functionality. A S M  maintains the existing database functionalities 
w ith  file systems or raw devices, and O racle Managed Files 
(O M F ) as in previous versions. In  an environm ent w ith  d ifferent 
database versions, older versions or existing databases can use 
storage w ith  file systems or w ith storage on raw devices, as they 
always have done in  the past.

N ew  files can be created as A SM  files, while old files are 
administered the traditional way. In  a nutshell, it is possible to  
have a m ixture o f A S M  files, Oracle managed files, and m anually 
managed files all at the same tim e. Existing files can be m igrated 
to A S M  i f  needed.

A S M  is responsible fo r file management and prevents accidental 
file deletion by elim inating the file system interface. I t  provides 
raw disk I / O  perform ance for all files, striping them  across 
m ultiple storage arrays. I t  reduces the cost o f managing storage
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w ith  a clustered volum e manager and integrated file system 
functionality.

A S M  adds the reliability features found in L V M  (Logical Volum e  
Managers) such as m irroring protection and elim inating the 
purchase o f third party products. Sim ilarly in a R A C  
environm ent, A S M  eliminates the need for a Cluster L V M  or 
Cluster File System (CFS).

A S M  also offers the benefits o f m irroring and striping. A n  
advantage o f A S M  over the conventional methods is the file 
based storage reliability policy. Hence, the same disk group can 
have a com bination o f files protected by m irroring or no 
protection. A S M  does not manage binaries, alert logs, trace files, 
o r password files.
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ASM Architecture

Fo r the A S M  architecture, Oracle Database lOg utilizes a separate 
smaller database instance, w hich is installed in  a separate oracle 
hom e and created during database set up. A n  A S M  instance 
manages the metadata that is needed to make A S M  files available 
to regular database instances. A S M  instance and database 
instances have access to a com m on set o f disks called disk 
groups.

Database instances com municate w ith  an A S M  instance only to  
get in form ation about the layout o f these files and access the 
contents o f A S M  files directly. T o  create a database that uses 
storage managed by A S M , the A S M  instance needs to be started.

A n  A S M  instance has two new background process types, one 
fo r coordinating the disk group rebalance activity and one fo r 
data extent movements (ORBO, O R B 1, etc.) Each database 
instance using A S M  has tw o new background processes called 
O S M B  and R B A L. In  database instances, O SM B  connects to  
foreground processes. In  A S M  instances, R B A L perform s global 
calls to open the disks in  disk groups. Using these connections, 
periodic messages are exchanged to update statistics and to verify  
that both instances are running healthy.

For certain database operations like file creation, A S M  
intervention is required and the database foreground connects 
directly to the A S M  instance. W henever a connection is made to  
the A S M  instance, the O S M B  process is started dynamically. 
Database instances are only allowed to connect to one A S M  
instance at a tim e, so they have at m ost one O SM B  background 
process.

Like R A C , the A S M  instances themselves may be clustered using 
the existing G lobal Cache Services (GCS) infrastructure. There is
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usually one A S M  instance per node on a cluster. As w ith  existing 
RAC configurations, A S M  requires that the O perating System 
make the disks globally visible to all o f the A S M  instances, 
irrespective o f node. Database instances only communicate w ith  
A S M  instances on the same node. I f  there are several database 
instances fo r d ifferent databases on the same node, they are likely  
to share the same A S M  instance on that node.

A  basic com ponent o f Autom atic Storage M anagem ent is the 
disk group. A S M  is configured by creating disk groups, w hich in  
database instances can be used as the default location fo r files 
created in  the database. Oracle provides S Q L statements to create 
and manage disk groups, their contents, and their metadata.

G roup services are used to register the connection inform ation  
needed by the database instances to find  A S M  instances. G roup  
Services are a part o f O racle’s portable clusterware, which gets 
automatically installed on every node that runs Oracle lOg. A S M  
eliminates the need fo r manual disk tuning.

The A S M  hierarchy can be explained using a diagram. Com pare it  
w ith  previous versions o f Oracle databases.
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Figure 5.1 Automatic Storage Management Hierarchy

A  datafile can be stored as an A S M  file, a file system file , or a raw  
device. Each A S M  file belongs to a single disk group. A  disk 
group may contain files belonging to several databases, and a 
single database may form  m ultiple disk groups. A S M  files are 
always spread across all the disks in the disk group. A S M  files 
can be created for redo log files, tem porary files, R M A N  files, 
param eter files, and data pum p dum p files.

A S M  introduces the concept o f an allocation unit (A U ), the 
smallest contiguous disk space allocated by the A S M . T he typical 
value fo r an A U  is 1M B and is not user configurable. A S M  does 
not allow physical blocks to be split across allocation units.

ASM Instance 
Manages Files

Extent

Oracle Block
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A  disk group is a collection o f disks managed as a logical unit. 
W ith in  a disk group, 1 /Os are balanced across all the disks. Each 
disk group has its own file directory, disk directory, and other 
directories.

For better database perform ance, dissimilar disks should be 
partitioned in  to separate disk groups. The redundancy 
characteristics are set up w hile defining a disk group. Please note 
the following:

■ E X T E R N A L  R E D U N D A N C Y  indicates that A S M  does not 
provide any redundancy fo r the disk group.

■ N O R M A L  R E D U N D A N C Y  (default) enables the disk group 
to tolerate the loss o f a single failure w ithout data loss.

■ H IG H  R E D U N D A N C Y  provides a greater degree o f  
protection using three-way m irroring. A S M  provides near- 
optim al I / O  balancing w ithout any manual tuning.

A  failure group is a set o f disks w ith in  a particular disk group that 
share a com m on resource whose failure needs to be tolerated. 
For example, a failure o f the SCSI controller leads to all its 
associated disks becom ing unavailable, though each o f the disks 
is functional. Failure groups are used to identify w hich disks are 
used to store redundant data. I f  two-way m irroring is specified 
fo r a file, then redundant copies o f file extents must be stored in  
separate failure groups.

Storage is added or rem oved from  disk groups in units o f A S M  
disks. A S M  files are O racle database files stored in A S M  disk 
groups. W hen a file is created, certain file attributes such as a 
protection policy or a striping policy are set. These files are 
visible to R M A N  and other Oracle supplied tools, but are 
invisible from  the operating system and its utilities.
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Templates are provided to sim plify file creation by m apping  
complex file attribute specifications about A S M  files in A S M  disk 
groups to a single name. For example, a tem plate named 
A R C H IV E L O G  provides the file redundancy and the striping  
attributes fo r all archive log files w ritten to A S M  disks. A  list o f 
templates is given later in this chapter.

A S M  file operations are specified in  terms o f database objects. 
The names o f the file are exposed through data dictionary views 
or the A L T E R  D A T A B A S E  B A C K U P  C O N T R O L F IL E  T O  
T R A C E  command. The D B A  is never required to know  
filenames for database adm inistration.

The use o f A S M  filenam e formats depends on the context o f file  
usage such as referencing an existing file, creating a single file, or 
creating m ultiple files.

Fully qualified filenames specify a disk group name, a database 
name, a file type, a type-specific tag, a file num ber, and an 
incarnation num ber. The fully qualified name is generated on 

- every A S M  file on its creation. M ore inform ation w ill be provided  
regarding fully qualified names later in  this chapter.

Num eric names are derived from  the fully qualified name. The  
D B A  can specify user-friendly alias names for A S M  files. Alias 
names are used fo r existing as w ell as new A S M  files. But, a 
hierarchical directory structure fo r these alias names must be 
created. Incom plete filenames w ith  disk group names are used 
only fo r A S M  file creation operations.

ASM Instance Management

Autom atic Storage M anagem ent is installed by default w ith  
Oracle Universal Installer. The Database Configuration  
Assistance (D B C A ) looks for an existing A S M  instance and i f  it
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does not find one, there is the option o f creating and configuring  
one during the installation process. I t  is available in  both the 
Enterprise E d ition  and Standard E d ition  installations.

A n  A S M  instance is started like any other database instance, 
except that the initialization param eter file contains the param eter 
instance_type=ASM.. For A S M  instances, the m ount option does 
not try to m ount a database, but tries to m ount the disk groups 
that are specified by the asm_diskgroups in itialization param eter. 
A S M  instances require a much smaller SG A  (typically 64 M B ) 
and should be brought up autom atically on sever reboots and 
kept running at all times. Sim ilarly, the A S M  instance can be 
shutdown like any other database instance using similar 
commands.

The Oracle Enterprise Manager (O E M ) or the database 
Configuration Assistant (D B C A ) can be used for a G U I interface 
to connect to A S M  to configure and alter disk groups and their 
metadata. O E M  provides an integrated approach fo r managing 
the A S M  instance as w ell as database instances w hile D B C A  is 
fo r database instances only. The footprin t fo r an A S M  instance is 
around 100M B.

A n  A S M  instance does not have a data dictionary. Therefore, 
SYSD B A  and S YSO PER  have to be used to connect to an A S M  
instance. For connecting rem otely to an A S M  instance, use the 
password file. N o  other user adm inistration is m aintained by the 
A S M  instance. Those w ho connect to the A S M  instance w ith  
SYSD B A  privilege have com plete adm inistrative access to all disk 
groups in the system.

The SYSO PE R  privilege is lim ited to the follow ing S Q L  
commands:

■ S T A R T U P  A N D  S H U T D O W N
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A L T E R  D IS K G R O U P  M O U N T /D IS M O U N T /R E P A IR

■ A L T E R  D IS K G R O U P  O N L IN E /O F F L IN E  D IS K

■ A L T E R  D IS K G R O U P  R E B A L A N C E /C H E C K

Access to all v$asm_* views w ill be discussed later in  this chapter.

A n  A S M  instance should always be up and running on the host. 
I t  should be brought up autom atically whenever the host is 
rebooted. I t  should also use the auto startup mechanism  
supported by the underlying operating system. For example, it  
should run as a service under W indows. I t  is also expected to run 
under Oracle Cluster Ready Services (CRS) fram ework fo r high 
availability.

Initialization Parameters for ASM Instance

W hile there are a lo t o f in itialization parameters meant fo r the 
database instance, only a handful are relevant fo r the A S M  
instance. The follow ing is a list o f A S M  initialization parameters:

■ instance_type - M ust be set to ASM . This is the only required 
parameter. A ll other parameters assume defaults suited fo r 
most environm ents.

■ db_unique_name - Unique name fo r A SM  or group o f instances 
w ithin the cluster or on node. D efau lt is +A S M .

■ asm_diskstring - Lim its the set o f disks that A S M  considers for 
recovery. D efau lt is N U L L .

■ asm_diskgroups - List o f names o f disk groups m ounted by the 
A SM  instance at startup or when A L T E R  D IS K G R O U P  
A L L  M O U N T  is used. D efau lt is N U L L . I f  using S P F IL E , 
this dynamic value may rarely need to be altered.
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■ asm_power_limit - The m axim um  power on an A S M  instance 
fo r disk rebalancing. Possible values range from  1 to 11, w ith  
11 being the fastest. D efau lt is 1.

■ large_pool_si%e - The internal packages used by A S M  utilize the 
Large Pool. The value o f large_pool_si%e should be set to a 
value greater than 8M B . For other buffer parameters, use the 
default values.

Parameters that start w ith  A S M  can be set only fo r A S M  
instances. I f  a database in itialization parameter is set in  an A S M  
in itialization parameter file, it w ill cause one o f the follow ing  
scenarios:

■ For an invalid parameter, the A S M  instance w ill produce an 
O R A -15021 error.

■ Fo r parameters related to buffer cache and dump destinations 
valid fo r A S M  instance, the values w ill be accepted.

■ I f  an A S M  specific param eter is specified in  a database 
instance, it w ill produce an O R A -15021 error.

D isk R e c o v e ry  T im e

The asm_diskstring in itialization param eter, used to lim it the set o f 
disks considered for recovery, is dependent on the operating 
system. W hen a new disk is added to the disk group, every A S M  
instance that has this disk group m ounted w ill be able to see the 
new disk using its asm_diskstring parameter.

The default value o f N U L L  is sufficient for m ost cases. N U L L  
w ill cause A S M  to find all disks in platform  specific locations 
w ith  read /w rite  access. W ith  a m ore restrictive value, the A S M  
can reduce the tim e required for discovery, and thus, im prove 
tim e to add disk to the disk group or disk group m ount tim e.
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R e b a la n c e  O p era tio n

Oracle database can perform  one rebalance operation o f disks at 
a given tim e on an instance. This is set by the value o f  
asm_pomr_limit. This parameter can be changed dynamically. W ith  
a higher value, a faster rebalance operation w ill take place, and 
vice versa fo r a low er value.

The v$asm_operation view  provides inform ation that can be used 
fo r adjusting the pow er o f asm_pomr_limit and the rebalance 
operations. I f  the D E S IR E D _ P O W E R _ C O L U M N  is less than  
the A C T U A L _ P O W E R _ C O L U M N  fo r a rebalance operation, 
then the asm_pon>er_limit w ill im pact the operation. This view also 
gives an estimate o f the am ount o f tim e rem aining to com plete 
the operation through the E S T _ M IN U T E S  column.

The asm_pomr_limit value has an im pact on the resource 
consum ption o f the server. A  lower value o f asm_pomr_limit frees 
up C PU  and I / O  bandwidth needed for rebalance operation by 
the A SM . This w ill leave the resources available fo r other 
applications. The default value is m eant to m inim ize any 
disruptions to other applications.

ASM Instance Operations

As explained in previous sections o f this chapter, an A S M  
instance is sim ilar to any other Oracle instance except that its 
in itialization param eter file contains instance_type — A SM . A S M  
instances do not have a data dictionary, so the only way to  
connect to one is by using OS authentication, which is SY SD B A  
or SYSO PER.

T o  connect rem otely, a password file must be used. This  
parameter differentiates it as an A S M  instance to the Oracle 
executable. Oracle recommends the use o f the S P F IL E  server
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param eter file , as a S P F IL E  w ill elim inate any chances o f errors 
w ith  m anual editing. W hen using an A S M  instance, make sure 
that it  is created w ith sufficient SG A  as in  a small database 
instance. A round 32M B  to 64M B  S G A  is sufficient fo r small to 
m edium  sized A S M  instance installations.

S ta rtin g  Up an d  S h u ttin g  D ow n o f  an  ASM  In s ta n c e

The S T A R T U P  command in  SQ L*Plus tries to m ount the disk 
groups specified in  asm_diskgroups instead o f the database. A S M  
interprets other extensions to the S TA R TU P  command as given 
below:

■ M O U N T  - mounts the disk groups specified by 
asm_diskgroups.

■ N O M O U N T  - does not m ount any disk groups, but starts up 
the instance.

■ O P E N  - not valid fo r an A S M  instance.

■ F O R C E  - issues the com mand S H U T D O W N  A B O R T  to the 
A S M  instance and restarts it.

Shutting down an A S M  instance is like any other database 
instance. Just issue the com mand S H U T D O W N  N O R M A L  and 
the instance goes down. The follow ing extensions to the 
S H U T D O W N  command can also be added:

■ N O R M A L  - A S M  waits fo r the connected A S M  instances and 
other active A S M  S Q L sessions to exit before shutting down.

■ IM M E D IA T E  - A S M  waits fo r S Q L sessions in progress to  
finish before shutting down. Database instances need not be 
disconnected to shutdown the instance.

■ A B O R T  - A S M  im m ediately shuts down.

■ T R A N S A C T IO N A L  - Sim ilar to IM M E D IA T E .
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D isco v e rin g  th e  D isk s a n d  D isk G ro u p s

As previously reviewed, the A S M  instance reads the asm_diskstring 
in itialization param eter w hile initializing. This param eter has 
in form ation on all disks in  the disk groups. I t  eliminates the need 
fo r adding paths fo r all disks in  disk groups to the in itialization  
param eter file.

T o  m ount a disk group, A S M  has to find all the disks in  that 
particular group. Therefore, all disk configuration errors have to  
be resolved before m ounting a disk group. This feature also helps 
in  recovery o f A S M  instances.

A n  A S M  instance updates A S M  metadata and writes to the disk 
group log during its operation. A fte r it fails and reinitializes, it 
reads the disk group log and recovers all transient changes.

ASM Instance Configuration

In  Chapter 3, installing an O racle database instance w ith  or 
w ithout using A S M  disk groups was reviewed. For novice users 
and those w ho are not com fortable w ith  the A SM  technology, a 
standard database installation is preferred. A S M  managed files 
can be added to the database later.

Regardless o f how the database is setup, i f  A S M  com ponent 
management is needed, there are certain rules and steps to be 
considered throughout the process. The lim its o f A S M  and the 
rules w ill be reviewed next.

Autom atic Storage M anagem ent has the follow ing operational 
lim its:

■ A  m axim um  o f 63 disk groups fo r every storage system.

■ A  m axim um  o f 10,000 A S M  disks for every storage system.
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■ A  m axim um  storage o f 4 petabytes fo r each A S M  disk.

■ A  m axim um  storage o f 40 exabytes for each storage system.

■ A  m axim um  o f 1 m illion files fo r each disk group.

■ A  m axim um  o f 2.4 terabyte storage fo r each file.

T o  get an idea o f the storage in  terms o f kilobytes, use the 
follow ing table:

PREFIX SYMBOL X BYTES
Mega M 1000 kilobytes
Giga G 1000 megabytes
Tera T 1000 gigabytes
Peta P 1000 terabytes
Exa E 10,00,000 terabytes

Table 5.1 - Storage Limits

R u les an d  G u id elin es fo r  ASM  In s ta n c e  

C o n fig u ra tio n

W hen there is m ore than one disk in  a disk group, they should 
have sim ilar size and perform ance characteristics. I t  is better to 
group disks according to their size and perform ance. Keep disks 
w ith  dissimilar characteristics fo r maintenance pùrposes only, i f  
absolutely needed. Also keep separate disk groups fo r database 
files, control files, and flash recovery areas.

I f  using storage array disks, do not divide the physical volumes 
into logical volum es, as it w ill interfere w ith  A S M  operation. To  
the A S M  instance, any such disk division w ill hide the physical 
disk boundaries and hinder its perform ance.

A S M  requires a m inim um  o f tw o failure groups fo r norm al 
redundancy disk groups and three failure groups fo r high
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redundancy disk groups. I f  a lesser num ber is provided in  either 
case, reliability o f the system is affected.

A S M  allows dynamically adding and rem oving disks in  a disk 
group w ithout data loss. A S M  w ill reallocate files in  a m anner that 
rebalancing o f data w ill not cause the database instance to 
shutdown nor block any database operations.

A  disk cannot be rem oved from  a disk group until the data is 
offloaded to another disk. Sim ilarly, a new disk cannot support 
any I /O  operations until the data is re-balanced. A dding and 
rem oving disks w ill tem porarily cause a perform ance im pact on 
I / O  operations. So judiciously scheduling these operations w ill 
be beneficial to a production environm ent.

C reating  a D isk G roup

A  disk group is created using the C R E A T E  D IS K  G R O U P  
command. The D B A  can specify the disks that are to be 
form atted as A S M  disks under the disk group, failure groups, and 
redundancy level fo r each disk group. The redundancy level can 
be N O R M A L  R E D U N D A N C Y , H IG H  R E D U N D A N C Y , or 
E X T E R N A L  R E D U N D A N C Y . The N O R M A L  and H IG H  
options are defined by disk group templates, while E X T E R N A L  
is fo r external disk groups like storage arrays.

A S M  calculates the size o f each disk. T o  lim it the size o f a disk, 
use the S IZ E  clause fo r each disk. The D B A  can name the disks 
or allow A S M  to create operating system independent names fo r 
the disks as default.

The A S M  instance verifies that a disk in a disk group is 
addressable and usable. I t  reads the first block o f the disk to  
determ ine i f  it belongs to a group and writes a header to disks not 
in  any group.
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A  disk can belong to only one disk group. A  disk in  a disk group 
can be forced to become a m em ber o f another disk group by 
using the F O R C E  clause in  the command. For this, the original 
disk group should not be m ounted and the disk must have a disk 
group header. N O F O R C E  is the default, and it w ill read only 
disks that are not part o f other disk groups.

W hen the C R E A T E  D IS K G R O U P  command is issued, it  
mounts the disk group fo r the first tim e and adds the disk group 
name to the asm_diskgroups in itialization param eter in the S P F IL E . 
I f  using the init.ora file and needing the disk group to be 
autom atically m ounted at startup, manually add the disk group 
name to the asm_diskgroups entry.

Consider this example, w hich w ill be used throughout this 
chapter. The asm_diskstring is set to / d e v /* . The follow ing disks 
in  /d ev: /dskaO l, /dska02, /d skb O l, /dskb02. /dskaO l and 
/ dska02 are on a separate SCSI controller from  other disks.

CREATE DISKGROUP d sk grp O l NORMAL REDUNDANCY
FAILGROUP f g c o n t r o lO l  DISK ' / d ev/ d sk a O l ' ,  ' / d e v / d s k a 0 2 ',
FAILGROUP fg c o n t r o l0 2  DISK V d ev/ d sk b O 1 ',  V d ev / d s k b 0 2 ' ;

H ere the dskgrpOl is made up o f four disks belonging to the 
failure group, fgcontrolOl or fgcontrol02. W ith  the N O R M A L  
R E D U N D A N C Y  option, A S M  provides redundancy fo r all files 
in  dskgrpOl and dskgrp02 subject to the attributes given in  the 
disk group templates.

Since no names were specified to the disks using the N A M E  
clause, they w ill be named as dskgrp01_0001, dskgrpO l_0002, 
dskgrp01_0003, and dskgrpOl_0004.
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A lterin g  a D isk G roup  (add , drop, undrop, resize, reb a lan ce)

A fte r creating a disk group, use the A L T E R  D IS K G R O U P  
command to add, drop o r resize any disk(s). This com mand can 
be used for m ultiple disks in  one statement. A fte r issuing an 
A L T E R  D IS K G R O U P  statement, A S M  rebalances the file  
extents autom atically to suit the new disk group configuration. 
T he rebalancing operation continues as a long running operation, 
even after the A L T E R  D IS K G R O U P  command completes 
successfully. The progress o f this rebalancing task can be viewed  
from  v$asm_operation.

T o  add a disk / dska03 to the dskgrpOl disk group, use the A D D  
D IS K  clause as in  the follow ing command:

ALTER DISKGROUP d sk g rp O l ADD DISK '/ d e v/ d s k a 0 3 ' ;

This command adds the disk and assigns dska03 to its own  
F A IL G R O U P  since none was specified in  the command.

T o  add a handful o f disks (/dskcO l, /dskc02, /dskc03) under a 
different failure group (fgcontrol03), issue the follow ing  
command:

ALTER DISKGROUP d sk g rp O l NORMAL REDUNDANCY 
FAILGROUP f g c o n t r o l0 3  DISK '/ d e v / d s k c * ' ;

T o  drop a disk from  a disk group, use the D R O P  D IS K  clause o f  
the A L T E R  D IS K G R O U P  command. For dropping all disks in  a 
failure group, use the D R O P  D IS K S  IN  F A IL U R E G R O U P  
clause o f the A L T E R  D IS K G R O U P  command.

W hen a disk is dropped, the files in the dropped disk are m oved 
to other disks in  the disk groups, and the header entry on  
dropped disk is cleared.
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W ith  the F O R C E  dause o f the D R O P  operation, the disk is 
dropped w ithout waiting fo r A S M  to read or w rite to the disk. 
The F O R C E  clause is possible only fo r disk groups made under 
N O R M A L  or H IG H  R E D U N D A N C Y  options.

T o  drop the disk / dska03 from  the dskgrpOl disk group, use the 
D R O P  D IS K  clause as in the follow ing command:

ALTER DISKGROUP d sk g rp O l DROP DISK V d e v / d s k a 0 3 ' ;

A  disk can be dropped and another one added at the same tim e 
in  a single command as follows:

ALTER DISKGROUP d sk g rp O l DROP DISK ' /d ev/dsk a0 3 '
ADD FAILGROUP fg c o n t r o l0 4  DISK ' / d ev/ d sk d O l' ,  V d ev / d s k d 0 2 ' ;

T o  cancel a drop operation o f all disks in  a diskgroup, use the 
U N D R O P  D IS K S  clause o f the A L T E R  D IS K G R O U P  
command. This statement w ill cancel all pending drop disk 
operations w ith in  a disk group. I f  the statement has com pletely 
finished, this statement w ill not w ork. A lso, U N D R O P  D IS K S  
w ill restore disks that are being dropped as part o f the D R O P  
D IS K G R O U P  or F O R C E  statements.

ALTER DISKGROUP d sk g rp O l UNDROP DISKS;

T o  resize a disk or all disks in  a disk group or a failure group, use 
the R E S IZ E  clause o f A L T E R  D IS K G R O U P  command. The  
R E S IZ E  option needs a si%e param eter otherwise it w ill resize the 
disks to the size o f the disk as returned by the operating system. 
The new size after the R E S IZ E  operation is w ritten  to the A S M  
disk header record. I f  the new size is higher, it is im m ediately 
available fo r utilization, w hile a low er size w ill require the 
com pletion o f the rebalance operation.
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A fte r the R E S IZ E  command is issued to reduce the size o f a 
disk, the rebalance operation tries to reallocate the files among 
other disks. The R E S IZ E  command w ill fail i f  the extents cannot 
be successfully transferred and rebalanced. Sim ilarly, the R E S IZ E  
command fails i f  a disk is resized to values higher than disk 
capacity.

Assume that the disks in  above examples were o f 168 G B  size. 
T o  reduce the size o f /dskaO l to 120 G B , use the follow ing  
command:

ALTER DISKGROUP d sk g rp O l
RESIZE DISK '/ d e v / d s k a O l' S IZE  120G;

T o  reduce the size o f all disks under the failgroup, fgcontrolO l; 
m odify the com mand as follows:

ALTER DISKGROUP d sk g rp O l
RESIZE DISKS IN FAILGROUP fg c o n t r o lO l  S IZE 120G;

M anual rebalancing o f a disk group is possible w ith the 
R E B A L A N C E  clause o f the A L T E R  D IS K G R O U P  command. 
A  manual rebalance is seldom needed, but i f  the D B A  feels that 
the speed o f the rebalance operation is not enough, this 
com mand is deployed.

Recall w hat was reviewed regarding asm_powr_limit in A S M  
architecture. This param eter has a profound effect on the 
rebalance operation as follows. The P O W E R  clause used along 
w ith  the R E B A L A N C E  option specifies the degree o f parallelism  
and speed o f the rebalance operation. The P O W E R  value can be 
from  0 to 11 where 0 stops rebalancing and 11 is the fastest. The  
speed o f an ongoing operation can be changed by altering the 
P O W E R  w ith a new level. W ith  a zero value for P O W E R , the 
rebalance is stopped until the value is revoked.
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The asm_pomr_limit controls the degree o f parallelization fo r 
rebalance operations. Even w ith  a value o f P O W E R  at eleven 
(11), the degree o f parallelization w ill not exceed the value 
specified in  asm_power_limit (default =  1). So the rebalance 
operation is lim ited by this in itialization parameter.

The asm_pomr_limit can be found in  the v$asm_operation view. I f  
the value o f the D E S IR E D _ P O W E R  colum n is less than the 
A C T U A L _ P O W E R  colum n fo r a rebalance operation, then  
asm_pomr_limit is lim iting the speed The tim e rem aining to finish  
the operation is found in  the E S T _ M IN U T E S  colum n o f the 
view .

A n  example fo r a rebalance operation w ith  asm_pon>er_limit o f  10 
is as follows:

ALTER DISKGROUP d sk grou p O l REBALANCE POWER 6;

The next topic to review in  disk group operations is how  to 
m ount and use them.

Mounting Disk Groups

W e have learned that disk groups specified in the asm_diskgroups 
in itialization param eter are autom atically m ounted at the A S M  
instance startup. These are also unm ounted w hen A S M  instance 
is shutdown. A S M  w ill m ount a new disk group when you in itially  
create it, and unm ount it when you drop it.

The A LT E R  DISKGROUP.MOUNT (UNMOUNT) com m and is 
used whenever you w ant to do manual operations on a disk 
group. These operations can be perform ed by calling the disk 
groups by name or using A L L . T o  dism ount a disk group w ith  
open files, use the F O R C E  clause o f the D IS M O U N T  option.
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T o  dismount an individual disk group, use the follow ing  
command:

ALTER DISKGROUP d sk g rp O l d ism ou n t;

T o  m ount dskgrpOl back to norm al, issue the follow ing  
command:

ALTER DISKGROUP d sk g rp O l mount;

For dism ounting all disk groups in  the above examples, use the 
A L L  clause as follows:

ALTER DISKGROUP ALL DISMOUNT;

The next section reviews disk group templates.

Disk Group Templates

Database templates were reviewed in Chapter 3. W hat exactly is 
a disk group template? A  disk group template is a collection o f 
attributes that are applied to all files created w ith in  the disk 
group. O racle provides an in itia l set o f default templates for use 
by A SM . The v$asm_template view  gives a list o f all templates 
identifiable by the A S M  instance.

N ew  templates can be added to a disk group, existing ones can be 
m odified, and they can even be dropped using the A LT E R  
DISKGROUP  statement. O racle strongly advocates against the 
use o f unprotected files.

H ere is a table listing all com m only used A S M  system default 
templates.
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Name of Template Type of File Normal
Redundancy

High External
Redundancy Striping

ARCHIVELOG Archive logs 2-Way
Mirroring

3-Way
Mirroring Unprotected Coarse

AUTOBACKUP Automatic 
backup files

2-Way
Mirroring

3-Way
Mirroring Unprotected Coarse

BACKUPSET

Datafile, 
datafile 
incremental, 
archive log -  
backups

2-Way
Mirroring

3-Way
Mirroring Unprotected Coarse

CONTROL Control files 2-Way
Mirroring

3-Way
Mirroring Unprotected Fine

DATAFILE Datafiles 2-Way
Mirroring

3-Way
Mirroring Unprotected Coarse

DATAGUARDCONFIG
Disaster
recovery
configurations

2-Way
Mirroring

3-Way
Mirroring Unprotected Coarse

DUMPSET Data Pump 
dump

2-Way
Mirroring

3-Way
Mirroring Unprotected Coarse

FLASHBACK Flashback log 2-Way
Mirroring

3-Way
Mirroring Unprotected Fine

ONLINELOG Online log 2-Way
Mirroring

3-Way
Mirroring Unprotected Fine

PARAMETERFILE SPFILE 2-Way
Mirroring

3-Way
Mirroring Unprotected Coarse

TEMPFILE Tempfile 2-Way
Mirroring

3-Way
Mirroring Unprotected Coarse

Table 5.2 - A SM  Default Templates

T o  add a tem plate fo r a disk group, use the A D D  T E M P L A T E  
clause o f the A L T E R  D IS K G R O U P  command along w ith  its 
attributes. Assume that the D B A  wants to create several 
templates fo r use in different projects and that D B A H E L P E R 1  is 
the required template fo r dskgrpOl.

ALTER DISKGROUP d sk grp O l ADD TEMPLATE DBAHELPER1 ATTRIBUTES (MIRROR 
FINE) ;
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The above statement w ill create a tem plate w ith  the follow ing  
attributes to files:

Name of 
Template

Normal High External 
Redundancy Redundancy Redundancy Striping

DBAHELPER1 2-Way
Mirroring

3-Way
Mirroring

Cannot be 
specified 64 KB

T o  m odify an existing tem plate, use the A L T E R  T E M P L A T E  
clause. W hen using the A L T E R  T E M P L A T E  com mand on an 
existing template w hether it is system defined or user defined, 
only specified attributes are changed. A ttributes that are not 
specified are le ft untouched. A lso, when an existing template is 
m odified, new files created using that template are affected. 
Existing files continue to retain their attributes.

T o  change the striping for the D B A H E L P E R 1  tem plate, use the 
follow ing command:

ALTER DISKGROUP d sk g rp O l ALTER TEMPLATE DBAHELPER1 ATTRIBUTES 
(COARSE);

T o  drop an existing tem plate, use the D R O P  T E M P L A T E  
clause. This can be applied to one or m ore templates from  a disk 
group. System defined templates supplied by O racle cannot be 
dropped. O nly user defined templates can be dropped.

T o  drop the D B A H E L P E R 1  tem plate, issue the follow ing  
command:

ALTER DISKGROUP d sk g rp O l DROP TEMPLATE DBAHELPER1;

The next topic that w ill be explored involves disk group 
directories.
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Disk Group Directories

A  disk group contains a hierarchical directory structure w ith  fully  
qualified file names along w ith  alias filenames. O n  a new file  
creation, the system alias is autom atically created by A S M . T o  
create m ore friendly aliases fo r filenames, a directory structure 
has to be created to support the new nam ing conventions.

T o  create a new directory, use the A D D  D IR E C T O R Y  clause o f  
the A L T E R  D IS K G R O U P  command. The directory path 
should begin w ith  a plus (+ ) sign, follow ed by subdirectory 
names separated by forw ard slash ( / )  characters.

A n  example using the dskgrpOl disk group w ould be as follows:

ALTER DISKGROUP d sk g rp O l ADD DIRECTORY '+ d s k g rp 0 1 / n e w l0 g d b ';

T o  add a new directory called newuser under newlOgdb, use the 
follow ing command.
ALTER DISKGROUP d sk g rp O l ADD DIRECTORY '+ d s k g rp 0 1 / n ew l0 g d b / n e w u se r ';

Care should be taken to see that relative paths are accurate, and 
that no subdirectory is le ft out in  this process.

T o  rename a directory, use the R E N A M E  D IR E C T O R Y  clause 
as follows:

ALTER DISKGROUP d sk g rp O l RENAME DIRECTORY
'+ d sk g rp 0 1 / n ew l0 gd b / n ew u ser/ to  '+ d s k g rp 0 1 / n e w l0 g d b / c r e a t e u s e r ';

Sim ilar to disk group templates, a directory can be dropped. T o  
drop a directory, use the D R O P  D IR E C T O R Y  clause. System 
created directories cannot be dropped. Use the F O R C E  clause to  
drop a directory w ith  contents.
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In  our above example, the newlOgdb directory has createuser 
underneath it in the tree structure. T o  drop the newlOgdb  
directory, use the follow ing command:

ALTER DISKGROUP d sk g rp O l DROP DIRECTORY '+ d sk g rp 0 1 / n ew l0 gd b ' FORCE;

In  the next section, creating alias names for A S M  files w ill be 
explored.

A lias F ile n a m e s

Once the directory structure is in place, alias names can be added 
to provide m ore m eaningful names to A S M  files. Use the A D D  
A L IA S , R E N A M E  A L IA S , or D E L E T E  A L IA S  clauses o f the 
A L T E R  D IS K G R O U P  command to add, rename or delete alias 
names, except fo r system alias. The v$asm_alias view  has 
inform ation on every alias known to the A SM  instance. I f  the 
alias is system generated, it w ill be specified under the 
S Y S TE M  C R E A T E D  column.

Column Data type Description
NAME VARCHAR2(48) ASM Alias or alias directory name

GROUP.NUMBER NUMBER Owning disk group number of the 
alias

FILE.NUMBER NUMBER ASM file number of the alias

FILEJNCARNATION NUMBER ASM file incarnation number for 
the alias

ALIASJNDEX NUMBER Alias entry number for the alias

ALIASJNCARNATION NUMBER Incarnation number for the parent 
of the alias

PARENTJNDEX NUMBER Number of the directory 
containing the alias

REFERENCEJNDEX NUMBER

Number of the directory 
describing the current entry. 
REFERENCEJNDEX = 0, for 
alias entries.
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Column Data type Description

ALIAS_DIRECTORY VARCHAR2(1) Alias is to a directory (Y) or to 
ASM (N)

SYSTEM_CREATED VARCHAR2(1) Alias is system created (Y) or 
user created (N)

Table 5.3 -A S M  Default Templates

T o  add an alias name for an A S M  filenam e, use the A D D  A L IA S  
clause w ith  fu ll directory path and the alias.

ALTER DISKGROUP d sk grp O l ADD ALIAS 
'+ d skg rp0 1 / n ew lO gdb / S A L E S _TB L O l.d b f' FOR 
' '+ d g r o u p l/ q a d a t a / t e s td b l/ s a le s .3 2 5 .1'  ;

The same command can be specified w ith  the num eric form  o f  
the A SM  filenam e as follows:

ALTER DISKGROUP d sk grp O l ADD ALIAS
'+dgrou p01/n ew l0gdb/SA LE S _TB L01 . d b f ' FOR " + d s k g r p l . 325 .1 '  ;

T o  rename an alias name, use the R E N A M E  A L IA S  clause w ith  
fu ll directory path and the alias.

ALTER DISKGROUP d sk grp O l RENAME ALIAS
'+ d s k g rp 0 1 / S A L E S D B / sa le s d a ta _ l. d b f '  FOR 
' '+ d g r o u p l/ q a d a ta / t e s td b 2 / s a le s .3 2 5 .3 ' ;

T o  drop an alias name, use the D E L E T E  A L IA S  clause w ith  the 
fu ll directory path and the alias. I t  is very im portant to note that 
dropping an alias w ill not rem ove the underlying file on the file  
system.

ALTER DISKGROUP d sk g rp O l DELETE ALIAS 
'+ d s k g rp 0 1 / S A L E S D B / sa le s d a ta _ l. d b f ' ;

T o  drop files and associated alias names from  a disk group, use 
the D R O P  F IL E  clause o f the A L T E R  D IS K G R O U P  
command. In  the example given above, the alias
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+dskgrp01/S A LE S D B /salesdata_l.db f was dropped, but the file  
still remains on the system.

T o  rem ove the file along w ith  its alias name, issue the follow ing  
command:

ALTER DISKGROUP d sk g rp O l DROP F ILE  
'+ d s k g rp 0 1 / S A L E S D B / sa le s d a ta _ l. d b f ' ;

The system generated alias in  the D R O P  F IL E  command can 
also be used.

ALTER DISKGROUP d sk g rp O l DROP F ILE  
' '+ d g r o u p l/ q a d a ta / t e s td b 2 / s a le s . 3 2 5 .3 ';

The next section w ill review the process o f dropping an A S M  
disk group.

Dropping a Disk Group

A n A S M  disk group can be dropped w ith  the D R O P  
D IS K G R O U P  com mand and, optionally, its files using the 
IN C L U D IN G  C O N T E N T S  clause. The default option fo r 
D R O P  D IS K G R O U P  is E X C L U D IN G  C O N T E N T S , w hich  
prevents dropping a disk group w ith contents.

T o  drop a disk group, the A S M  instance has to be up and 
running, the disk group has to be m ounted, and no files in the 
disk group should be open. The D R O P  D IS K G R O U P  
command does not return until the action is completed. This  
command w ill rem ove the disk group name from  the 
asm_diskgroups param eter w hen the server param eter file is used. 
W ith  init.ora files, the diskgroup has to be manually rem oved 
from  the asm_diskgroups param eter after the D R O P  operation and 
before the next shutdown o f the A S M  instance.
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T o  drop dskgrpOl w ith  its contents, use the follow ing command:

DROP DISKGROUP d sk grp O l INCLUDING CONTENTS

Internal C o n s is te n c y  o f  D isk G ro u p s

A fte r doing any o f these operations to disk groups, the D B A  may 
w ant to verify the internal consistency o f the disk group
metadata. For this purpose use the A L T E R  D IS K G R O U P  __
C H E C K  command. Specific files can be checked, some disks or 
all disks in  a disk group can be checked, or specific failure groups 
in  a disk group can be checked. The disc group has to be in  the 
m ounted state for these checks to occur.

A S M  w ill attem pt to correct any errors during this operation. I f  
there are any errors, it  w ill be displayed and w ritten to an alert 
log. Unless the user specifies a N O R E P A IR  clause, A S M  w ill fix  
any error situation.

T o  check the consistency in the metadata fo r all disks in  the 
dskgrpOl disk group, use the follow ing command:

ALTER DISKGROUP d sk grp O l CHECK ALL;

File Types Supported by ASM

A S M  supports m ost file types in  a database. B ut some 
adm inistrative file types such as audit files, alert log, backup files, 
binaries, export file, and trace files cannot be supported on an 
A S M  disk group. The follow ing table lists the different file types, 
w hether A S M  supports it, and system default templates fo r their 
file creation.

File Type ASM
Supported Default Templates

Archive Log Backup YES BACKUPSET
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File Type ASM
Supported Default Templates

Archive Log YES ARCHIVELOG
Change Tacking File YES CHANGETRACKING
Control File YES CONTROLFILE
Data Pump Dump YES DUMPSET
Data File Backup YES BACKUPSET
Data File Copy YES DATAFILE
Data file YES DATAFILE
Disaster Recovery 
Configurations YES DATAGUARDCONFIG

Flashback Log YES FLASHBACK
Operating System File NO NOT APPLICABLE
SPFILE YES PARAMETERFILE
Redo Log YES ONLINELOG
Temporary File YES TEMPFILE
Trace File NO NOT APPLICABLE

Table 5.4 - File types, A SM  support, <and system default templates

N o w  that the basics have been reviewed, the next topics to  
explore are the v$ and dba_hist views that help m onitor A SM .

Dynamic Performance Views on ASM

The follow ing views are useful to get m ore inform ation on 
Autom atic Storage Managem ent. These views are available in the 
A S M  instance as w ell as database instances. The views in A SM  
instances w ill be introduced and compared w ith  database 
instances.

V$asm_diskgroup -  has inform ation about disk groups in an 
A S M  instance. In  a database instance, it has one row  fo r every 
m ounted A S M  disk group.
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Column Description
GROUP.NUMBER Cluster-wide number for the disk group
NAME disk group's name
SECTOR.SIZE Physical block size in bytes

BLOCK.SIZE ASM metadata block size in bytes

ALLOCATION_UNIT_SIZE Allocation unit size in bytes
State of the disk group relative to the

QTATC database instance - CONNECTED,О I AI L BROKEN, UNKNOWN, MOUNTED,
DISMOUNTED

TYPE Redundancy type - NORMAL, HIGH,i iiL_ EXTERN
TOTAL_MB Total disk group capacity in megabytes
FREE.MB Unused capacity in megabytes

v$asm_disk - has inform ation about all disks in an A S M  instance 
w hich are independent or part o f disk groups. In  a database 
instance, it has one row  for every m ounted disk.

Column Description

GROUP NUMBER
Cluster-wide number for the disk group 
containing the disk (foreign key to 
v$asm_diskgroup) ________________

DISK NUMBER Disk number within its disk group

COMPOUND INDEX 32-bit number with disk group number and 
disk number

INCARNATION Incarnation number for the disk

MOUNT STATUS
Per-instance status of the disk relative to 
group mounts -OPENED, CLOSED, 
MISSING,CACHED__________________

1 7 6 Easy Oracle Autom ation



Colum n Description

HEADER STATUS
Status of the disk per instance -MEMBER, 
FORMER, CANDIDATE, UNKNOWN, 
INCOMPATIBLE, PROVISIONED,CONFLICT

MODE STATUS
Global status about kinds of I/O requests 
allowed to the disk - ONLINE, OFFLINE, 
UNKNOWN

STATE

Global state of the disk with respect to its disk 
group -NORMAL, HUNG, ADDING, 
DROPPING, FORCING, DROPPED, 
UNKNOWN

REDUNDANCY External redundancy of the disk - MIRROR, 
PARITY, UNPROT, UNKNOWN__________

LIBRARY Library name that discovered the disk
TOTAL MB Total disk capacity in megabytes
FREE MB Unused disk capacity in megabytes
NAME Disk name
FAILGROUP Failure group name containing the disk
LABEL Disk label name
PATH Operating system pathname
UDID Universal Device ID

CREATE DATE Date and time of adding the disk to the disk 
group________________________________

MOUNT DATE Date and time when the disk was mounted by 
the first instance

REPAIR TIMER Seconds remaining until the disk is 
automatically dropped (0 if not failed)

READS Total number of I/O read requests to the disk
WRITES Total number of I/O write requests to the disk

READ ERRS Total number of failed I/O read requests to 
the disk

WRITE ERRS Total number of failed I/O write requests to 
the disk
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Column Description
Total I/O time for read requests for the disk in

READ.TIME hundredths of a second (if timed statistics
=TRUE, or 0 if FALSE)
Total I/O time for write requests for the disk in

WRITE_TIME hundredths of a second (if
timed_statistics=TRUE, or 0 if FALSE)

BYTES_READ Bytes read from the disk
BYTES_WRITTEN Bytes written to the disk

V$asm_client - identifies databases using A S M  managed disk 
groups. In  a database instance, v$asm_client w ill display one row  
fo r the A S M  instance i f  the database has open A S M  files.

Column___________ Description____________________________
Disk group number used by the client 

GROUP_NUMBER database instance (foreign key to
__________________ v$asm_diskgroup)______________________
INSTANCE_NAME Database client instance identifier_________
DB_NAME_________ Unique database instance name__________
qTAT. |q Status of the client connection - 
b Ub__________ CONNECTED, DISCONNECTED, BROKEN

V$asm_file - has inform ation on every A D M  file in  every disk 
group m ounted by the A S M  instance. In  a database instance, it  
has no inform ation.

Column Description
GROUP_NUMBER Number of the disk group containing the

file
FILE_NUMBER Number of the file within the disk group
COMPOUNDJNDEX 32-bit number consisting of disk group

number and file number
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Column Description
INCARNATION Incarnation number for the file
BLOCK_SIZE File block size in bytes
BLOCKS Number of blocks in the file
BYTES Number of bytes in the file
SPACE Space in bytes allocated to the file
TYPE File type
REDUNDANCY Redundancy of the file - MIRROR,

PARITY, UNPROT
STRIPED Type of file striping - FINE, COARSE
CREATION_DATE File creation date
MODIFICATION_DATE Last open/close date for writing

V$asm_template - has inform ation on every template present in  
everv disk group m ounted by the A S M  instance. In  a database 
instance, it has no inform ation.

Column_________________ Description

GROUP_NUMBER Disk group number (foreign key to 
v$asm_diskgroup)

ENTRY_NUMBER Template entry number (Primary key)

REDUNDANCY Redundancy of the template - 
MIRROR, PARITY, UNPROT

STRIPE Striping type for template - FINE, 
COARSE

SYSTEM System template or not (Y/N)
NAME Template name

V$asm_alias - has inform ation on every alias present in every disk 
group m ounted by the A S M  instance. In  a database instance, it 
has no inform ation. The structure o f v$asm_alias has been 
described earlier under alias names.
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V$asm_operation - has inform ation on every active long running  
A S M  operation in  the A S M  instance. In  a database instance, it 
has no inform ation.

Column Description
GROUP_NUMBER Disk group number - Primary key
OPERATION Operation type -  REBAL
STATE State of the operation - RUNNING, QUEUED
POWER Power requested for the operation
ACTUAL Power allocated to the operation

SOFAR Number of allocation units moved so far by
the operation

со т  VA/ODk' Estimated number of allocation units to beСо I _YVUr\l\ moved by the operation
со т  DATE Estimated number of allocation units beingtoI_K A It moved per minute by the operation

Estimated amount of time expected for the
EST_MINUTES remainder of the operation to complete in

minutes

The next section goes into A S M  deploym ent in  a database.

How Are ASM Files Used in the Database?

A S M  files are Oracle managed files. Unless the A S M  files are 
created using an alias name, they are treated as Oracle managed 
files and deleted when no longer in  use.

D efau lt disk groups can be created fo r use when creating data 
files, control files, temp files, redo log files, etc. The name o f the 
default disk group w ill be stored in  an in itialization param eter file  
and is not specified during file creation using A S M  files.
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The follow ing in itialization parameters take the A S M  filenames o r 
A S M  directory names as destinations: logr_archive_dest, 
log_archive dest n, and standby_archive_dest. These in itialization  
parameters take the A S M  filenames as destinations: controlJiles, 
db_create_file_dest, db_create_online_logr_dest_n, and
db_recoveiy_file_dest.

H ere is an example o f how  to create a datafile using a default disk 
group specified by an in itialization param eter setting. The  
in itialization param eter file is set as follows and then a tablespace 
is created:

DB_CREATE_FILE_DEST = '+ d s k g rp 0 1 '

CREATE TABLESPACE SALESDATA;

These commands w ill create the S A L E S D A T A  tablespace and all 
data files underneath it on dskgrpOl.

A  template can also be used to specify the redundancy and 
striping o f datafiles in a disk group. Using the example given 
above, issue the follow ing commands.

ALTER SYSTEM SET DB_CREATE_FILE_DEST = '+ d sk g rp 0 1  (DBAHELPER1)

CREATE TABLESPACE SALESDATA;

W hen A S M  creates a datafile, the default size is 100M B w ith the 
auto-extensible feature turned on to allow unlim ited size. The  
S IZ E  clause can be used to override the default.

T o  create the index tablespace for the S A L E S D A T A  w ith just 
one datafile o f 800 M B , use the follow ing command:

CREATE TABLESPACE SALESIDX DATAFILE '+ d s k g rp 0 2 ' S IZE  800 MB 
AUTOEXTEND ON;
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T o  create redo log files using A S M  files by the same m ethod  
given above, specify them  in  the in itialization param eter file and 
use the A D D  L O G F IL E  command. The follow ing example 
creates a log file w ith  a m em ber in  each o f the two disk groups, 
dskgrp03 and dskgrp04.

DB_CREATE_0NLINE_L0G_DEST_1 = '+ d s k g rp 0 3 '
DB_CREATE_ONLINE_LOG_DEST_2 = '+ d s k g rp 0 4 '
ALTER DATABASE ADD LOGFILE;

The next topic to explore is how  to create a database using A S M  
files.

Using ASM to Create a Database

O racle recommends the use o f the Database Configuration  
Assistant (D B C A ) to create a new database. H ow ever, one can be 
created m anually w ith  m inim al user intervention using A S M  files 
as the fo llow ing example shows. Use the follow ing in itialization  
param eter settings in  init.ora file:

DB_CREATE_FILE_DEST = '+ d s k g rp 0 1 '
DB_RECOVERY_FILE_DEST = '+ d s k g rp 0 2 '
CONTROL_FILES = '+ d s k g rp 0 3 '
DB_CREATE_0NLINE_L0G_DEST_1 = '+ d s k g rp 0 4 '
DB_CREATE_0NLINE_L0G_DEST_2 = '+ d s k g rp 0 5 '
LOG_ARCHIVE_DEST = '+ d s k g rp 0 2 '

Issue the follow ing command at the S Q L prom pt to create a new  
database:

CREATE DATABASE QASALES ;

This com m and w ill create a database w ith  S Y S T E M  and 
S Y S A U X  tablespaces in  the disk group dskgrpOl. I t  w ill create a 
m ultiplexed online redo w ith  two log groups w ith  one m em ber o f  
each group in  dskgrp04 and dskgrp05. The control files w ill be 
created in  dskgrp03 and dskgrpOl. A n  undo tablespace w ill be 
created in  dskgrpOl, i f  autom atic undo is enabled. Since
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log_archive_Jormat is set to a disk group, log_archive_format is ignored  
and unique filenames for archive logs in  dskgrp02 are generated.

I t  w ould be w orthw hile to look at the new storage structures in  
O racle Database lOg.

N o w  that A S M  files have been explored in  m ore detail, it w ould  
be appropriate to examine m ore inform ation regarding tem porary 
tablespace groups and B igFile Tablespaces. These topics are 
presented next.

N ew  T a b le s p a c e  T y p e s

There are new storage structures in Oracle Database lOg. They  
are Tem porary Tablespace Groups (T fG )  and B igFile  
Tablespaces (B FT).

Tem porary Tab lespace G roups

A  Tem porary Tablespace G roup (IT 'G ) can be described as a 
group o f tem porary tablespaces. The dba_tablespace_groups view  
provides all the tem porary tablespace group inform ation.

T T G s  have the follow ing characteristics:

■ A  T T G  contains at least one tem porary tablespace.

■ A  T T G  cannot have the same name as tablespace.

■ A  T T G  name can be used instead o f a tem porary tablespace 
name. I t  is created im plicidy when the first T E M P O R A R Y  
tablespace is assigned. I t  is deleted when the last 
T E M P O R A R Y  tablespace is removed from  the T T G .

The benefits o f having T T G  s are as follows:

■ M ultip le tem porary tablespaces can be used in different 
sessions at the same tim e. Slave processes in  a single parallel
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operation can use m ultiple tem porary tablespaces. M ultip le  
default tem porary tablespaces can be specified at the database 
level.

■ M ore than one default tem porary tablespace can be defined 
fo r a database. A  single database operation can use m ultiple  
tem porary tablespaces in  sorting operations. This prevents 
large tablespace operations from  running out o f space. I f  a 
T T G  is specified as the default tem porary tablespace fo r the 
database, no tablespaces in  that group can be dropped.

In  Oracle Database lOg, the D B A  can simply rename any 
tablespace excluding the S Y S T E M  or S Y S A U X  tablespaces. This 
helps in  situations like transporting a tablespace to a target 
database w hich has a similar tablespace w ith  the same name.

Each database user has a perm anent tablespace fo r storing 
perm anent data and a tem porary tablespace fo r storing tem porary 
data. In  previous versions o f O racle, i f  a user is created w ithout 
specifying a default tablespace, S Y S T E M  tablespace w ill be 
allotted as default. For lOg, a default perm anent tablespace can 
be defined to be used for all new users w ithout a specific 
perm anent tablespace.

By creating a default perm anent tablespace, non-system user 
objects can be prevented from  being created in the S Y S T E M  
tablespace.

B igF ile  Tab lespaces (B FT)

A  B F T  is a tablespace containing a single very large data file. 
W ith  the new addressing scheme in  lOg, up to four billion blocks 
are perm itted in  a single data file and file sizes can be from  8 Tera  
Bytes to 128 Tera Bytes. T o  distinguish a regular tablespace from  
B F T , a regular tablespace is called a small file tablespace. O racle
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Database lOg can be a m ixture o f small file tablespaces and 
bigfile tablespaces.

BFTs are supported only fo r locally managed tablespaces w ith  
A S M  segments and locally managed U N D O  and T E M P O R A R Y  
tablespaces. W hen BFTs are used w ith  O racle Managed Files, 
data files become com pletely transparent to the D B A  and no 
reference is needed fo r them . B F T  makes a tablespace logically 
equivalent to a data file allowing operations in earlier releases to 
be perform ed on tablespaces.

BFTs should be used only w ith  the logical volum e manager, w ith  
A S M  supporting dynamically extensible logical volumes, and w ith  
systems that support striping to prevent negative consequences 
on R M A N  backup parallelization and parallel query execution. 
B F T  should not be used w hen there is a lim ited free disk space 
available.

R O W ID s  o f rows that belong to BFTs do not contain a relative 
file num ber but the block num ber. A  bigfile tablespace has only 
one datafile, and always has a relative file num ber o f 1024. There  
is no need to include this filenum ber in  the R O W ID . The block  
numbers are relative to their tablespace and are unique w ith  in  
tablespace. The only supported ways to retrieve the R O W ID  
com ponent is to use the dbms_romd package.

The default tablespace type is a persistent database param eter in  
the data dictionary. I f  this param eter is not set by either the 
C R E A T E  D A T A B A S E  or A L T E R  D A T A B A S E  com mand, the 
default w ill be S M A L L F IL E . Tw o  new keywords, B IG F IL E  and 
S M A L L F IL E , are added to  override the default tablespace type 
when creating tablespaces. The v$tabkspace and dbaluser_tablespaces 
data dictionary views have a new column to indicate the 
tablespace type.
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P rior to Oracle Database lOg, K  and M  were used to specify data 
file sizes. Since lOg introduces larger file sizes up to 128 Tera  
bytes using B FTs, the sizes can be specified using G  and T  fo r 
Gigabytes and Terabytes.

In  Oracle Database lOg, transportable tablespaces can be m oved 
across d ifferent supported platform s like Solaris, W indows, 
Linux, H P -U X , A IX  and H P  T ru  64. The benefits include easy 
distribution o f data from  data warehouses to data marts on 
smaller and d ifferent platform s.

Read-only tablespaces can be shared across heterogeneous 
clusters, and databases can be m igrated between different 
platform s by rebuilding the catalog and transporting other 
tablespaces. F o r transporting tablespaces between d ifferent 
platform s, endian ordering has to be the same on both platform s. 
vStransportable_platform determines if  endian form atting is the same 
on both platform s. Refer to Chapter 2 fo r a b rie f introduction. 
Use R M A N  i f  they are different.

SQL> d esc  v $ t r a n s p o r t a b le _ p la t fo r m
Name N u ll?  Type

PLATFORM_ID NUMBER
PLATFORM_NAME VARCHAR2(101)
ENDIAN_FORMAT VARCHAR2(14)

The db_file_name_convert clause can be used to convert a file to a 
different form at and place it in a d ifferent location. The  
converted files are placed in the new flash recovery area 
introduced in  O racle Database lOg.

Oracle lOg Autom ated Space Managem ent features w ill be 
examined next.

1 8 6 Easy O racle Autom ation



Automated Space Management in OraclelOg

Oracle Database 10g proactively manages the disk space used by 
tablespaces. This is done by the use o f database alerts as w ell as 
by grow th trend analysis using A W R . W hen a database runs lo w  
on diskspace, the server sends an alert, and the D B A  can 
intervene w ith  m ore disk space. By utilizing the inform ation in  
A W R , grow th-trend analysis and capacity planning can be done 
fo r the database.

Proactive tablespace m onitoring is beneficial because it provides 
tablespaces w ith  m ore disk space before it runs out o f space and 
does efficient m onitoring o f space usage. Proactive tablespace 
management does not support dictionary managed tablespaces.

Every tablespace has two thresholds, critical and warning. They  
are defined in terms o f the fullness o f the tablespace. The  
threshold is expressed in  terms o f bytes or as a percentage o f the 
tablespace size. The dbms_server_alert package contains procedures 
to set and get threshold values. W hen the space usage exceeds 
either o f the tw o thresholds, an appropriate alert is issued. I f  the 
thresholds are not specified, the defaults are 85%  for warning and 
97%  for critical thresholds.

W hen a database is m igrated, the alert is disabled by default and 
set to N U L L . The database wide default can be reset as desired. 
A n ideal setting for w arning threshold w ill result in  an alert early 
enough to ensure enough tim e to resolve the problem  before it  
becomes critical, and late enough to be not bothered when the 
space is adequate.

The M M O N  background process checks fo r tablespace threshold 
violations every 10 minutes. A n  alert is triggered when the 
threshold has been reached. This alert is cleared when a
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subsequent M M O N  finds that the space consum ption has gone 
below the threshold often by appropriate D B A  actions.

F or tem porary tablespaces, the threshold value has to be set up as 
a lim it on the used space in  the tablespace. In  read-only mode 
tablespaces or offline tablespaces, alerts should not be flagged as 
nothing m ore can be done to those tablespaces.

U ndo tablespaces are very sim ilar to tem porary tablespaces as 
other segments can reuse the free space in  undo segments. A ny  
extent is reusable i f  it does not contain any active or unexpired 
undo. The sum o f active and unexpired extents is considered as 
used space fo r calculating threshold violations. For tablespaces 
w ith  autoextensible files, the thresholds are calculated according 
to  the m axim um  file size specified or to the m axim um  OS file 
size.

Space thresholds fo r tablespaces can also be set through Oracle 
Enterprise M anager on the E d it M etric Thresholds page. This  
page is launched from  the database hom e page by selecting E d it 
M etric Thresholds from  Related Links. Besides setting the 
threshold values, O E M  can be used to enable or disable the 
values w hen creating or editing a tablespace.

Each database instance has an internal m em ory structure that 
keeps track o f the space usage in  every file in the database. This  
table has one row  for each database file, and each row  contains 
the filesize, the allocated space, and a Change SC N  num ber.

A lthough R A C  is not being reviewed extensively in this book, 
space management w ill be briefly introduced. A n  excellent source 
fo r R AC inform ation, besides the O racle docum entation, is 
Ram pant’s Oracle 10g Grid &  Real Application Clusters. W ith  Real 
A pplication clusters, each database instance has its own M M O N  
process. B ut each M M O N  process reads the aggregated data
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from  the gv$ views to avoid conflicts. W hen a tablespace goes 
over the thresholds, the first M M O N  process that discovers the 
exceeded threshold raises the alert.

W hen segments have unused space above and below the high 
w ater m ark (H W M ), the database may suffer poor perform ance 
during scans and D M L  operations. Since data is spread across 
m any data blocks, m ore 1 /Os are needed fo r data retrieval. Row  
m igration occurs and unused space becomes unavailable to other 
database objects. In  previous versions o f Oracle database, space 
allocated below H W M  could be freed only by m oving or 
redefining the segment. In  O racle Database lOg, the segments 
can be shrunk. W hen a segment is shrunk, the data is compacted 
and the H W M  is pushed down to release unused space. Sparsely 
populated segments get im proved scan perform ance and faster 
D M L  operations by shrinking.

A  shrink operation is an online operation that does not take extra 
database space to run. As a result o f the shrink operation, row  
m igration may or may not be reduced as shrinking may not touch  
all segment blocks. The segments must reside on Autom atic  
Segment Space Managed (ASSM ) tablespaces for the shrink 
operation to be successful. I t  w ill not w ork on segments managed 
by free lists. Sim ilarly, the follow ing objects cannot be shrunk:

■ Tables w ith  on-com m it or R O W ID  based m aterialized views.

■ Tables in clusters or tables w ith  L O N G  columns.

■ L O B  indexes and shared LO B  segments.

■ IO T  m apping tables and IO T  overflow  segments.

■ Tem porary segments.

■ Undo segments.

D uring  the segment shrink operation, index dependency is not 
affected. The shrink operation does not affect any indexes,
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though rebuilding secondary indices on an IO T  is often  
recommended. D M L  triggers are not fired, as the data is not 
changed by this internal IN S E R T /D E L E T E  operation.

A  shrink operation may cause R O W ID s  to change in  heap- 
organized segments. So row  m ovem ent has to be enabled to  
circum vent this issue before a shrink operation. T o  enable row  
m ovem ent, use the {C R E A T E  | A L T E R } T A B L E  ..E N A B L E  
R O W  m ovem ent command.

A  shrink operation consists o f tw o phases, com paction and 
adjusting the H W M  to release the unused space. I f  the 
C O M P A C T  option is used, only the first phase is executed. The  
shrink results are saved in  bitm ap blocks o f the corresponding 
segment. The next tim e a shrink operation is perform ed on the 
same segment, Oracle Database lOg w ill rem ember w hat has 
been done. I f  C A S C A D E  is specified, the shrinking cascades to  
all dependent segments that support a shrink operation.

D uring  the C O M P A C T  phase, individual rowlocks are held. 
Concurrent D M L  operations serialize on these rowlocks and 
D M L  operations can block the com paction progress. W hen the 
H W M  is adjusted in  the second phase, the object is locked in  
exclusive m ode fo r a short duration.

M ore details on the shrink operation are given in  the next section.

Oracle Segment Advisor

The segment advisor determines w hether an object is a good 
candidate fo r a shrink operation. I t  makes recommendations 
based on the am ount o f space that can be released and future  
space requirements from  grow th-trend inform ation. The D B A  
can choose w hether to im plem ent these recommendations. The  
shrinks can be invoked at the segment or tablespace level.
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O E M  is the interface to invoke online segment shrinking. O E M  
offers the option o f selecting various inputs and scheduling a job  
to call the Segment Advisor to get shrink advice. The O E M  
w izard can be invoked w ith  no context, in the context o f a 
tablespace, in  the context o f a schema object, or in  the context o f  
a database user.

W ithout context involves areas like alert table and tablespace 
alerts recommendations page, detected storage problems page, 
A D D M  results page involving Segment A dvisor 
recommendations, and maintenance page o f database hom e page. 
In  the context o f tablespace and object involves selecting the 
appropriate entity and selecting a Segment Advisor menu item  in  
O E M .

Segment Advisor collects grow th trend data from  segments and 
makes it  available to advisories and reporting tools such as A W R  
or O E M . The A W R  collects the persistent space usage statistics 
and stores it in  the W R  schema.

Space usage recording and reporting data is provided to the A W R  
w hen snapshots are created and alerts are triggered. The snapshot 
based statistics are created every 30 minutes. The current space 
usage details o f the tablespace are registered in the A W R . 
M M O N  checks the tablespace thresholds every ten minutes and 
passes the data to A W R  on detecting any violations.

The new segment resource estim ation feature available through 
O E M , estimates the am ount o f resources required for creating a 
new segment. Oracle Database lOg estimates the am ount o f disk 
space likely to be consumed by the object based on the structure 
o f a table or index and the estimated rows per table. This feature 
also predicts the am ount o f C P U  and I / O  resources fo r the 
creation process.
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Automatic Undo Management

The automatic undo management feature introduced in  Oracle 9i 
has been im proved w ith the follow ing capabilities. Some o f the 
undo management related in itialization parameters are elim inated 
in  Oracle Database lOg as they are autom atically calculated. They  
include max_rollback_segment, rowjiocking mdo_suppress_errors, 
serialisable, and transaction_auditing. U ndo Tablespace Sizing 
Advisor helps to size the undo tablespace based on the workload  
history. Autom atic undo retention tuning is enabled by default 
and determines the optim al undo retention tim e depending on  
the undo tablespace size. There is no need to manually set the 
undo retention period. Proactive m onitoring and notification  
warns o f any current or im pending problem s such as snapshot 
too old.

Oracle Database lOg remembers optim al undo settings to avoid 
repeated ram p ups and perform ance problem s during instance 
restart, database m igration, and switching the undo tablespace. 
A fte r a system restart or an undo tablespace switch, O racle 
Database lOg decides how  many undo segments to place online  
based on existing data stored in  the A W R .

The U ndo Advisor analyzes the undo usage. In  A U M  m ode, the 
advisor suggests optim al undo tablespace size to support the 
longest running queries. I f  A U M  is not used, it suggests undo 
tablespace size fo r a given retention period and the retention  
period for a given undo tablespace size.

Resumable space allocation, introduced in  O racle 9i, is fo r all 
tablespaces at the session level. Database operations are 
suspended when an out-of-space condition is encountered. These 
suspended operations autom atically resume when the error 
condition disappears. In  Oracle Database lOg, this can be 
enabled at the instance level. Besides this im provem ent,
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autom atic alert notification is sent when an operation is 
suspended.

This feature can be enabled by the S Q L command.

ALTER SYSTEM SET RESUMABLE_TIMEOUT = <value in seconds>;
(S u b s t i tu t e  3600 f o r  1 h ou r)

The next topic presented w ill involve the Redo logfile Advisor.

R e d o  L ogfile  A d v is o r

O racle Database 10g introduces the Redo Logfile Advisor w hich  
determines the optim al smallest online redo log file size based on 
the current fast_start_mttr_target setting and mttr statistics. 
Therefore, setting up the fast_start_mttr_target param eter is 
necessary fo r enabling the advisor. I t  suggests an optim al value 
fo r the online redo log file and eliminates the need to determ ine 
optim al logfile sizes manually. A n  online redo logfile is 
considered to be o f optim al size when it does not drive 
increm ental checkpointing m ore than fast_start_mttr_target. The  
v$instance_recovery view  has a new colum n for this value called 
O P T IM A L _ L O G F IL E _ S IZ E . Table 5.5 shows all the columns 
available in  the v$instance_recovery view. The  
O P T IM A L _ L O G F IL E _ S IZ E  colum n shows the redo logfile size 
in  megabytes based on the current fast_start_mttr_target setting. A ll 
online redo log files should be set to this value or higher.

Column Data type
RECOVERY_ESTIMATED_IOS NUMBER
ACTUAL_REDO_BI_KS NUMBER
TARGET REDO BLKS NUMBER
LOG_FILE_SIZE_REDO_BLKS NUMBER
LOG CHKPT TIMEOUT REDO BLKS NUMBER
LOG_CHKPT_INTERVAL_REDO_BLKS NUMBER
FAST START 10 TARGET REDO BLKS NUMBER
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Column Data type
TARGET MTTR NUMBER
ESTIMATED_MTTR NUMBER
CKPT BLOCK WRITES NUMBER
OPTIMAL_LOGFILE_SIZE NUMBER
ESTD CLUSTER AVAILABLE TIME NUMBER
WRITES_MTTR NUMBER
WRITES_LOGFILE_SIZE NUMBER
WRITES_LOG_CHECKPOINT_SETTINGS NUMBER
WRITES OTHER SETTINGS NUMBER
WRITES_AUTOTUNE NUMBER
WRITES_FULL_THREAD_CKPT NUMBER

Table 5.5 -  v$instance_recovery view

The next section provides some practical tips on A S M  
im plem entation.

Guru Conversation for the Senior DBA

In  this chapter, the topics o f A S M , A S M  files, A S M  instance, etc. 
have been explored. There w ill be some databases in  any 
company using traditional files as w ell as A S M  managed files. 
W hen the author tested the scenario o f using m ultiple types o f  
files in a database on Redhat Linux, there were some D B C A  
issues w ith  Oracle recognizing these devices. There is also 
docum entation on Oracle M etalink (#266028.1) fo r this problem . 
H ere is a review  o f how  a new disk that is added and configured 
in  a L inux server can be used by A SM .

Refer to Linux docum entation on adding a new disk using fdisk, 
and adding entries in the /  etc /fstab  file as root. The server w ill 
have to be rebooted for the new disk to be visible in  the 
operating system. O nce the disk is added to Linux and used fo r 
A S M  files w ith D B C A , the follow ing errors may be encountered:
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O R A -15018, diskgroup cannot be created; O R A -15059, invalid  
device type for A S M  disk. These errors have been reported only 
on Linux platform s, and can be rectified by creating files instead 
o f real devices.

Assuming an 80 G B  disk is added to a Linux server. A lso assume 
that when it was used one o f the previously m entioned O R A  
errors was generated. The solution is to create new files to be 
used by A S M  as free devices instead o f real disks. The follow ing  
steps could be attem pted as an oracle user or as a root user. I f  using 
root, permissions may have to be changed on the files to be seen 
by A S M . Veteran D B A s w ith  Linux experience may know  how  to 
run many o f these individual commands in  a single step.

Step 1 - Create new files using dd command. I f  the com plete 
space out o f the last disk is not achieved, reduce the count to  
8000000.)

$dd i f= / d e v / z e r o  o f = f i l e _ d s k l  b s = lk  count=10000000 
$dd i f= / d e v / z e r o  o f= f i l e _ d s k 2  b s = lk  count=10000000 
$dd i f= / d e v / z e r o  o f = f i l e _ d s k 3  b s = lk  count=10000000 
$dd i f= / d e v / z e r o  o f = f i l e _ d s k 4  b s = lk  count=10000000 
$dd i f= / d e v / z e r o  o f = f i l e _ d s k 5  b s = lk  count=10000000 
$dd i f= / d e v / z e r o  o f = f i l e _ d s k 6  b s = lk  count=10000000 
$dd i f= / d e v / z e r o  o f = f i l e _ d s k 7  b s = lk  count=10000000 
$dd i f= / d e v / z e r o  o f = f i ! e _ d s k 8  b s = lk  count=10000000

The above commands w ill create virtual disk files o f 10 
gigabytes each.

Step 2 - Using the losetup com mand, associate a loop (block) 
device w ith  each o f these files. Use man losetup to learn m ore 
about this command. T h e  losetup com mand has to be run as 
root.

# lo s e tu p  / d e v / lo o p l f i l e _ d s k l  
# lo s e tu p  / d ev/ lo op 2  f i l e _ d s k 2  
# lo s e tu p  / d ev/ lo op 3  f i l e _ d s k 3  
# lo s e tu p  / d ev/ lo op 4  f i l e _ d s k 4  
# lo s e tu p  / d ev/ lo op 5  f i l e _ d s k 5  
# lo s e tu p  / d ev/ lo op 6  f i l e _ d s k 6  
# lo s e tu p  / d ev/ lo op 7  f i l e _ d s k 7  
# lo s e tu p  / d ev/ lo op 8  f i l e _ d s k 8
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Step 3 — Use the raw utility to bind a raw device to the newly 
created block devises from  Step 2. Use man raw to learn 
m ore about this command.

# raw / d ev/ raw / raw l / d e v / lo o p l
# raw /dev/raw /raw 2 / d ev/ lo op 2
# raw /dev/raw /raw 3 / d ev/ lo op 3
# raw /dev/raw /raw 4 / d ev/ lo op 4
# raw /dev/raw /raw 5 / d ev/ lo op 5
# raw /dev/raw /raw 6 / d ev/ lo op 6
# raw /dev/raw /raw 7 / d ev/ lo op 7
# raw /dev/raw /raw 8 / d ev/ lo op 8

Step 4 - Since the above commands were run as root, change the 
ownership o f these new  raw  devices to oracle.

# chown o r a c le :d b a  / d ev/ raw / raw l
# chown o r a c le :d b a  /dev/raw /raw 2
# chown o r a c le :d b a  /dev/raw /raw 3
# chown o r a c le :d b a  /dev/raw /raw 4
# chown o r a c le :d b a  /dev/raw /raw 5
# chown o r a c le :d b a  /dev/raw /raw 6
# chown o r a c le :d b a  /dev/raw /raw 7
# chown o r a c le :d b a  /dev/raw /raw 8

Step 5 - N o w  change the permissions on these devices.
# chmod 660 / d ev/ raw / raw l
# chmod 660 /dev/raw /raw 2
# chmod 660 /dev/raw /raw 3
# chmod 660 /dev/raw /raw 4
# chmod 660 /dev/raw /raw 5
# chmod 660 /dev/raw /raw 6
# chmod 660 /dev/raw /raw 7
# chmod 660 /dev/raw /raw 8

Congratulations, now  there are 8 disks o f 10 G iga bytes each. 
These are free devices available fo r use by the A S M  setup.

The D B C A  can be used fo r these files in  the new database o r add 
them  using SQ L*Plus commands.

CREATE DISKGROUP dskgrpOl NORMAL REDUNDANCY 
FAILGROUP fgcontrolOl DISK '/dev/raw/rawl',
FAILGROUP fg c o n t r o l0 2  DISK V d ev / ra w / ra w 2 ' ;

These files w ill show up in  the init.ora file o f the A S M  instance as 
A S M _ D IS K S T R IN G = '/d e v /ra w /ra w *'.
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Conclusion

This chapter explored the Autom atic Storage Managem ent
(A SM ) features o f O racle Database lOg. The salient points are as
follows.

■ Autom atic Storage Mechanism  (ASM ) w ill create and manage 
the underlying files fo r database structures.

■ For the A S M  architecture, Oracle Database lOg utilizes a 
separate smaller database instances installed in a separate 
oracle hom e, created during database set up.

■ A S M  instance manages the metadata that is needed to make 
A SM  files available to regular database instances.

■ A S M  instance and database instances have access to a 
com m on set o f disks called disk groups.

■ A S M  instance is expected to always be up and running on the 
host.

■ A  Bigfile tablespace (B FT) is a tablespace containing a single 
very large data file w ith  sizes from  the 8 Tera Bytes to 128 
Tera Bytes range.

■ T o  distinguish a regular tablespace from  B F T , a regular 
tablespace is called a small file  tablespace.

■ Autom atic undo management feature has been im proved to  
provide proactive m onitoring and notification o f undo issues.

A  m ore detailed exam ination o f the automatic system resource
management w ill be presented in  the next chapter.
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Autom atic System  

Resource Management

Management judges a D B A ’s performance on Oracle’s performance!

Automatic Shared Memory Management (ASMM)

The com m only tuned System G lobal Area (SG A ) components 
are the database buffer cache, the shared pool, th e  large pool, and 
the Java pool. The A S M M  enables Oracle database lOg to  
autom atically determ ine the appropriate values o f these 
components w ith in  the lim its o f the total SGA.

In  previous versions o f Oracle Database, the Oracle server 
allotted the m em ory fo r the fixed S G A  and other internal 
allocations. Under-sizing can lead to poor perform ance and out- 
of-m em ory errors (O R A -4031), w hile over-sizing can waste 
m em ory. In  O racle Database lOg, the D B A  can set the total 
am ount o f SG A  m em ory available to an instance using the
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sgajtarget in itialization parameter. Oracle database w ill 
autom atically distribute this m em ory among various sub
components to ensure the m ost effective m em ory utilization.

The sga_target param eter includes all S G A  m em ory, including  
autom atically sized com ponents, manually sized com ponents, and 
internal allocations during the database startup. The default value 
is 0, and A S M M  is disabled fo r this value.

The in itialization parameters for the SG A  com ponents, 
db_cache_si%e (default pool only), shared_pool_si%e, large_pool_si%e, and 
java_pool_si%e, are still valid in  the Oracle Database lOg and are 
referred to as auto-tuned S G A  parameters. W hen the autom atic 
S G A  m em ory management feature is enabled in  the database, the 
sizes o f different components are flexible to resize to adapt to the 
needs o f the w orkload w ithout additional intervention. The  
database autom atically distributes the; SG A  among the various 
components as required, allowing the system to m axim ize the 

'consum ption o f all available m em ory. W henever an application  
needs m ore shared pool m em ory, it w ill obtain the extra m em ory 
from  free m em ory in  the buffer cache. Consequently, no out o f  
m em ory errors are generated until the system has com pletely run  
out o f memory.

W hen sga_target is not set or set to zero, the parameters listed 
above, except fo r shared_pool_si%e, behave as in  previous releases 
o f Oracle Database. The shared_pool_si%e w ill add internal 
overhead fo r metadata including data structures for processes and 
sessions to its value and adjust accordingly. The statistical_level has 
to be set to T Y P IC A L  or A IL  to use A S M M .

The follow ing buffers are considered as manually sized 
components in Oracle Database lOg: Log B uffer, Streams Pool 
w hich is new Oracle Database 1 Og, other buffer caches such as 
R E C Y C L E  and K E E P ), fixed SG A , and internal allocations.

Autom atic  Shared M em ory M anagem ent (ASM M ) 1 9 9



W ith  manual configuration, it  is possible fo r com piled SQ L  
statements to frequently age out o f the shared pool due to 
inadequate size. W ith  autom atic SG A  management, the internal 
tuning algorithm  m onitors the workload perform ance and 
increases the shared pool as needed to reduce the num ber o f 
parses.

The A S M M  feature uses a new M em ory M anager (M M A N ) 
background process. M M A N  coordinates the sizing o f the 
m em ory components and acts as a m em ory broker. The M M A N  
keeps track o f all m em ory components and pending resize 
operations.

Based on w orkload in form ation from  A W R , the A S M M  can 
capture statistics periodically, every 60 minutes fo r example, in  
the background, use d ifferent m em ory advisories, and move 
m em ory to where it is m ost needed w hether that be the large 
pool or buffer cache. F o r example in  a long running O L T P  day 
job, a larger buffer cache is needed; w hile fo r a data warehousing 
(DSS) batch job at night, m ore m em ory is needed fo r the large 
pool. The A S M M  moves the m em ory to buffer cache or large 
pool as needed.

W hen sga_target is set to a non-zero value to enable A S M M , the 
auto tuned SG A  parameters are set to zero values. These 
components are then autom atically sized by A S M M . I f  the four 
parameters are set to non-zero values along w ith  A S M M , the 
specified values are considered as a low er lim it by the auto-tuning  
algorithm . W henever an auto tuned com ponent is resized to a 
larger value, the m em ory is taken from  another auto-tuned  
com ponent to supplement the change, while the m anually tuned 
components are le ft untouched.

e
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The sga_target is a dynamic param eter and is set from  O E M  or 
w ith  the A L T E R  S Y S T E M  command. The sga_target can be 
raised up to sga_max_si%e. I t  can be reduced until the auto-tuned  
components are reduced to their m inim um s. A ny change in  
sga_target only affects the size o f the auto-tuned components.

M anually sized S G A  components are tuned by the user. The total 
size o f manual SG A  parameters is subtracted from  the sga_target 
to be allotted to auto tuned components.

Some o f the m anually sized S G A  components are: K eep/R ecycle  
buffer caches w hich are controlled by db_keep_si%e and 
db_regcle_cache_si%e\ m ultiple block size caches such as 
db_nk_cacke_si%e where n = 2 , 4, 8, 16, 32; Streams Pool which is 
controlled by streams_pool_si%e\ logjbuffer, and etc. The m em ory 
consumed by these m anually sized components reduces the 
am ount o f m em ory available for the automatic tuning o f 
autom atically sized components.

F or example i f  sga_target is set to 8g and db_16k_cache_si%e is set to  
lg , then the total size fo r the four auto-tuned components is 
lim ited to 7g. T he 7g size includes the fixed SG A  and log buffer, 
and only after those have been allocated is the rest o f the 
m em ory divided between the auto-tuned components. A  list o f 
parameters and their values can be accessed using the v$parameter 
view.

M ore about using m em ory advisor through O E M  w ill be 
presented in  the next section.

U sin g  M em ory  A d v is o r  th ro u g h  OEM

The M em ory A dvisor can be used only when the automatic 
m em ory tuning is disabled. This w ill help to tune the size o f 
m em ory structures. The M em ory Advisor has three advisors that
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give recommendations: Shared pool in SG A; B uffer Cache in  
SG A; and P G A .

T o  use M em ory Advisor and tune its underlying structures, do 
the follow ing steps:

1. C lick on M em ory A dvisor in  the Advisor Central Page.

Figure 6.1 'MemoryAdvisor

The M em ory Parameters page: The S G A  page appears. This  
page has all the details on m em ory usage fo r the System 
G lobal Area. The shared pool and buffer cache are part o f the 
SG A. F o r m ore inform ation on the structure shown here, click 
on H elp .
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Memory Parameters

s g a [ e s a

Page Refreshed Mar a. 2004 2:50:00 PM

The System Global Area (SGA) Is a group of shared memory structures that contains data and control Information for one Oracle 
database system. The SGA Is allocated In memory when an Oracle database Instance is started.

Automatic Shared Memory Management Enabled (D isable^

Java Pool 8 
Other 4

Maximum SGA Size
The Maximum SGA Size specifies how much memory Is allocated when the database starts up. If you specify the Maxi 
SGA Size, you can later dynamic ally change the Total SGA Size above (provided Total SGA Size does not exceed the 
Maximum SGA Size).
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Figure 6.2 - Memory Parameters

2. Autom atic Shared M em ory Managem ent has to be disabled to 
run the advisor. Choose shared pool or buffer cache and click 
Advice next to it.
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The System Global Area (SGA) Is a group of shared m em oy structures that contains data and control Information for one Oracle  
database system. The SGA Is allocated In menKMy ttrfien an Oracle database Instance Is started.

Automate Shared Memory Management Disabled (Enab le^

Shared Pool |eo | m b
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Java Pod  | i  | m b

Other (MB) 1 
Total SGA (MB) 125

Figure 6.3 'MemoryAdvice

The corresponding graphs appear as shown below.

For Shared Pool size, the graph shows that a shared pool size 
larger than 60 MB will not improve performance a lot. So the 
recommended optimal shared pool size is 60 MB.

S G A

v es* ■ S hared  Pod(47.9% ) !
■  Buffer Cache(4L5% )
■  Large PoaK3.2%)
■  Java PooK6.4%) 
■ O th e r(ltt)
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For Buffer Cache, the graph shows that a buffer cache size 
larger than 52MB will not improve the performance much 
either. A bigger cache prompts less disk reads and improves 
the performance. See Guru Conversation for more details.

3. To run the PGA Advisor, click on the PGA property page. 
This is similar to running the SGA advisors. Cache hit 
percentage is plotted against memory size. Higher hit ratios in 
the range of 75% to 100% indicate better cache performance.

O R A C L E *  Enterprise Manager 10g ' • " ■ „ SftM? Preference^
Database Control

Q&afrflsJi.TESTJiQG > Memory Parameters

Memory Parameters
SGA|P G A | . ’

The Program Global Area (PGA) is a memory buffer that contains data and control Information for a  server process. A  PGA Is 
created by Oracle when a server process is started.

Aggregate PGA Target | i i  I MB H  (. Advice)
Current PGA Allocated (KB) 68178 

Maximum PGA Allocated (KB) 6B946
(s ince startup)

Cache Htt Percentage (%) 100

I  PGA Memory Usage DetaiiT)

Of T IP  The sum d  PGA and SGA should be less than the total system memory minus memory required by the operating system 
and other applications.

S S A jP G A f ~~7

f~  Apply changes to SPFILE only. Otherwise the changes are made to both the SPF1LE and the running instance which reqtfres 
that you restart the database to Invoke static parameters.

&  T IP  ■ indicates controls. <f changed, must restart database to Invoke.

(Show SQL-)  (R e v e rt) (A p p ly )

otfabas* | sem e I Prefereotfts I h sIb  I t-.oapm.
Copyright e  1996,2004, Oracle. Al rights reserved.

Figure 6.6 • PGA Memory
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4 KB 8 KB 16 KB 32 KB 64 KB 128 KB 256 KB 512 KB 1MB 4 TB

Workarea Size
□  Optimal executions B  One pass executions ■  Multipass executions
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( o k )

Figure 6.7 - PGA Memory

Persistence of Automatically Tuned Values

If using the server parameter file {spfile) for the Oracle database, 
the sizes of the automatically tuned components across instance 
shutdowns will be retained. Therefore, the system has to learn the 
characteristics of the workload each time an instance is started. It 
can start with information from the last instance shutdown and 
continue evaluating the new workload.

Attention will now be shifted to automated maintenance tasks.

A u t o m a t e d  M a i n t e n a n c e  T a s k s

Oracle Database lOg is designed to handle routine maintenance 
tasks and schedule them at certain times of the day or week when 
the system load is low. For the designated time period, a resource 
plan can be used to control resource consumption of these tasks.
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When the time elapses, the database can switch to a different 
resource plan with a lower resource allocation.

Resource Management

As explained in the previous section, Oracle Database 10g makes 
use of resource plans for different tasks. At the time of database 
installation, a Resource Manager consumer group called 
auto_task_consumer_group is predefined. Similarly, a scheduler job 
class auto_taskJob_class is also defined based on this consumer 
group. gather_statsJob is defined to run in the auto_task Job_class 
job class.

G u r u  C o n v e r s a t i o n  f o r  t h e  S e n i o r  D B A  

A W R  in  M e m o r y  S t a t i s t i c s

Some system and session statistics are stored in v$sjsstat and 
v$sesstat. The following statistics are the most important statistics 
that are used by AWR:

■ OS Statistics - CPU and Memory using vfiosstat.

Column Description
STAT_NAME Statistic name
VALUE Statistic value at the moment
OSSTATJD Statistic ID

Wait Classes -- CPU, application, commit, c
scheduler, I/O, admin, configuration, commit, <
network are available using v$event_name.

Column Description
EVENT# Number of the wait event
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EVENTJD Wait event identifier
NAME Wait event name

PARAMETER1 First parameter description for the 
wait event

PARAMETER2 Second parameter description for 
the wait event

PARAMETER3 Third parameter description for the 
wait event

WAIT_CLASS_ID Class identifier of the wait event
WAIT.CLASS# Class number of the wait event
WAIT_CLASS Class name of the wait event

■ Time Model - Connection management, PL/SQL compilation, 
parse, SQL execution, and PL/SQL execution are available 
using v$sys_time_model.

Column Description
STATJD Statistic Identifier
STAT.NAME Statistic name

VALUE Time spent in microseconds for the 
operation

■ SQL Statistics — SQL statistics include PL/SQL Java time, 
wait-class time, bind variables, efficient top SQL based on 
CPU, elapsed and parse statistics.

■ v$sysstat, v$sql, v$segment_statistics, v$sys_time_model, 
v$sysmetric_histOTy, v$active_session_histoiy.

The AWR collects performance data on resources and stored the 
data inside mh$ tables. AWR takes snapshots of the system every 
60 minutes Therefore, AWR does not contain enough 
information to perform current analysis. Typically, the nature of
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current analysis requires information on activity in the last five to 
ten minutes.

These tables are viewable through Oracle Enterprise Manager or 
through the dba_hist views. The AWR captures all important SGA 
metrics about the SGA in the dba_hist_sga views and interfaces 
with the ADDM. SGA advisory functions dynamically optimize 
the shared pool, data buffer cache, Java pool, and PGA memory 
areas.

Figure 6.8 ■ SGA information in the dba_hist_sga views

ASH and its influence on memory statistics will be reviewed next.

A c t i v e  S e s s i o n  H i s t o r y

Oracle Database 10g has upgraded its v$session view to include 
wait events and their durations. However, this view has the values 
in real time and does not keep track of information to be viewed 
later. Active Session History (ASH), is very much like AWR, and 
stores the session performance statistics in a buffer for analysis 
later. Unlike AWR storage in a table, ASH storage is in memory 
viewable from v$active_session_histoiy. The data on active sessions
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is polled every second and the older entries are removed from 
memory to accommodate the latest ones in a circular manner.

The following query is an example of how to get session 
information along with time waited on events:

se lec t session_id| I 1 - ' I Isession_serial# SID, v$event_name. name, 
wait_time, time_waited
from v$active_session_history , v$event_name
where v$event_name. event# = v$active_session_history. event#;

The above script provides the name of the event and time spent 
in waiting. A sample portion o f the lengthy output is as follows:

SID NAME WAIT_TIME TIME_WAITED

134 - 38 SQL*Net message from c lien t 1179 0
165 - 1 db f i l e  sequential read 0 21406
134 - 38 SQL*Net message from c lien t 1457 0
165 - 1 db f i l e  sequential read 0 10179
134 - 3ti log f i l e  sync 0 34164
165 - 1 db f i l e  sequential read 0 10964
167 - 1 log f i l e  p ara lle l write 0 33902
134 - 38 log f i l e  sync 0 56131
165 - 1 db f i l e  sequential read 0 24074
167 - 1 log f i l e  p a ra lle l write 0 56167
134 - 38 SQL*Net message from c lien t 4773 0

The valuable ASH information is flushed to the disk by the 
MMON slave to the AWR table. This information is visible 
through the view dba_hist_active_sess_histoiy.

C o n c l u s i o n

In this chapter, the automatic system resource management 
features of Oracle Database lOg have been reviewed. Here are 
some of the important points:

■ The DBA can set the total amount of SGA memory available 
to an instance using the sga_target initialization parameter. The 
database will automatically distribute this memory among
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various sub-components for the most effective memory 
utilization.

■ sgajtarget is set to a non-zero value to enable ASMM.

■ Memory Manager (MMAN) is a background process that 
coordinates the sizing of the memory components and acts as 
a memory broker to track all memory components and 
pending resize operations.

■ The Memory Advisor which is accessible through OEM has 
three advisors that provide recommendations: Shared Pool in 
SGA, Buffer Cache in SGA, and PGA.

In Chapter 7, SQL tuning methods and improvised flashback
features of Oracle Database lOg will be explored.
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Application and S Q L  c h a p t e r  

Managem ent

Failure to anticipate Oracle performance problems can lead to panic.

I n t r o d u c t i o n  t o  T u n i n g

Two important objectives in tuning any application or database 
system are to reduce the response time for its end users and to 
minimize the consumption of resources for the system. Tuning 
of SQL statements is a major factor in determining the system 
performance of the database.

SQL tuning is performed by the execution of the following steps:

■ Identify the top SQL statements that utilize a major portion 
of the application workload and system resources.

■ Analyze the execution plans from the query optimizer.

■ Improve the execution plan of poorly performing SQL 
statements.
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The above steps have to be repeated until performance results are 
satisfactory for the system. These steps will be examined in more 
detail in the next sections.

S Q L  T u n i n g  F e a t u r e s

Top SQL statements or high-load SQL statements are those 
statements that are poorly performing and resource draining, 
which in turn slows the entire database and any associated 
applications. To identify high-load SQL statements, Oracle 
Database lOg has provided a handful of features, some of which 
are entirely new to this release. These features are Automatic 
Workload Repository (AWR), Automatic Database Diagnostic 
Monitor (ADDM), v$sql view, SQL Trace, and Custom 
Workload.

AWR and ADDM provide services to support automatic SQL 
tuning. SQL Tuning Advisor and SQL Access Advisor are the 
SQL tuning tools provided by Oracle.

A u t o m a t i c  W o r k l o a d  R e p o s i t o r y

AWR provides services to Oracle Database lOg to collect, 
maintain, and utilize the statistics for problem detection and self
tuning. The AWR has an in-memory statistics collection facility, 
which is useful for lOg components to collect statistics. These 
metrics are stored in memory for performance reasons. The 
memory version of the statistics is written to disk regularly by a 
new background process called MMON (Memory Monitor).

Oracle Database lOg captures and retains this historical data 
without DBA intervention. The default retention period is seven 
days using a retention parameter setting of 10080 which was as 
described in Chapter 4. The historic data is used for analysis of
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performance problems that occurred in a certain time period in 
the past and to do trend analysis.

As a review, some session and system statistics that are retained 
in v$sessstat and v$sysstat are as follows:

■ Time Model - Connection management, PL/SQL 
compilation, parse, SQL execution, and PL/SQL execution 
are available using v$sys_time_model.

■ SQL Statistics - SQL statistics include PL/SQL Java time and 
wait-class time, bind variables, efficient top SQL based on 
CPU, elapsed and parse statistics.

A u t o m a t i c  D a t a b a s e  D i a g n o s t i c  M o n i t o r

Automatic Database Diagnostic Monitor (ADDM) analyzes the 
information collected by the AWR for database performance 
problems including top SQL statements. The database 
automatically captures statistical information from the SGA and 
stores the information inside the workload repository in the form 
of snapshots in one hour intervals. These snapshots are written 
to disk and are similar to STATSPACK snapshots, except they 
are more detailed in nature.

The ADDM is also scheduled to run the MMON process 
automatically on every database instance to detect problems 
proactively. Every time a snapshot is taken, the ADDM triggers 
an analysis of the period corresponding to the last two snapshots. 
Although this automatic analysis covers the previous two 
snapshots, ADDM can analyze across any two snapshots.

This helps the ADDM to proactively monitor the instance and 
detect bottlenecks before they become catastrophic. The analysis 
results are stored inside the workload repository. These results
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are accessible through the OEM console. ADDM can also invoke 
other advisors, they are as follows:

■ SQL Tuning Advisor - provides tuning advice for SQL 
statements without modifying any statement.

■ SQL Access Advisor - provides tuning advice on indexes, 
materialized views, and materialized view logs for a given 
work load. It also provides advice on database schema issues 
and determines optimal data access paths. This advisor is 
available through OEM.

The SQL Query Optimizer will be examined in the next section.

S Q L  Q u e r y  O p t i m i z e r

Automatic SQL tuning is offered by the improved Query 
Optimizer. The improvised features are available through the 
SQL Tuning Advisor. To prevent the query optimizer from 
producing inaccurate estimates during SQL tuning, it generates 
an SQL profile of the statement consisting of auxiliary statistics 
on sampling and partial execution techniques.

The enhanced query optimizer has two modes, normal mode and 
tuning mode. In normal mode, the optimizer compiles the SQL 
and generates a reasonable execution plan, usually in a fraction of 
a second. In tuning mode, the optimizer conducts additional 
analysis to check if the normal mode execution plan can be 
further improved. The output of the query optimizer is not an 
execution plan. Instead, it is a series of actions, along with their 
rationale and expected benefits for producing a significantly 
superior plan.

When the query optimizer is called in tuning mode, it is referred 
to as the Automatic Tuning Optimizer. The tuning performed by 
the Automatic Tuning Optimizer is called Automatic SQL 
Tuning. For more information on the automatic tuning process,
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please refer to the documentation, Oracle Database Performance 
Tuning Guide 10g from Oracle.

S Q L  T u n i n g  A d v i s o r

SQL Tuning Advisor provides automatic tuning advice for SQL 
statements. It takes one or more SQL statements as input and 
invokes the automatic tuning optimizer to perform SQL tuning 
without actually modifying any statement. The output is a series 
of advice or recommendations along with the rationale behind 
each recommendation and its expected benefits. These 
recommendations will prompt the user to collect statistics on the 
affected objects, create new indexes, restructure the statements, 
or create new profiles. The user can accept the recommendations 
or reject them.

For tuning multiple SQL statements, a SQL Tuning Set (STS) is 
created. An STS is nothing but a database object to store SQL 
statements with their execution context. STS can be created from 
a command line or the new and improvised Enterprise Manager. 
For the hands-on DBA, SQL Tuning Sets can be managed with 
dbms_sqltune package procedures.

To manage SQL Tuning Sets through Oracle Enterprise 
Manager, do the following steps:

1. Select Related Links

2. Choose Advisor Central

3. Choose SQL Tuning Advisor

4. Choose SQL Tuning Sets

SQL Tuning Advisor obtains its inputs from a variety of sources 
including ADDM, top SQL statements from AWR, Cursor 
Cache, SQL Tuning Set and user inputs.
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Automatic Database Diagnostic Monitor (ADDM) runs 
periodically as explained earlier and analyzes the key statistics 
accumulated by AWR over the last hour of operation. By looking 
at these statistics, ADDM can identify any performance-related 
problem including top SQL statements. Once it identifies 
resource intensive SQL, ADDM will recommend the use of the 
SQL Tuning Advisor against it.

Another source of input for the SQL Tuning Advisor is the high 
load SQL statements captured in the Automatic Workload 
Repository. AWR takes regular snapshots of the database system 
including top SQL statements ranked by relevant statistics like 
CPU consumption and wait time. This data is retained for seven 
days, and this retention period can be increased as needed. The 
user can view these top SQL statements in the AWR and run the 
SQL Tuning Advisor on them. This implies that the top SQL 
statements that ran during a specific retention period in the AWR 
can be tracked and tuned accordingly.

Cursor Cache is used for tuning recent SQL statements that are 
not yet captured by AWR. Remember that AWR captures them 
periodically and may not have yet captured the last resource 
intensive statement. So when used in conjunction with the AWR, 
the developer or the DBA can identify and tune the top SQL 
statements.

The last input set for the SQL Tuning Advisor is user-input 
statements or SQL Tuning Set This could include untested SQL 
statements, or a set of SQL statements currently under 
development. For tuning a set of SQL statements, a SQL Tuning 
Set (STS) has to be constructed and stored, and fed to the SQL 
Tuning Advisor.
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The scope and duration of a tuning task done by the SQL Tuning 
Advisor can be controlled. The scope of the task can be set to 
limited or comprehensive. With the limited option, the SQL 
Tuning Advisor produces recommendations based on analysis of 
statistics, access paths, and SQL structure. SQL Profile 
recommendations are not generated when the comprehensive 
option is chosen. The SQL Tuning Advisor does everything 
under the limited scope and SQL profiling. In the comprehensive 
option, the user can set the time limit of a tuning task, which has 
a default value of 30 minutes.

SQL Tuning Advisor provides advice based on optimizing the 
execution plan, the rationale for the new plan, estimated 
performance benefit, and commands for the changes. As 
explained earlier, the DBA or developer has to make a choice on 
whether to accept or reject the recommendations to optimize the 
SQL statements.
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To access the SQL Tuning Advisor through the Oracle 
Enterprise Manager, go to the Advisor Central - SQL Tuning 
Advisor link as shown below.

^  ^  <r ^  Щ  j Ф  http://ti nux host:5500/em/consoteftlatabaseflnstanc e/ad | ^ ] | ^ .  | «  Ц  _  f f  X

O R A C L C  Enterprise M anager Ю 9
Database Control

• Advisor Centrai

Advisor Central

•Advisors

Advisor Tasks

Logged in As SYS

MsmsOAdvlspf
MTTTR Advisor

Page Refreshed Mar 8, 2004 2:46:40 PM (  Refresh J

Seinem Afolsor 
Undo Management

Figure 7.2 - SQL Tuning Advisor - OEM

The SQL Tuning Advisor can also be invoked through the 
dbms_sqltune package by anyone with DB role and ADVISOR 
privilege.

Next, invoking the SQL Tuning Advisor through OEM will be 
examined.

U s i n g  S Q L  T u n i n g  A d v i s o r  t h r o u g h  O E M

To access the SQL Tuning Advisor through the Enterprise 
Manager, do the following steps:

1. Go to Advisor Central and click the SQL Tuning Advisor link 
as explained above.

2. In the SQL Tuning Advisor page, the advisor gives the choice 
of running from the following sources:

■ Top SQL -  this consists of recently active top SQL 
statements from the Cursor cache or historical top SQL 
from AWR.
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■ SQL Timing Sets -  this consist of SQL statements 
provided by the user.

3. Choose Top SQL. The Top SQL page appears as shown 
below. (The page had to be captured in two separate 
screenshots as it had to be scrolled down for a complete view.) 
This page has two tabs: Spot SQL and Period SQL. Spot SQL 
lists the top SQL from the cursor cache, while Periodic SQL 
from AWR.

T o p  S Q L
"Spot SQL j EfiflaLSflL

I
Spot SQL shows aM the sql statements that have been active In a recent 5 minute Interval.

View nataj Real Time: 15 Second Refresh

Spot Interval Selection
Drag the shaded box to select the 5 minute Interval for which you want to view details in the section below. Use the active sessions 
data to help with your selection.’

¿ 2  556  

1.278

Mar 7, 2004

Detail for Selected 5 minute Interval
Start Time Mar 7 ,2 0 0 4 10:03:49 PM

All SQL
SQL Tutting Ad^sor^fcfCreate SQL Tuning SeQ |j%

saret All 1 Ssteq None G pfftv.Qjs 11-10 of 20 ^  MeaUfl &

Top SQL (ordered by Activity)

r  b6usro82hwsa3 CALL
METHOD

T  5hqQu6v8bSQXC SELECT 
r  UNKNOWN
r  PL/SQL

EXECUTE
T  96o93hntrzttr UNKNOWN 
T  d4v0hx96hnlkP PL/SQL

EXECUTE 
r  2r24y86r>4cvua SELECT
r  frflvthJlfiViftftjfl PL/SQL

EXECUTE

57.55 59.14 46.15

14.15 13.98 15.38
3.77 3.23 7.69 Q  }
3.77 3.23 7.69 ~

2.83 3.23 0.00
1.89 2.15 0.00

1.89 1.08 7.69
1.89 1.08 7.69

I omeniẑ

_J
Figure 7.3 - SQL Tutting Advisor
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4. Select the Top SQL statement by checking the box to the left 
of the statement and clicking the Run SQL Tuning Advisor 
button.

5. The following screen (three screen shots) appears with the 
SQL tuning options page. On this page, the name of the task 
can be entered along with a description, the scope and analysis 
methods can be selected (Comprehensive or Limited), and a 
start time for the task provided. Choose Immediately and click 
OK.

O R A O j E* Enterprise Manager 10g : 
Database Control

5eftiP Preferences

Schedirie Advisor Logged In As SYS

S chedule A d viso r ......
(Cancel) ( o k )

Enter the start date and time for the run of the advisor. A database Job wdl be submitted at the time. You can also bmtt the amount 
of flme for the run of the advisor. After teaching this bmtt, the advisor run «tit be interrupted and return partial results. You can check 
the status of any aiMsor run through Advisor Central.

jsQLJ.TU NING_1Q78719210794
Description

Tuning Set Name TOP_SQU_107*719196619

Dextydon Au* ,ma**ca|lly generated by Top SQL. 

SQL Statements

begin dbms_stats.gather_table_stat5CSYS,, :bindl, :Wnd2, cascade -  
methotLopt ->  TOR ALL COLUMNS SIZE 1\ esUmatCLpeicent ->  
DBMS_STATS.AirrO_SAMPl_E_5IZE): end:

/'

Figure 7.4 - SQL, Tuning Advi.msor

Scope
Limited. Analysis without SQL Profile recommendation. Takes about 1 second per statement. 
Comprehensive. Complete analysis includng SQL Profile. May take a long time.

Total Time Umtt jrr---------------
(minutes) I

Schedule
Time Zone j GMT -6:00

<• Immedtaeiy 
Г  Later

a
Mar 7. >004!

Time j 10 Jd| 13 d |0 0  d  Г  AM ^  PM

Database | Setup I Preferences | Heip I Logout 
CopyrigfH ©  199«, 2 0 M , O r*c fc A I г ф т  reserved.

Figure 7.5 - S Q L  Tutting A dvisor

(Cancef) ( o k )
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O R A C L j E  Enterprise Manager 10g >̂
Database Cuntrol

Setup P re tere fic «  Hcto |

Logged in As SYS
SQL Tuning Advisor task Is being submitted. This can take a whle. Press Cancel to return to the previous page. The SQL Tuning 
Advisor task vndl continue to execute. You can check Its status and view the recommendations from Advisor Central page.

o
► Creating a new SQL Tuning task 

Executing the task

Database | Setup | Preferences | Help | Logout 
C a p ytttrt ©  1 9 9 6 ,200«. O r a fc .  A I rfehts rcso ve d . iVfrfl o rarfr ewwdHî  ŵrwcf Mh Pfftbw <r mrn<

('Cancel

Figure 7.6 - SQL Tuning Advisor

6. Go back to the Advisor Central Page. The status for the 
advisor tasks are listed here. Wait until the task status changes 
to COMPLETED. Refresh the browser to view the updated 
status. When the task status is COMPLETED, select the task 
and click View Result. The following is a representative figure:

Database. TEST10G > Advisor Central > SQL Tuning Resuits:SQI

SQL Tuning Results :SQL_TUNING_10.
Logged In As SYS

Status COMPLETED  
Started Mar 

Completed Mar

Page Refreshed Mar 20041 •
Tuning Set Name TOPJSQL-IO

Time Limit (seconds) 1800
Running Time (seconds) 3

( Refresh)

Recommendations

SELECT VALUE(P) FROM TABLE( SYS
DBMS_SQLTUNE.5ELECT_CURSOR_CACHE(:Bl 

NULL, NULL, NULL, NULL. 1. NULL)...

8taf9oSk52qnt

Figure 7.7 - SQ L Tuning Advisor — Tuning Results

7. On the SQL Tuning Result page, select the SQL statement 
and click on View Recommendations.
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DBMS_SQLTUNE.SELECT_CURSOR_CACHE(:Bl
, NULL, NULL, NULL, NULL, 1, NULU ...

Figure 7.8 - SQL Tuning Advisor - View Recommendations

Now that the review of the SQL Tuning Advisor is completed, 
attention will now be shifted to exploring the SQL Access 
Advisor.

S Q L  A c c e s s  A d v i s o r

When there is an application with complex queries on large sets 
of data, SQL Access Advisor comes in very handy. For 
improving performance, it will recommend a combination of 
indexes, materialized views, and materialized view logs. These 
structures can result in significant performance improvements; 
though they require a considerable amount of time and space to 
create and maintain.

The SQL Access Advisor recommends how to optimize 
materialized views to be refreshable and benefit from general 
query rewrites. It also recommends the use of bitmap and B-tree 
indexes. B-tree indexes are used mainly in data warehouses or 
large databases to index unique or near-unique keys.

Bitmap indexes are used to create indexes on fields like the 
DATE field in a SALES table of a retail store database. Bitmap 
indexes improve the response time for adhoc queries and take up 
very litde space compared to conventional indexes.

The SQL Access Advisor can be run from OEM using the SQL 
Access Advisor Wizard or by invoking the dbms_advisor package.
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Using the SQL Access Advisor, the DBA can tune SQL 
statements, manage workloads, recommend materialized views 
and indexes, mark, update and remove recommendations, and 
manage materialized views.

S Q L  T u n i n g  w i th  S Q L  A c c e s s  A d v i s o r

To use the SQL Access Advisor for tuning, perform the 
following four steps:

1. Create a task.

2. Define the workload.

3. Generate the recommendations.

4. Implement the recommendations.

Task Operations

A task has all the information relating to the recommendation 
process and its results. To automatically create a task, use the 
wizard in OEM or dbms_advisor.quick_tune. After creating a task, 
the DBA has to execute the task in preparation for the tuning 
process:

BEGIN
DBMS_SQLTUNE.EXECUTE_TUNING_TASK (task_name =>

'dba_tuning_task_vl' ) ;
END;
/

For the Senior DBA or those who prefer the hands-on approach, 
use the dbm_advisor.create_task procedure. To view the tasks 
associated with any specific user or application schema, use the 
following command:

SELECT TASK NAME FROM DBA ADVISOR LOG WHERE OWNER = 'owner' ;

SQL Access Advisor 2 2 5



Similarly, the dba_advisor_log can be used to find the status of a 
tuning task:

SELECT TASK_NAME FROM DBA_ADVISOR_LOG WHERE task_name = 
'dba_tuning_task_vl' ;

The execution progress can be checked with the v$session_longops 
view, which gives the status of various operations that run longer 
than six seconds (in absolute time). Table 7.1 describes the 
columns available in this view.

Column Description
SID Session identifier
SERIAL# Session serial number
OPNAME Description about the operation

TARGET Object on which the operation 
was carried out

TARGET DESC Target description
SOFAR Work done so far
TOTALWORK Total units of work
UNITS Unit of measurement
START TIME Starting time of operation
LAST UPDATE TIME Time of last update for statistics

TIME REMAINING
Estimated time remaining (in 
seconds) for completing the 
operation_______________

ELAPSED SECONDS Elapsed seconds from start of 
operations_______________

CONTEXT Context
MESSAGE Statistics summary message
USERNAME UserlD performing the operation

SQL_ADDRESS Address to identify the associated 
SQL statement

SQL_HASH_VALUE Hash Value to identify the 
associated SQL statement
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Column____________________ Description_______________  
cn . In____________________SQL identifier of the associated 

U -  ____________________statement________________  
nrQin Session identifier for parallel 
UU) ____________________ coordinator_______________

Table 7.1 - v$session_longops view

To view the results of the task execution, use the 
report_tuning_task_function\

SELECT DBMS_SQLTUNE.REPORT_TUNING_TASK( 'dba_tuning_task_vl') FROM 
DUAL;

This report contains all the results and recommendations of the 
automatic SQL tuning. For each proposed recommendation, the 
rationale and advantages can be found, along with the SQL 
commands needed to implement the changes.

There are other useful APIs to be used along with the 
dbms_sqltme package for managing SQL tuning tasks. They are as 
follows:

■ drop_tuning_task — used to drop a task and remove all 
associated results.

■ reset_tuning_task — used to reset a task during execution to its 
initial state.

■ interrupt_tuning_task — used to interrupt a task and exit with 
intermediate results.

■ cancel_tming_task — used to cancel a task execution and 
remove all results.

Next, the use of workload with SQL Access Advisor will be 
examined.
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W orkLoad

The Workload consists of one or more SQL statements and 
various statistics and attributes for each statement. The workload 
is considered a full workload if it contains all SQL statements 
from a target application. Otherwise, for a subset of SQL 
statements, a workload is considered partial.

For a full workload analysis, the SQL Access Advisor may 
recommend dropping some of the existing materialized views and 
indexes that are not being used effectively. Though the workload 
may contain a variety of statements, the SQL Access Advisor will 
rank the contents according to a specific statistic, business 
importance, or a combination of both.

The SQL Access Advisor can be used without a workload; 
thereby, generating and using a hypothetical workload based on 
the dimensions defined in the schema. For best results, a 
workload must be provided in the form of an SQL Tuning Set, a 
user supplied table, or imported from SQL Cache.

The recommendation process including types and naming 
conventions, and workload customization including duration and 
filtering are controlled by SQL Access Advisor parameters. The 
values of these parameters are valid for the life span of the task 
or workload object and can be set using set_task_parameter and 
set_sqlwkldparameter.

Once a task exists and is linked to a workload, use the 
dbms_advisor. executeJtask procedure to generate the 
recommendations. They are in-turn stored in the SQL Access 
Advisor repository. The status of this job can be viewed with 
dba_advisor_log. To view the recommendations, use the catalog 
views: user_advisor_actions, user_advisor_recommendations, and 
user_advisor_sqla_rvk_stmts. The user views are for any user who
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uses the advisor tool. A DBA can look at the dba_ version of 
these views or get a script using use dbms_advisor.get_task_script 
procedure. OEM can also be used to get recommendations.

All the recommendations are stored in the SQL Access Advisor 
repository, which is a part of the Oracle database dictionary. This 
repository has many benefits such as being managed by the 
server, support of historical data, and etc.

(----------------------------------------------------------------------------------------------------------\

3. Generate the Recommendations
4. View (Select) and

Implement the Recommendations

Figure 7.9 - SQL Access Advisor

In the next section, automated task scheduling of tuning efforts 
will be explored.

A u t o m a t e d  T a s k  S c h e d u l i n g

Oracle Database 10g scheduler helps the DBA to schedule 
routine administration tasks such as gathering optimizer statistics.
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The availability of valid statistics on the database objects helps 
the cost-based optimizer (CBO) generate optimal execution 
plans. This feature reduces the occurrence of poorly performing 
SQL statements due to stale or invalid statistics and enhances 
SQL execution performance.

The dbm_scheduler package enables the DBA to control when and 
where various tasks take place. By automating the routine tasks, 
human error can be minimized resulting in reduced operating 
costs.

Unfortunately, Oracle does not provide a defined process to 
migrate a dbmsJobs job to dbms_scheduler, the DBA must perform 
this manually. The scheduler does not guarantee that a job will 
execute on an exact time because the system may be overloaded 
and resources unavailable.

A program is a collection of metadata about what will be run by 
the scheduler. The programs can be PL/SQL block, PL/SQL 
procedure, Java code and C programs. A schedule specifies when 
and how many times a job is executed. A job specifies what needs 
to be executed, when to be executed, and with what parameters.

For prudent allocation of resources among competing jobs, the 
Scheduler makes use of a job class and a window. A job class is a 
category of jobs that share the common resource usage 
requirements and other characteristics. Using a database resource 
plan, the DBA can control resources for each job and prioritize 
them.

A window is an interval of time with a well-defined beginning 
and end time. The window helps to prioritize among job classes 
based on a schedule. The gather_statsJob is automatically created 
during database creation. This task executes the
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dbms_stats.gather_database_stats job_proc procedure and uses the 
Scheduler.

Two windows are defined automatically:

■ WEEKNIGHT_WINDOW between 10pm and 6am from 
Monday through Friday.

■ WEEKEND_WINDOW between Friday and Sunday 
midnight.

Changing the time interval, repeat frequency, and resource plan 
can customize the windows. These two windows belong to a pre
defined group called maintenance_ window_group.

The gather_stats_Job uses a specific scheduler class called 
auto_task_job_class. This class is also created by the database and is 
associated with a specific resource group called 
auto_task_consumer_group. To control resources used by 
gather_stats jo b, the DBA has to define a resource plan and specify 
the resource to allocate to the auto_tasks_consumer_group. Then the 
resource plan has to be associated with the 
maintenance_mndow_group.

Next, invoking SQL Access Advisor through the Oracle 
Enterprise Manager will be examined.

U s i n g  S Q L  A c c e s s  A d v i s o r  t h r o u g h  O E M

To access the SQL Access Advisor through the Enterprise 
Manager, do the following steps:

1. Go to Advisor Central and click the SQL Access Advisor 
link.
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O R A C L E :  Enterprise M anager 10g
Database Control

Seteo Reference» j

Database: TESTlOG > Advisor Central

Advisor Central
Logged In As SYS  
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Advisors
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Figure 7.10 -  SQL. Access Advisor

2. This staijts a wizard. It will prompt for a workload source.

O R A C L E  Enterprise M anager 10g -
Database Control

sssan Prefoxnra

■ O -O — О
Workload Source Recommendation Options Schedule Review

SQL Access Advisor: Workload Source
Database TEST10G
Logged In As SYS

Select the source of the workload that you want to use for the analysis.,The best workload is one that fully 
represents all the SQL statements that access the underlying tables.

<• Current and Recent SQL Activity
SQL will be te le c te d  from  th e  cach e.

Import Workload from SQL Repository
C ho ose any S Q L  T u ning S et from  the S Q L  R eposito ry that yo u  o w n .

SQL Tuning Set | SQL Tuning Sets
User-Defined Workload; Import SQL from a Table

Th«“ tabk» must contain .it leas t S Q L .T E X T  and U S E R N A M E  co lum ns.

Table | j f

CanceQ Step l  of 4 [N e x t )

Overview
The
peifotmance 
of SQL 
queries can 
often be 
Improved by 
creating

structures.
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Figure 7.10 -  SQL, Access Advisor

3. Select the Advisor to run in Comprehensive or limited mode.

R e c o m m e n d a t i o n  T y p e s
The advisor may recommend Indexes or materialized views to reduce the time It takes to read data. However you must balance 
this benefit against the cost to maintain the addtional structures. Select the type of structures to be recommended by the 
advisor.

Indexes

Materialized Views

Both Indexes and Materialized Views

Of T IP  Access Advisor Jobs generating Materialized View recommendations should be scheduled In maintenance windows.

Recommendation Options Schedule Review

SQL Access Advisor: Recommendation Options
Database TE ST10G (  C ancel) (B ack ) Step 2 of 4 j~NexQLogged In As SYS
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Materialized Views

Both Indexes and Materialized Views

(Si T IP  Access Advisor jobs generating Materialized View recommendations should be scheduled In maintenance windows.

Advisor Mode
The advisor can run in one of two modes, Limited or Comprehensive. Limited Mode Is meant to return quickly after processing 
the statements with the highest cost, potentially Ignoring statements with a cost below a certain threshold. Comprehensive Mode 
will perform an exhaustive analysis.

^ M J m ite d  Mode ^
c o st sta tem e n ts

<"* Comprehensive Mode
wdl he e x h a u s tw e

► Show Advanced Options

C o p yrig h t ©  1 9 9 6 ,2 0 0 4 ,  O ra c le . A I  r ights re s e rv e d . 
A bout O r a c le  E n terp ris e  М ап ао е т Ю д  D a ta b a s e  C on tro l

(C a n c e l) у Back | Step 2 of 4  [ N e x p  

I SÊtiB I PjeJfiRPfifiS I fctófi I Logfitiî

Figure 7.11 SQLAccess Advisor

4. Click on Show Advanced Options to show the following 
screen:

▼ Hide Advanced Options

Space Restrictions
indexes and materialized views increase performance at the cost of space. When the SQL Access Advisor Is invoked with no 
space limitations It vrill make the best possible performance recommendations. In the review step you can pick and choose 
which recommendations to Implement. If you have a hard space limit you can pass that to the advisor such that any generated 
recommendation will fit tfthln the space requirement. Do you r tsh  the sum of the recommendations sizes to fit Mrithn a certain 
space limit?

<• No, show me all recommendations ________ _______
Yes. space Is limited Space Limit J | MB _̂ J

Tuning Options
Prioritize tuning of SQL statements by J Optimizer Cost 3
S Q L statrr.ents wifi he jn a ^ /e d  in descending order ol the va lue of the prioritized statistic. Optim izer C o s i will be used as the se co n d ary  sort criteria

Default Storage Locations
By default indexes wM be placed in the schema and tablespace of the table they reference and materialized views wlU be placed 
In the schema and tablespace of the first table referenced in the query. These fields allow you to change these defaiit locations.

Index Tablespace |

Index Schema |

Materialized View TaUespace |

Materialized View Schema | ,< #

Copyright ©  19 96 , 2 0 0 4 . O ra c le . A I  rights rese rv ed .

v CanceT) i  Back J Step 2 of 4 [ N e x t)

I S&U2  I Preferences I htelß I Legou

Figure 7.12 -  SQL, Access Advisor
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5. Schedule and submit the job.

S Q L  A c c e s s  A d v i s o r :  S c h e d u l e
Database TEST10G
Logged in As SYS 1 CancelJ v Back J Step 3 of 4 [N e x t)

The Advisor Task trill be scheduled to run Immedately by default. You may choose to schedde the task to run at a later Ume. A 
database Job wdi be submitted to complete this task. It wM be named the same as the Task Name, \rtth "ADV_" prepended.

Advisor Task Name

• Task Name [SQLACCESS4895544

Task Description [SQL Access Advisor

Scheduling Options

Schedule Type ¡Standard d

Repeating

Repeat | Do Not Repeat _̂ J

<• Immediately
< Later

_ . |Mar 7, 2004 Date 1
rexampte Mar 7, 2004'

i
Time 110 2 j | l 5  z }\0 0  C  am PM f»

Figure 7.13 -  SQL, Access Advisor

Dslabatie Control

R e v ie w

S Q L  A c c e s s  A d v i s o r :  R e v i e w
Database TEST10G
Logged in As SYS

This page allows for review of your chosen Input parameters to the SQL Access Advisor.
Task Name SQLACŒSS4895S44
Task Description SQL. Access Advisor 
Scheduled Start Time Run Immediately

Options

Advisor Mode Limited Mode
Recommendation Type Indexes Only
Workload Scope Partial Workload
Workload Source SQL Cache
Workload Type Allow Advisor to Determine Workload Type Based on Workload Content

► ShawAdMKfid-Qcliani

;  Cancel) (ShowSQL) ÿ Back] Step 4 of A (Subm it)

Copyright £  1 9 9 6 .2 0 0 4 . O racle. A l rights reserved .

.. Cancel J  y Show SQL )  v Back | Step 4 

I SfiUiC I egjgrf!K.gS I Helfi I L29ÎM

Figure 7.14 -  S Q L  A ccess A dvisor
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6. Results are available through the Advisor Central Page. 
Implement recommendations by clicking Schedule 
Implementation.

Page Refreshed Mar 7 ,20 041022 :51  PM (R efresh)

Advisors
APPM Memory Advisor Segment Advisor
SQL TtfflOfl Advisor MTTR Advisor Undo Management
SQL Advisor

Advisor Tasks
( Change Default Expiration) ^

Search
Select an advlsoy type and optionally enter a task name to filter the data that is displayed In your res (its seL
Athlsoty Type____________ Task Name_________ ______________ Advisor Runs
| SQL Access Advisor 3 |  [Afl 3 f ( s D

R e s u lts

Figure 7.15 -  SQL Access Advisor

This completes the review of SQL Advisors. Another important 
feature of Oracle Database 10g is the improvised flash back 
feature.

F l a s h  B a c k  C o r r e c t i o n s

Flashback Query was introduced in Oracle 9i. In Oracle Database 
lOg, this functionality has been expanded from the AS OF clause 
in 9i. The DBA can use the VERSIONS BETWEEN clause to 
retrieve all versions of the rows that existed between the two time 
points. Flashback Versions Query retrieves all committed
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occurrences of the rows. However, the VERSIONS BETWEEN 
clause is not applicable for querying the views.

The Flashback Versions Query can be used to audit a table and 
retrieve information about the transactions that changed any of 
the rows. The Transaction ID obtained from Flashback Versions 
Query can be used to do transaction mining using LogMiner. 
Similarly, Flashback Transaction Query can be used to get 
additional information about the transaction.

The Flashback Versions Query returns the versions of the rows 
and validity range of the version, the transaction ID of the 
transaction that created the version, and the operation that 
created that version. The validity range is closed at the lower end 
and opened at the upper end. This range information is stored in 
pseudo columns. These pseudo columns can be used in the 
SELECT clause to display their values or in the WHERE clause 
to retrieve specific versions of the rows.

All Flashback features rely on undo information to recreate a 
state in the past. For an undo tablespace, the tablespace retention 
clause can be used to control preservation of unexpired undo 
data. The RETENTION GUARANTEE clause of the CREATE 
UNDO TABLESPACE and CREATE DATABASE specifies 
that unexpired undo data should be retained in all undo segments 
in the tablespace even if the undo generating operations fail. The 
default value of RETENTION GUARANTEE is NO 
GUARANTEE. WTien this option is enabled, the database never 
overwrites unexpired undo data. By default, this option is 
disabled so that the database can overwrite the unexpired undo 
data in the undo tablespace.

The default value for the undo_retention parameter, which is set in 
seconds, is 900. The undo_retention parameter can be changed in 
the initialization parameter file to be used by the database startup
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process or at any time by using the ALTER SYSTEM statement. 
In the initialization parameter file, put undo_retention — 1500 for 
25 minutes, or issue the following SQL command:

ALTER SYSTEM SET UNDO_RETENTION = 1500;

This takes effect immediately, as long as there is free space in the 
current undo tablespace. The undo retention period for the 
current undo tablespace is obtained by querying the 
TUNED_UNDORETENTION column of the v$undostat 
dynamic performance view. The RETENTIONcolumn is set to 
GUARANTEE when the tablespace has RETENTION 
GUARANTEE. Use this GUARANTEE clause with caution, as 
it may affect any existing or long running DML operations.

The retention value can be viewed from the RETENTION 
column of dba_tablespaces. The possible values are 
GUARANTEE, the default which is NOGUARANTEE, or 
NOT APPLY which is used for other tablespaces.

Oracle Database lOg has come up with new SQL functions to 
convert an SCN data type number to a corresponding 
TIMESTAMP value and vice versa. This function is useful in 
flashback operations and will be explained in more detail later.

The SCN_TO_TIMESTAMP function will convert SCN to the 
corresponding TIMESTAMP value while
TIMESTAMP_TO_SCN function will convert a string 
representing a TIMESTAMP data type to the corresponding 
SCN value of the NUMBER data type.

F l a s h b a c k  T r a n s a c t i o n  Q u e r y

One of the important new features of Oracle Database lOg is the 
Flashback Transaction Query. It is a diagnostic tool to view the
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changes made to the database at the transaction level. This 
feature will help diagnose problems, analyze and audit 
transactions, and recover from user or application errors. The 
undo SQL generated by the flashback transaction query can be 
used to rollback the changes made by a transaction.

Flashback Transaction Query uses an indexed access path to get 
to the undo data. It is faster than the LogMiner, which mines the 
redo log files to obtain the undo information.

The dba_transaction_queiy view stores the changes made by a 
transaction and the nature of changes made during a specified 
time. Using the transaction identifier or a time range as part of 
the query, this dictionary view provides information on changes 
made to the database by any query at any time. When there is 
insufficient undo data for a transaction, the dba_transaction_query 
will return a row with a value of UNKNOWN in the 
OPERATION column.

The FLASHBACK ANY TRANSACTION system privilege is 
needed to issue a query against the dba_transaction_query view.

F l a s h b a c k  T a b l e

The Flashback Table allows the DBA to recover database tables 
to a specific point in time without restoring from a backup. With 
this feature, the data in the tables and all associated objects 
including indexes, constraints, triggers etc. are restored. This 
statement is executed as a single transaction. All the tables must 
be flashed back successfully or the entire transaction is rolled 
back.

The Flashback Versions Query and Flashback Transaction Query 
can be used in tandem to determine the appropriate flashback 
time. The SCN should always be noted before issuing a
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FLASHBACK TABLE command. The effects of a 
FLASHBACK TABLE command can be undone by issuing 
another FLASHBACK TABLE command with the appropriate 
SCN or timestamp. The v$database view can be queried to obtain 
the current SCN value represented in the CURRENT_SCN 
column.

Triggers are disabled by default for the duration of a Flashback 
Table operation. After the Flashback Table operation is 
completed, the triggers are returned to the state prior to the 
flashback operation.

The Flashback Table is an efficient operation to easily and 
quickly recover from erroneous user modifications done without 
DBA involvement. This is significantly better than media 
recovery in terms of speed, availability, and ease of recoverability.

Flashback Table operations consider the integrity of data before 
doing any changes to the database tables. When a FLASHBACK 
TABLE command is issued, the database checks for referential 
integrity constraint violations and aborts the operation if any are 
found. This can be avoided by flashing back multiple tables to the 
same point using a single FLASHBACK TABLE command.

The DBA can use the ENABLE TRIGGERS option of the 
FLASHBACK TABLE command to override the default 
disabling of triggers. This will enable all the triggers for the table. 
The ALTER TRIGGER command can be used to selectively 
disable triggers before using the ENABLE TRIGGERS option 
of the FLASHBACK TABLE command. Triggers that are 
disabled with ALTER TRIGGER remain disabled.

I f  a DDL operation has altered the structure of any tables in the 
database, flashback operations cannot be used to undo those 
operations. DDL operations that cannot be flashed back include
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upgrading, moving or truncating a table, adding a table to a 
cluster, dropping or altering a column; and adding, dropping, 
splitting, coalescing or truncating a partition or sub-partition. 
DLL operations that change the storage attributes for the table 
are not impacted by the FLASHBACK TABLE command.

If  a transaction is processing, it will be necessary to COMMIT or 
ROLLBACK the operation before using the FLASHBACK 
TABLE command.

F l a s h b a c k  D r o p

In previous releases of Oracle database, dropping the tables was 
an irrecoverable operation without restoring from media. This 
was time consuming and often resulted in loss of work and 
database changes made during this period.

In Oracle Database lOg, when a table is dropped, it is placed in a 
recycle bin. The extents allocated to the table are not deallocated 
until they are purged. The tablespace counts the space used by 
these objects against its quota until they are purged. Constraints 
and triggers are preserved even after moving an object to the 
recycle bin.

For implicit database operations like DROP TABLESPACE 
INCLUDING CONTENTS or DROP USER CASCADE, 
objects are not placed in the recycle bin. All objects belonging to 
the dropped tablespace or user in the recycle bin are purged.

The DROP TABLE PURGE command is used to drop objects. 
When this command is used, the objects are not placed in recycle 
bin and discarded permanently. This is similar to the drop feature 
in previous releases of Oracle database.
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Information about all the objects that have been dropped can be 
viewed from USERJRECYLEBIN or DBA_RECYCLEBIN. 
The SQL Plus command SHOW RECYCLEBIN will give a list 
of all objects in the recycle bin.

Objects in the recycle bin remain there until permanently 
dropped with the PURGE command or recovered with the 
FLASHBACK TABLE <table_name> .. TO BEFORE DROP 
command. Similarly, objects remain in the recycle bin until there 
is no room for new rows or updates in the tablespace or until the 
tablespace has to be extended for tablespaces with the 
AUTOEXTEND ON option.

When an object is dropped and moved to the recycle bin, the 
name of the object is changed to avoid conflicts with objects in 
the recycle bin that has the same name. This also helps in creating 
a new object with the same name and dropping it again.

The tables in the recycle bin can be queried by issuing a SELECT 
command. Also, flashback query operations are possible on 
objects in the recycle bin, if the undo information is still available. 
It is not possible to INSERT, UPDATE or DELETE against 
tables in the recycle bin.

The PURGE command removes the object completely from the 
database and removes the entry from the recycle bin. When the 
PURGE command is issued, the object name also has to be 
specified. The PURGE TABLESPACE command purges all 
objects from the specified tablespace in the recycle bin. If  there 
are some dependent objects such as LOBS, nested tables, or 
partitions in the tablespace, then that base table itself stored in a 
different tablespace will be purged because it cannot exist without 
these required segments.

2 4 2 Easy Oracle Automation



The PURGE RECYCLEBIN command removes all objects 
from the recycle bin and frees up the space. The PURGE 
DBA_RECYCLEBIN will remove all objects from the system 
wide recycle bin. SYSDBA privileges are needed for this 
operation, though.

When the DROP TABLESPACE INCLUDING CONTENTS 
command is issued, the objects in the tablespace are not placed in 
the recycle bin. Any objects in the recycle bin belonging to this 
tablespace are also purged.

When DROP USER —  CASCADE is issued, the user and all its 
objects are dropped. Any objects in the recycle bin belonging to 
the user are also purged.

Tables can be recovered from the recycle bin when issuing the 
FLASHBACK TABLE <table_name>.. to BEFORE DROP 
command. The RENAME clause can be used to give a new name 
for the table. Any recovered triggers, indexes, or constraints 
retain their system generated recycle bin names.

In Oracle Database lOg, flashback functionality has been 
extended for the entire database. Using this functionality, a 
database can be reverted to a state at a past point in time. This 
will help to recover from changes due to user errors or logical 
data corruptions.

It is faster than point in time recovery using backups and redo log 
files. The database must be mounted in an exclusive state to 
perform the flashback operation.

Flashback Drop 2 4 3



G u r u  C o n v e r s a t i o n  f o r  t h e  S e n i o r  D B A

SQL tuning packages and their access through OEM have been 
reviewed. SQL Tuning Information views and dba_hist views will 
be examined in this section.

The major views for reviewing the information gathered by SQL 
tuning processes are as follows:

■ SQL Tuning Views - dba_sqltune_statistics, dba_sqltune_binds, 
dba_sqltune_plans.

■ SQL Tuning Set Views - dba_sqlset, dba_sqlset_binds, 
dba_sqlset_statements, dba_sqlset_references.

■ SQL Profile View - dba_sql_profiles.

■ Advisor Information Views - dba_advisor_recommendations, 
dba_advisor_tasks, dba_advisor Jindings, dba_advisor_rationale.

■ Other Dynamic Views - v$sql, v$sqlarea, v$sqlbinds.

The AWR data structures are really complex and capture all 
aspects of Oracle historical performance. The AWR captures 
complete instance-wide metrics and tracks important details for 
use by Oracle Enterprise Manager as well as through tuning 
scripts. Use the following figure to get a pictorial view of the 
relationship between tables:

System Statistics History - The AWR keeps detailed metrics for 
more then 250 separate instance-wide metrics in the 
dba_hist_sysstat view. This information is used by EM to 
compare instance-wide performance to individual 
components.

File Performance History — A very high 1/O is common in many 
Oracle databases. So the AWR keeps detailed information on 
file-level statistics (dba_hist jilemetric_history) and segment-level
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I/O performance metrics (dba_hist_seg_stai) for the DBA to 
review them and take corrective actions.

SQL Performance History — This component makes Oracle 
Database 10g surpass all other commercial database 
management systems. For all important SQL statements, the 
AWR collects the foil text of the SQL statement in 
dba_hist_sqltext, the execution plan for the SQL in 
dba_hist_sqlplan, and all of the important run-time performance 
statistics in dba_hist_sqlstat. This allows EM to easily display 
top SQL statements and allows ADDM to apply artificial 
intelligence to recommend changes to sub-optimal SQL.

Figure 7.16 - Some dba_hist views used by AW Rfor SQL tuning

The next section will review the manual implementation process 
of SQL Access Advisor recommendations.
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I m p l e m e n t i n g  S Q L  A c c e s s  A d v i s o r  

R e c o m m e n d a t i o n s  M a n u a l ly

If  inclined to run the tuning steps manually after using 
dbms_advisor packages with SQL Access Advisor, use the 
following scripts:

■ The following query shows each recommendation, order of 
importance, and the improvement in optimizer cost. 
Substitute the TASK_NAME value where appropriate:

SELECT REC_ID, RANK, BENEFIT FROM USER_ADVISOR_RECOMMENDATIONS 
WHERE TASK_NAME = my_taslc;

■ The following query shows the SQL statements in the 
workload affected by the recommendations and the optimizer 
cost of these queries before and after the recommendations 
are implemented and the cost improvement as percentage 
value. Substitute the values for TASK_NAME and 
WORKLOAD_NAME where appropriate:

SELECT SQL_ID, REC_ID, PRECOST, POSTCOST,
(PRECOST-POSTCOST)*100/PRECOST FROM USER_ADVISOR_SQLA_WK_STMTS 
WHERE TASK_NAME= my_task AND WORKLOAD_NAME = MY_WORKLOAD;

■ The following query gives a list of recommended action items 
from the SQL Access Advisor as a result of the tuning 
activity. This will give a list of commands truncated at 45 
characters along with its REC_ID and ACTION_ID:

SELECT REC_ID, ACTION_ID, SUBSTR(COMMAND, 1, 45) AS COMMAND 
FROM USER_ADVISOR_ACTIONS WHERE TASK_= my_task 
ORDER BY REC_ID, ACTION_ID;

C o n c l u s i o n

This chapter explored the SQL tuning features of Oracle 
Database lOg. Information was presented about the different 
flashback features. The important points from this chapter to 
remember are:
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■ To identify high-load SQL statements, Oracle Database 10g 
has features like Automatic Workload Repository (AWR), 
Automatic Database Diagnostic Monitor (ADDM), v$sql 
view, SQL Trace, and Custom Workload.

■ AWR and ADDM provide services to support automatic SQL 
tuning.

■ SQL Tuning Advisor and SQL Access Advisor are the SQL 
tuning tools provided by Oracle.

■ An SQL Tuning Set includes untested SQL statements, or a 
set of SQL statements, which is fed to the SQL Tuning 
Advisor.

■ SQL Access Advisor is used when there is an application with 
complex queries on large sets of data.

■ All Flashback features rely on undo information to recreate a 
state in the past.

■ The Flashback Transaction Query is a diagnostic tool to view 
the changes made to the database at the transaction level.

■ The Flashback Table allows the DBA to recover database 
tables to a specific point in time without restoring from a 
backup.

■ Using Flashback Database, a database can be reverted to a 
state at a past point in time, faster than point in time recovery 
using backups and redo log files.

The final Chapter focuses on features and functionalities to
monitor and communicate database issues and Data Pump
technology.
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Autom atic Perform ance CHAPTER 

M onitoring -  Utilities

Like a detective, OraclelOg always searchesfor potentialproblems.

A u t o m a t e d  P e r f o r m a n c e  M o n i t o r i n g  -  U t i l i t i e s

Details about using SQL Advisors were presented in Chapter 7. 
In this chapter additional features and functionalities included in 
the Oracle Database lOg will be examined that proactively 
monitor database health, identify performance problems, and 
communicate these problems to the administrator along with 
taking remedial corrective actions. Data Pump technology will 
also be reviewed, which boosts the data movement speed by 
several factors over prior export and import commands.

P r o a c t i v e  D a t a b a s e  M o n i t o r i n g

Oracle Database 10g proactively monitors the health and 
performance of the database by making use of vital health signs
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(metrics) as examined in Chapter 4. It automatically identifies any 
issues that need attention by the administrator and sends them as 
alerts in the Enterprise Manager and will email or page the 
administrator. The performance monitoring features are handled 
by alerts and by using ADDM.

D a t a b a s e  A l e r t s

Alerts help the database administrator to monitor the databases 
proactively. Most database alerts are notifications generated on 
reaching or exceeding particular metric threshold values. As 
presented before, critical and threshold values for each metric can 
be set. Whenever the metric values exceed these boundary values, 
the system identifies that it is in an undesirable state and 
generates an alert.

The DBA should ensure that the statistics_level initialization 
parameter is set to TYPICAL or ALL for proper alert 
notification.

Other alerts are generated when the database experiences events 
such as Snapshot Too Old or Recovery Area Low on Space. 
These kinds of notification alerts indicate the occurrence of a 
significant event. Alerts can also be set to start a script on 
meeting certain conditions. Examples would include a script that 
shrinks tablespaces or archives records from a SALES table to a 
SALES_HISTORY table on nearing a set limit of tablespace 
usage.

Oracle enables the following alerts by default: Tablespace Usage 
(warning at 85% full, critical at 97% full), Recovery Area Low on 
Free Space, Snapshot Too Old, and Resumable Session 
Suspended. Setting their metrics to non-default values can modify 
these alerts. Similarly, other types of alerts are enabled by setting
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their metrics. Database Control (OEM) also automatically sets 
thresholds on server metrics with object type SYSTEM.

With the introduction of the new monitoring process MMON, 
internal components can schedule regular monitoring activities. 
Components that detect a problem may generate an alert message 
upon which the DBA can act.

Both user and system defined alerts take 10 minutes to appear via 
the alert event. Also the 10 minute interval is only specific to the 
tablespace alerts as other alerts can have different values. For 
example, if the alert is matrix based then the interval is every 1 
minute, since MMON collects metrics every one minute and will 
compare them to their thresholds.

A l e r t s  M a n a g e m e n t  U s i n g  O E M

Alerts can be managed easily from the Oracle Enterprise 
Manager console. The following sections describe how to manage 
the different alerts using OEM.

R e v i e w i n g  M e t r i c s  a n d  T h r e s h o l d s

As reviewed previously, Oracle defines Metrics as a set of 
statistics for certain system attributes. These statistics are 
calculated and stored by the Automatic Workload Repository 
(AWR). These results are displayed in OEM through the All 
Metrics page under Related Links on the Database Home page.
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Home I Performance MtiDlMlâiieQ MilntfiMn«

AteCUtelOtt A!sff.lflg.CgHsm
Blackouts ISQL*Plus
МФпзаеМецца MWfc.Çqtteflpn Emre 
Ц«г-РеАп«1 .MftPkS

Database I Setup | Preferences | Help I Logout 
Copyright P 1996,2004. Oracle. Al rights rcsetvtd._____________________________________________

Figure 8.1 - A ll Metrics__________________

The following figure shows a typical display of the All Metrics 
page. The screen has to be scrolled down to get a complete view. 
Hence, this page is presented here in two screenshots. More 
details can be obtained on each metric by clicking on the specific 
link. An online help feature provides a description of the metric.

O R A C L-£ ~  Enterprise Manager IO9
Database Control

F
Database: TEST10G > АЯ Metrics

A l l  M e t r i c s
Collected From Target Mar 7, 2004 11:14:30 PM

▼TEST10G
►Alen Lop Some Not Collected
► A ieaig ft foment None Not Collected
►Alert L09 Error Status AH Last Collected Mar 3 .2004 5:04:39 AM
► AjçfpyÇ ATM Some Last Collected Mar 3, 2004 5:06:22 AM
►Database Files None Collection Error Feb 16, 2004 6:26:45 PM
► Qaabase lo t  s w h s All Collection Error Feb 16. 2004 6:26:45 PM
►Database Limits Some £§> Collection Error Feb 16. 2004 6:26:00 PM
►Database Services None Last Collected Mar 3. 2004 5:08:03 AM
►ßetensd T/änsasöfftt All Collection Error Mar 3, 2004 5:18:16 AM
►Dump Area Some Last Collected Mar 3, 2004 5:06:22 A M _____

Related Links

Monitoring Configuration
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►Efficiency None ^  Collection Error Feb 16. 2004 6:26:00 PM
►invalid Objects None Not Collected

; n t^ r k . hw Srhema A I NotColectBd
►Recovery Area None Last Cdected Mar 3, 2004 5:04:49 AM
►Response A I Last Collected Mar 3, 2004 5:1838 AM
►SGA Pool Was tape None Last Cdected Mar 3, 2004 5:04:49 AM
►SQL Response Time AR (3 , Collection Error Feb 16, 2004 6:25:56 PM
►Session Suspended None Not Collected
►Snapshot Too Old ■None Not Collected

; ►System Response Time Pet^att None Last Calected Mar 3, 2004 5:08:03 AM
►Tablespaces Full A I ■Last Collected Mar 3, 2004 5:05:12 AM

►Throughout 
►User Audtt 
►UsyBlock 
►watt Bottlenecks

Related Links

Some
Some

Not Colectad
CoHectton Enor Feb 16,2004 6:25:56 PM 

Last Cdlected Mar 3, 2004 4:49:49 AM
NotCtMected...................................
Last Collected Mar 3 .2 0 »  5:03:32 AM 
L u t Colee ted Mar 3. 2004 5:08:03 AM

Figure 8.2 -A//Metrics

Warning and critical threshold values can be defined for each of 
these metrics. Whenever the threshold is crossed, Oracle issues 
an alert, which can be propagated as explained earlier. Alerts are 
displayed on the Database Home page under the Alerts section in 
OEM. Non-database alerts are displayed under Related Alerts.

Alerts

Related Alerts

Host ask Disk Disk Utilization for Mar 3,2004 99.02 Mar 8,2004
Activity Utilization (4 ) hda Is 99.894 4:57:49 AM 2:54:48 PM

Performance Analysis
Period Stan Tim« Mar 7,2004 9-.S652 PM Period Duration (minutes) 64.25

1-5 of 10 Next S '2

3Q.38The ifaaateirt flf tte  VQ sutoraten was stgrtfMntfy to w  than eypscwd i  Host conAguraMon
25.61 Hard paralnpof SQL statemenc was consuming stprtflcam: database Bine.
20.39The buffer cache was undersized causing slpnfficam addTOonal read I/O.
16.56 Walt class ‘Other oas consurolnpslgnfflcam database time.
10.56 wafts on event *lw  fite m '  while reforming COMMIT Qrereflgre yygrc i  Host configuration 

conMWtina sigrtteapt dm tece time.

Job Acti vi ty
Jobs scheduled to suit no more than 7 days ago 
Schediied Executions Osuspended Executions ✓  0 

g Executions 0 Problem Executions v' 0

Critical Patch Advisories

Patch Advisories ®
P itch  Advisory nfocmAfton rruy br tu fc . O u c fc  
M eiaLnk credcnbab are not configured

______ Oracle MetaUnk____  „ ______________________

Figure 8.3 ■ Alerts
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As soon as the condition or conditions that triggered the alert are 
resolved and the metric’s value is within its predefined boundary, 
Oracle clears the alert. Hence, metrics are vital inputs for self
tuning of the database and tuning recommendations made by 
Oracle advisors.

Managing Metric Thresholds

Oracle has provided a set of predefined metrics, with predefined 
thresholds for some of them. When the database system needs 
metrics outside of these predefined values, the thresholds have to 
be set to different values. These thresholds can be edited using 
OEM as described below:

1. Go to the Database Home page on OEM. Click on the 
Manage Metrics link under Related Links.

H o m e  I Perfotmance Administration

Related Links
Advisor c.gntrei ALerLOistoo: Alert
All Mettles RJflrknuK _ ISQL*Plus
lobs ^ Manage Metrics Metric Collection Errors
Monitoring Configuration ^ T.i iu

Database I Setup I Preferences I Help I Logout 
Zopyright ©  1 9 9 6 ,2 0 0 4 , O ra c le . A l  rights re s e rv e d .

Figure 8.4 - A ll Metrics

This will display the Manage Metrics page. It displays existing 
thresholds for metrics with response actions, if any. Review 
the thresholds and identify those values that need editing.
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Figure 8.5 - Manage Metrics

2. Click the Edit Thresholds link. On this page, the new Warning 
Threshold and Critical Threshold values can be entered, or the 
existing values can be modified. In the Response Actions field, 
a script’s name can be added or an operating system command 
to be executed when a threshold is crossed and an alert is 
issued.

W H W irii 1 In f I Д Tfrt -

Threshold^
You <1911 S E n rM B T Ifl^ n d  crtland critical threshold for ttK fl U  l№ metrics below. When a threshold Is reached, an alert wH^  CanceQCOKJ  
be generated and the response action. If specified, executed. The response action can be any command or script, 
with a fuNy qualified path, that Is accessible to the Management Agent.
&  TIP Some metrics do not allow a default set of thresholds for all their monitored objects. Click 'Specify Multiple Thresholds’ to 

set thresholds for specific objects.

(CopyThresholds From Metric Baseline^

^S pecif/M ultip le Thresholds j j j

C  Archiver Hung Alert Log 
Error Status

Figure 8.6 - Edit Thresholds

3. Click OK to save changes made on this screen.
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ßatabdse ¿ontrol

to n y u a i r t f c  > EdR Thresholds

E d i t  T h r e s h o l d s
You can set a warning and cmcal threshold for each of the marries below: When a threshold is reached, an atanw 
be generated and the response action, if specMed, executed. The response action can be any command or script, 
with a h#y quaMed path, that is accessible to the Management Agent
&  H P  Some memcs do not allow a default set of thresholds for aH their monitored objects. CBck '‘Specify Multiple Thresholds“ to 

set thresholds for specific, otyects.

Related Link Rrafflffg  tfl TanSt Q W l ________________________________
v Copy Thresholds From Metric Baseline

d B H M B f f i B H B B M B B B B B H B H B M B M B B H B W B B M B B T s p e d f / M u a i p l e  Thresholds J

Figure 8.7 - Edit Thresholds

Oracle provides a list of alerts that are not enabled by default. 
Those alerts can be enabled by specifying the threshold values.

OEM also allows for comprehensive management of threshold 
settings for various alerts. To do it, proceed as follows:

1. On the page under the Edit Thresholds link, click the radio 
button in the Select Metric column for that metric.

O R A C L C  Enterprise Manager 10g ‘ 
Dolabas« Conti ni

S eto ) Preference» H e b  Loacut

P a a E a S f t .T E S T l Q G  > Manage Metrics > Edt Thresholds

E d i t  T h r e s h o l d s
You can set a warning and critical threshold for each of the metrics below. When a threshold Is reached, an alert ŵ  CanceQ ( P ip  
be generated and the response action. If specified, executed. The response action can be any command or script, 
with a fuly quaMed path, that Is accessible to the Management Agent.
<31 TIP Some metrics do not aAow a default set of thresholds for ail their monitored objects Click "Specify Multiple Thresholds' to 

set thresholds for specific objects
Related U r* Response to Taioet Down ________________________________

(CopyThresholds From Metric Baseline) 
Specify M ultiple Thresholds^

Archiver Hung Alert Log 
Enor
Archiver Hung Alert Log 
Enor Status

Average File Read Time 
(centi-seconds)
Average Fde Witte Time 
(centi-seconds)
Average Users Waiting El

Figure 8.8 - Edit Thresholds
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2. Click Manage Metric Indexes. The Manage Metric Indexes: 
metric_name page is displayed. This is where specific 
threshold and response action settings can be added or 
deleted. For example, the Table Space Used (%) metric for 
thresholds for individual tablespaces can be set. To change the 
thresholds, select this metric; then click Manage Metric 
Indexes. Enter the tablespace name and its warning and critical 
values.

Figure 8.9 ■ Change Metric Thresholds

3. Click OK to save these changes.

PMdH*e: T F y n W  > MaMQg.Mgfei > E A  Thresholds

E d i t  T h r e s h o l d s
You can set a warning and critical threshold for each of the metrics M o w . When a  threshold Is reached, an aleit C tre e lJ l OK 
be generaed and the response action, if specified, executed. The response action can be any command or script, T  '
with a fufty quaMed path, that Is accessible to the Management Agent
&  TIP Some metrics do not allow a default set of thresholds for ail their monitored objects Click 'Specify Multiple Thresholds“ to 

set thresholds foi specific objects.

Related Link R eS P g )«  10 TafBSl PW D  __________________________________ _
(  Copy Thresholds From Metric Baseline

specify Multiple Thresholds^

Figure 8.10 - Save New Values
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A l e r t s  N o t i f i c a t io n  a n d  S e t u p

Oracle Enterprise Manager can be used to send alert notifications 
to the DBA by pager or email. Here is an example of setting up 
an email notification for critical alerts using OEM.

1. From the Database Control page, click the Setup link visible in 
the header as well as footer areas.

Home Performance Administration Maintenance

Related Links
AdxiSflLtaoual Alsum sioty AltHLaa.CgfUsni
All Mêmes Blackouts iSQt/Plus
■lobs Manage Meine Collection Errors
Momtqona ÆflnfiquHDqn Wast-PefiDglMgiQçs

Copyright C  1 9 9 6 ,2 0 0 4 . O rac le . All rights r e u r v r t .  
»b om  Orjcfc E n tfrp ra »  M in a o e t  lo g  O m b j » »  Control

iSGEJKfi* I t&B I LQU9UI

Figure 8.11 - Settingup Alerts

2. Click Notification Methods on the Setup page. See figure below.

Complete the information needed for the Mail Sever portion 
on this page. Seek help from a network administrator or refer 
to online help for more information regarding mail server 
names; as discussion on mail server names is beyond the scope 
of this book.
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N o t i f i c a t i o n  M e t h o d s

« Ц Щ И Н И В И И  ЯД] ид и —

Notification Methods allow you to globally define dfferent mechanisms for sending notifications. These ln< 
e-mail, SNMP traps and running custom scripts. Once defined, these methods can then be used «4th Notl 
R iies for sending notifications to administrators as a result of alert occurrences. Each administrator has 
Notification Rules defined as a preference.

Mail Server

The Information below Is needed before Enterprise Manager can send e-mail notifications I  Revert 
by means of Notification Rules. (Test Mall S

Outgoing Mari (SMTP) Serve]

Identify Sender 

Sender’s E-mail

Scripts and SNM P Traps 
Before Enterprise Manager can send notifications by means of OS commands, PL/SQL procedures, o 
traps, you need to first define them as methods. Any administrator can then use these methods In 
Notification Rules.

Add | OS Command

|No notification methods found.

(SB TIP Remember to create Notification Rules In order to send notifications by means of these metl

Figure 8.12 - Alert Notification

3. From any Database Control page, click on the Preferences link 
visible in header or footer areas. See Figure 8.12 above.

4. Select General and enter the appropriate email address in the 
E-mail Address section.
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These addresses are used to send notifications to you. You can specify mufti pie addresses if 
you want to be notified in Afferent ways, and the format to use for each address. Later on, you 
wffl need to define a Notification Schedule before any e-mall notifications can be sent to you.

Figure 8.13 -Alert Notification

5. Select Notification Rules to modify any default notification 
rules. This page will help with changing the severity settings 
for receiving notification.
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ö R A C L j S  Ь п Ь ф гке  M anager Щ  
Database Control

-SS" TreíereñccT ШШ~

N o t i f i c a t i o n  R u l e s
I Notification rules alow  you to choose the targets and comMons for which you ^ ^ _____

want to receive notifications iron Enterprise Manager. These notifications i  Revert )  t, A pply )
Indude e-mail, SNM P traps and naming custom scripts._______ _______________________________

(c re a te )  ^Assign Methods to Multiple Rules)

System-generated notification n ie  for monitoring 
Agents who lose contact with the Management 
Service due to network problems, host problems or 

^  Aoents SYSMAN Agents going down. F
Unreachable

System-generated notification n ie  for monitoring 
C  rtataKaca SYSM AN Databases’ avail ability and critical metric statuses. F

Availability and 
Critical States

System-generated notification n ie  for monitoring 
r  Host Availahrtitv SYSMAN Hosts’ availability and critical metric statuses. F

•and Critical 
Static

System-generated notificaron n ie  for monitoring 
database Listeners' avaflabffity and critical metric 

c  üstener SYSMAN statuses. F
Availability

&  T IP  For e-mail notifications to be sent, your Super Administrator must configure an Outgoing Mall 
________(SMTP) Server within Enterprise Manager.________________________________________________

Figure 8.14 - Notification Rules

This concludes the review of alert set up and management, the 
next will explore how to respond to them.

R e s p o n d i n g  t o  A l e r t s

Whenever an alert is received, follow the recommendations it 
provides or run ADDM or another advisor as needed to get a 
more detailed diagnostics of system or object behavior. The DBA 
can also opt to run a corrective script to run on receiving an alert 
as mentioned in Managing Metric Thresholds section.

If  a Tablespace Space Usage alert is received, take remedial 
actions by running the Segment Advisor on the tablespace to 
identify objects for shrinking. Those objects can then be shrunk 
to free space.
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The next section goes into how to clear the alerts part of alert 
management.

C l e a r i n g  o f  A l e r t s

Oracle clears most of the alerts automatically when the cause of 
the alert disappears. But, there are certain alerts that need to be 
acknowledged by the DBA, and alerts that require corrective 
measures. After taking the necessary corrective actions, 
acknowledge the alert by clearing it or purging it. Clearing an 
alert sends it to the Alert History, which is viewable from the 
home page of OEM under Related Links; whereas, purging an 
alert removes it from the Alert History.

To clear an alert, choose the Alerts link in the Home page. Click 
the Alert link and the Alert Log page appears. Select the alert to 
be cleared and click Clear or click Purge to purge the alert. It is 
also possible to Clear Every Open Alert or Purge Every Alert 
using these buttons, though it is not recommended as a good 
practice.

D a t a  P u m p

No database is complete without data loading and unloading. The 
new data movement tools in Oracle will be briefly explained in 
the following paragraphs.

Oracle Database lOg provides a new high-speed infrastructure 
for data and metadata movement called Data Pump aka 
DBMS_DATAPUMP. The data pump infrastructure provides a 
dramatic improvement in performance over the original export 
and import utilities. It provides high-speed data load and unload 
capability to existing tables. Using a robust proprietary format, 
platform independent flat files can be moved between multiple 
servers. It is also possible to use the new network mode to
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transfer data using database links. Although their commands are 
similar to Export and Import, they are separate products.

Oracle Database lOg introduces new tools that support this 
infrastructure as well as new command line export and import 
clients, expdb and impdb. Parallelism for Data Pump is only 
available in the Enterprise Edition

This diagram shows the major components of Data Pump 
architecture.

The major components of Data Pump are as follows:

■ Direct Path A P I (DPAPI) - Row data is read or written to 
dump filesets as a DPAPI stream. This reduces the duration
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of data conversion and parsing while executing load and 
unload processes.

■ External Tables Services Data Pump - uses the following 
external table access drivers:

■ ORACLE_LOADER - provides external table read-only 
access (originally debuted in Oracle 9i).

■ ORACLE_DATAPUMP - a new access driver that 
provides external table read/write access using DPAPI 
streams.

■ DBMS_METADATA package - provides database object 
definitions to an expert worker process for the entire database 
or the requested subset in proper creation order. It recreates 
all objects from XML representations at import time.

■ DBMS_DATAPUMP package - provides the API for high 
speed export and import utilities for bulk data and metadata 
movements.

■ SQL Loader client - has been integrated with external tables 
to provide automatic migration of loader control files to 
external table access parameters.

■ New export and import clients (expdp and impdp) - While 
remaining compatible with original export and import clients, 
these provide thin layer connections making calls to the 
DBMS_DATAPUMP package to initiate and monitor Data 
Pump operations.

■ SQL Plus - can be used as a client of DBMS_DATAPUMP 
for simple status queries against ongoing database operations.

■ Miscellaneous Applications - OEM, User applications.

Data Pump Export (dpexp) is a utility for unloading data and
metadata into a set of operating system files called dump file sets.
Data Pump Import (dpimp) is used to load data and metadata
stored in these export dump file sets to a target database.
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The Data Pump API accesses its files on a server rather than on 
the client. In network mode, these utilities can be used to export 
data from a remote database to a dump file set, or load a target 
database direcdy from a source database with no intervening files. 
This network mode is helpful to export data from a read-only 
database and import into another database.

At the heart of every Data Pump operation is the master table 
(MT), which is a table, created in the schema of the user running 
a Data Pump job. The MT maintains all aspects of the job. The 
MT is built during a file-based export job and is written to the 
dump file set as the last step. The MT is the key to Data Pump’s 
restart capability in the event of a planned or unplanned job 
stoppage. The MT is dropped when the Data Pump job finishes 
normally.

Some benefits of Data Pump Export and Import are as follows:

■ It is possible to detach from a long running job and reattach 
without affecting the job. This enables the DBA to monitor 
jobs from multiple locations, stop the jobs and restart them 
later. The space needed for an export job can be estimated 
using the ESTIMATE ONLY attribute. This prevents the 
destination directory from running out of space.

■ Data Pump also supports fine-grained object selection using 
the EXCLUDE, INCLUDE, and CONTENT attributes. 
This helps in scenarios such as exporting and importing a 
subset of a large data warehouse to datamarts etc. The version 
of database objects can be specified through the VERSION 
attribute.

■ the number of threads working for the Data Pump job can 
also be controlled. Parallel is available only in Enterprise 
version of the database.
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■ Another benefit of Data Pump is the remapping of data 
during export and import processes. With this, the names of 
source data files, source schema names, and source 
tablespaces can be changed to different names at the target 
system.

P r o c e s s  F l o w  in  D a t a  P u m p  I m p le m e n t a t i o n

Client Cl starts a Data Pump Export operation by calling the 
DBMS_DATAPUMP package. This starts the Master Control 
Process (MCP) and establishes two queues. One of these queues 
sends status, logging, and error information to clients interested 
in this operation (Status Queue - Ql). The second queue controls
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the work process established by the MCP. The second queue is 
also used by the client to post dynamic commands to the MCP.

Client Cl calls DBMS_DATAPUMP to start the job. The MCP 
starts ‘n’ processes that registers with the command and Control 
Queue Q2. The MCP establishes ‘n’ initial files for each stream to 
make up the dump file set. More files are created as the job 
progresses depending on the space consumption.

Using the DBMS_METDATA package, the MCP directs one of 
the worker processes to initiate retrieval of metadata. All 
metadata is written to the dumpfile set as XML. This will help in 
metadata transformations on import process.

During this operation a master table is maintained in the schema 
of the user starting this operation. When metadata is retrieved, 
size and location of each object is written in individual rows to 
the master table. When the entire operation is finished, the 
master table is loaded into the dump file set.

During import, the first step is loading the master table from the 
dump- file set. This master table has all the sequencing 
information for the entire import job and enables the restart for 
both export and import.

To unload row data, the MCP checks for a worker process to 
perform unload operations for the current table. If it finds a 
process, it will send a request to it to unload the table. Each row 
of unload data will be unloaded in DP API stream format into a 
file and byte offset supplied by the MCP. Only one active thread 
of unload writes to a file at a given time. During this process, the 
worker and master processes communicate via the command and 
control queue to track progress, space requirements, and errors, if 
any.
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While the export job is running, the original client can detach 
from the job without aborting the job. More than one client may 
be attached to a job at any time. Other clients can use SQL*Plus 
to execute scripts to monitor this job at the same time. After all 
objects are successfully exported and the master table is unloaded 
to the dump file set, the processes are stopped and the job 
terminates.

As explained earlier, Data Pump supports direct path API and 
external tables to access table data. These two methods can be 
used interchangeably for import and export.

Data Pump uses direct path load and unload when a table’s 
structure allows it and maximum single stream performance is 
desired. The Data Pump uses external tables over direct path 
when it works with the following clustered tables, tables with 
active triggers or referential integrity (constraints), tables with fine 
grained access control enabled in insert and select modes, and 
existence of global indexes in single partition loads. Also, if a 
table contains encrypted columns, domain index exists for LOB 
column or loading tables that are partitioned differently at load 
time and unload time.

All files are accessed relative to server paths, as Data Pump is 
Server based. It cannot work with absolute paths. 
DATA_PUMP_DIR is an environment variable created for the 
purpose of specifying a directory object name rather than the 
directory parameter. If no explicit directory object is specified, 
Data Pump looks at the DATA_PUMP_DIR variable. The user 
must have appropriate access privileges to the directory object for 
the operation attempted.

There are three types of files that are managed by the Data Pump 
jobs. These files are - dump files to contain the data and metadata 
that is being moved, log files to record the messages associated
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with an operation, and SQL files to record the output of a 
SQLFILE operation.

Data Pump Jobs

This section is intended as a high-level summary on Data Pump 
Jobs. For more information on using expdp and impdp 
commands and detailed examples, see Oracle Database Utilities 
documentation or Rampant’s Oracle Database lOg New Features 
book. Oracle Database lOg keeps dictionary views for the Data 
Pump utilities such as DBA_DATAPUMP_JOBS, 
DBA_DATAPUMP_SESSIONS, and etc. Longer running jobs 
are tracked through v$session_longops.

Data Pump utilities can be invoked from the Command line 
interface, the parameter file interface, and the interactive 
command interface. All file-related parameters (LOGFILE, 
DUMPFILE, and SQL FILE) require a directory object. This can 
be embedded in the specific file parameter or by the directory 
parameter. Parallel Full export and imports can be enabled by 
adding parallel = ‘n’ in the scripts. Also, selected schemas, 
objects, or tablespaces can be exported by specifying their names 
during the operation.

If there is more than one export job running, the job name has to 
be specified to attach to any particular job and to be monitored. 
If there is only one job, the ATTACH command will attach to it 
by default.

A job can be stopped with the STOP_JOB command. The client 
session is terminated and the job winds down in a controlled 
fashion. The job can be restarted as long as the dump files are 
not disturbed. The user can restart the job using START_JOB
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command. The job can be killed by the KILL_JOB command. In 
order to exit a client, use the EXIT_CLIENT command.

External Tables

In previous releases, external tables were read only. However, as 
of Oracle lOg, external tables can also be written to. Although 
neither Data Manipulation Language (DML) operations nor 
index creation is allowed on an external table, it is possible to use 
CREATE TABLE AS SELECT .. to populate an external table 
composed of Direct Path API flat files that are operating system 
independent.

Loading data refers to reading data from an external table and 
loading into a table in the database. Unloading data refers to 
reading data from a table in the database and inserting the data 
into an external table. Loading and Unloading data can be done 
with external tables using the new Data Pump access driver.

The advantage of loading and unloading data is to unload tables 
to flat files and load the flat files to target system, which is helpful 
for large data volumes. For larger tables, parallel loads can be 
done. ETL operations are not possible with Data Pump.

The status of external tables can be queried from the 
PROPERTY column of the dba_extemal_tables view. The 
following views list the specific attributes of external tables in the 
database:

■ dba_extemal_tables

■ all_extemal_tables

■ user_extemal_tables

A list of data sources for external tables can be obtained from:

■ dba_extemal_locations
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■ all_extemal_locations

■ user_extemal_locations
A detailed explanation of external tables is beyond the scope of 
this book. For more information regarding the use of external 
tables and detailed examples on these tables, see Oracle Database 
Utilities documentation or Rampant’s Oracle Database 10g New 
Features book.

Conclusion
This chapter reviewed database alerts, alert metrics, alert 
monitoring, and communicating them to the DBA and use of 
OEM to set these correctly. Information was also presented 
about the new Data Pump technology for high-speed data and 
metadata movement. The important review points are as follows.

■ Alerts help the DBA to monitor the databases using the 
notifications generated on reaching or exceeding particular 
metric threshold values.

■ Oracle defines Metrics as a set of statistics for certain system 
attributes which are calculated and stored by the Automatic 
Workload Repository (AWR).

■ Oracle Enterprise Manager can be used to send alert 
notifications to the DBA by pager or email.

■ The data pump infrastructure provides a high-speed data load 
and unload capability over the original export and import 
utilities.

■ Data Pump Export (dpexp) is a utility for unloading data and 
metadata into a set of operating system files called dump file 
sets.

■ Data Pump Import (dpimp) is used to load data and metadata 
stored in these export dump file sets to a target database.
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■ Data Pump also supports fine-grained object selection using 
the EXCLUDE, INCLUDE and CONTENT attributes.

■ Using Data Pump, data can be remapped during export and 
import processes.
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Book Conclusion
This book was the culmination of a genuine attempt to explain all 
the intricacies of Oracle Database lOg automatic administration 
features. While it is impossible to explain all these features in 
detail in such a conscise book, an attempt has ben made to 
explain almost all important points in a clear and lucid style for 
novice as well as veteran DBAs. For more information on any of 
these database features, please refer to the materials mentioned in 
the references. The hope is that this book will be really helpful 
for a smooth voyage through the seas of Oracle Database lOg.
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About Mike Reed
When he first started drawing, Mike 
Reed drew just to amuse himself. It 
wasn't long, though, before he knew 
he wanted to be an artist.

Today he does illustrations for 
children's books, magazines, catalogs, 
and ads.

He also teaches illustration at the 
College of Visual Art in St. Paul, 
Minnesota. Mike Reed says, "Making 

pictures is like acting — you can paint yourself into the action." 
He often paints on the computer, but he also draws in pen and 
ink and paints in acrylics. He feels that learning to draw well is 
the key to being a successful artist.

Mike is regarded as one of the nation’s premier illustrators and is 
the creator of the popular “Flame Warriors” illustrations at 
www.flamewarriors.com. A renowned children’s artist, Mike 
has also provided the illustrations for dozens of children’s books.

Mike Reed has always enjoyed reading. As a young child, he liked 
the Dr. Seuss books. Later, he started reading biographies and 
war stories. One reason why he feels lucky to be an illustrator is 
because he can listen to books on tape while he works. Mike is 
available to provide custom illustrations for all manner of 
publications at reasonable prices. Mike can be reached at 
www.mikereedillustration.com.
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A r e  y o u  W I S E ?

G e t  t h e  W o r k l o a d  I n t e r f a c e  S t a t i s t i c a l  E n g i n e

W I S E  c o n ta in s  in te llige n t u tilitie s w ith  a n  e a sy -to -u se  g r a p h ic a l  

in te rface  a llo w  to  O ra c le  p r o fe s s io n a ls  a n d  O ra c le  tu n in g  exp e rts  

to  ge t  m o s t  f r o m  O rac le .

T h e  c o p y r ig h te d  te c h n o lo g y  w ith in  W I S E  p r o v id e s  

u n p re ce d e n te d  v isu a liz a t io n  o f  h id d e n  tre n d s  a n d  s ign a tu re s  fo r  

m o re  th a n  100 p e r fo rm a n c e  statistics.

E a s y  G r a p h ic s  - P r o v id e s  

e asy  g r a p h in g  a n d  an a ly s is  fo r  

S T A T S P A C K  a n d  A W R  

data.

In s ig h t fu l  - See  h id d e n  

s ign a tu re s  o f  p r o c e s s in g  

p a tte rn s  fo r  a ll O ra c le  

m etrics.

In te llig e n t  - D is p la y s  t im e -  

series in fo rm a t io n  o n  a ll 

im p o r ta n t  O ra c le  m etrics.

F in d  B o t t le n e c k s  - W I S E  in te llige n t g r a p h ic s  can  q u ic k ly  lo ca te  

1 / O ,  C P U  a n d  N e t w o r k  b o ttle n e ck s.

E x p e rt  S o ftw a re  - W I S E  h a s  b u ilt - in  a d v is o r  features to  h e lp  y o u  

u n d e rs ta n d  the ro o t  cau se  o f  a n y  O r a c le  p e r fo rm a n c e  issue.

O n l y  $ 1 9 9 . 9 5  
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G o t  S c r i p t s ?

A d v a n c e d  O r a c l e  M o n i t o r i n g  a n d  

T u n i n g  S c r i p t  C o l l e c t i o n

This is the complete collection from the world's best Oracle 
DBA Mike Ault. It contains 590 working Oracle scripts and 
costs only $39.95 - Less than 7 cents per script!

^Provides every SQL script 
in the powerful Mike Ault 
arsenal.

^Contains script for all versions 
of Oracle, from Oracle7 through 
Oracle9i.

^Contains script for SQL tuning, 
Oracle monitoring and Oracle 
SGA tuning.

*The product of thousands of 
hours of analysis.

*At pennies per script, this is a must-have for every Oracle DBA.

It would take man-years to develop these scripts from 
scratch, making this the best value in the Oracle industry.
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O r a c l e  D à t a g u a r d
Standby Database Failover Handbook

f в /put Kumar

O r a c l e  D a t a  G u a r d

S ta n d b y  D a ta b a s e  
F a ilo v e r  H a n d b o o k

By: Bipul Kumar

ISBN 81-7366-491-9

This book is an essential guide for planning a disaster recovery 
strategy. Covering all areas of disaster recovery, standby database 
and automatic Oracle failover, this book explains how the use of 
Oracle lOg Data Guard provides a comprehensive solution for 
disaster recovery. This book covers all aspects of Oracle Data 
Guard in detail and provides an overview of the latest Data 
Guard features in Oracle lOg.

Written by a working Oracle DBA, this text covers the concepts 
and the architecture of standby databases and provides a detailed 
description of the implementation and management of data 
guard. Expert tips are revealed for success in configuration and 
first-time implementation of Data Guard. Advance topics such as 
"Using RMAN to create Data Guard Configuration" and "Data 
Guard Broker" have been explained in detail to assist production 
DBAs managing multiple databases.

http://www.rampant-books.com
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Hunter

Hunter

Burleson

Haeder

Burleson

Burleson

Burleson

Dr. Kumar

8173669112 Conducting the J2EE Job Interview: IT Manager Guide for 
J2EE with Interview Questions, 244 Pages 

8173669147 Conducting the Java Job Interview: IT Manager Guide for 
Java with Interview Questions, 308 Pages 

8173669155 Conducting the Network Administrator Job Interview:
IT Manager Guide with Cisco CCNA Job Interview 
Questions, 146 Pages 

8173667764 Conducting the Oracle Job Interview Tips *
IT Manager Guide for Oracle Job Interviews with Interview 
Questions (Includes Oracle 9i), 144 Pages 

8173669139 Conducting the Programmer Job Interview: IT Manager 
Guide with Java, J2EE, C, C++, Unix, PHP and Oracle 
Interview Questions!, 308 Pages 

8173669074 Conducting the UNIX Job Interview: IT Manager Guide 
with Unix Interview Questions, 180 Pages 

8173667829 Conducting the Web Designer Job Interview: IT Manager 
J2EE Job Interview Questions, 308 Pages 

8173669082 Conducting the Web Master Job Interview: IT Manager 
Guide with Webmaster Interview Questions!, 372 Pages 

817366773X Creating a Self-Tuning Oracle Database - Automating 
Oracle9i Dynamic SGA Performance, 156 Pages 

8173664927 Easy Oracle Automatic: OraclelOg Automatic Storage,
Memory and Diagnostic Features, 300 Pages 

8173667810 Mike Ault’s Oracle Internals Monitoring &
Tuning Scripts - Advanced Internals & OCP Certification 
Insights for the Master DBA (Includes Oracle 10g), 368 Pages 

8173668523 OCP Instructor’s Guide for Oracle DBA
Certification: A Study Guide to Advanced Oracle Certified 
Professional Database Administration Techniques, 340 Pages 

817366854X OraclelOg Grid & Real Application Clusters: OraclelOg Grid 
Computing with RAC, 868 Pages 

8173668558 Oracle Database 10g New Features: OraclelOg Reference 
for Advanced Tuning & Administration, 548 Pages 

8173664919 Oracle Data Guard: Standby Database Failover Handbook, 364 Pgs 
8173669104 Oracle Disk 11О Tuning: Disk IO Performance & Optimization 

for Oracle 10g Database, 244 Pages 
8173667748 Oracle Performance Troubleshooting -  with Dictionary Internals

SQL & Tuning Scripts (Includes Oracle 9i),268 Pages Schumacher
8173668515 Oracle Privacy Security Auditing: Includes Federal Law Compliance with HIPAA, 

Sarbanes-Oxley & The Gramm-Leach-Bliley Act GLB 
(Includes Oracle 10g), 692 Pages 

8173667756 Oracle9i RAC - Oracle Real Application Clusters Configuration 
and Internals, 628 Pages 

8173664978 Oracle Wait Event Tuning: High Performance with Wait Event 
Interface Analysis (Includes 10g), 276 Pages 

8173667780 Oracle Replication - Snapshot, Multi-Master &
Materialized Views Scripts (Includes Oracle 10g), 244 Pages 

8173669546 Oracle Solid State Disk Tuning: High Performance 
Oracle Tuning with RAM Disk, 204 Pages 

8173669090 Oracle SQL Tuning & CBO Internals (Includes Oracle 10g),354 Pgs 
8173664994 Oracle Streams: High Speed Replication & Data Sharing, 308 Pgs 
8173667772 Oracle Utilities - Using Hidden Programs, Import I Export, SQL'Loader,

Oradebug, Dbverify, Tkprof & More (Includes Oracle 9i), 276 Pages 
8173669120 Top Answers to Job Interview Questions: Includes

questions you must ask at every interview, 148 Pages
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Haeder 150.00
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Foot
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Garmany 250.00
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FORTHCOMING TITLES
April 2005

8173664935 Oracle PL/SQL Tuning: Expert Secrets for High Performance
Programming, 230 Pages Mortensen

8173669538 Oracle Silver Bullets: Real - World Oracle
Performance Secrets, 200 Pages Burleson

May 2005
8173669813 Easy Oracle SQL: Get Started Fast Writing SQL

Reports with SQLTIus, 200 Pages Col. Garmany
8173669821 Oracle Job Scheduling: Creating Robust Task Management

with dbmsjob and Oracle 10g dbms_Scheduler, 240 Pages Dr. Hall
817366983X Oracle Tuning Power Scripts with 100+ High

Performance SQL Scripts, 300 Pages Ault

June 2005
8173664854 Conducting the Web Services Job Interview: IT

Manager Guide for Web Services Job Interviews with Delphi,
.Net, XML UDDI, SOAP, ASP .NET & WSL Web
Services Job Interview Questions, 256 Pages Brown

8173664900 Conducting the Windows Advanced Server Job
Interview: IT Manager Guide to Windows Advanced Server 
Job Interviews with Itanium, .NET & Windows
Advanced Server Oracle Job Interview Questions, 276 Pgs Burleson

8173669848 Easy Java Debugging: Java Testing & Development for
Speed & Quality, 240 Pages Gradner

8173669856 Oracle Tuning: Oracle Time - Series Optimization with the
Automatic Workload Repository, 640 Pages Burleson

8173669864 Win Your Computer Dream Job: Job Interview Secrets for
Landing Your Next Job, 350 Pages Burleson

July 2005
8173669872 Easy Linux Commands: Working Examples of Linux

Command Syntax, 250 Pages Clark
8173669880 Easy Oracle HTML - DB: Creat Dynamic Web Pages

with Oracle, 400 Pages Cunningham
8173669899 Easy Oracle PHP By Example: Easy Dynamic Web

Pages with Oracle Data, 400 Pages Gogala
8173669902 Easy Oracle Jumpstart: Oracle Database Management

Concepts & Administration ( Includes 10g), 200 Pages Freeman
8173669910 Oracle RAC & Grid Tuning with Solid - State Disk: Experts

Secrets for High Performance Clustered Grid Computing, 230 Pgs Ault
8173669929 Personal Oracle RAC Clusters: Create Oracle 10g Grid

Computing At - Home, 200 Pages Stoever
8173669937 You’re Fired! Firing Computer Professionals: The IT Manager

Guide for Terminating “With Cause", 240 Pages Papaj

August 2005
8173669945 High Performance SQL Server DBA Tuning & Optimization

Secrets (Splash “SQL Server 2005 Yukon"), 240 Pages Schumacher
8173669953 Super SQL Server Systems: Turbocharge Database

Performance with C++ External Procedures, 450 Pages Gamma

Dates & Prices of forthcoming titles are tentative and subject to change without notice. 
All Prices are in Indian Rupees
TITLES RELEASED AFTER AUGUST 2004 ARE MARKED IN BOLD.
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For Wholesale enquiries contact:-

C-103, TTC Industrial Area, MIDC, Pawane, Navi Mumbai - 400 701. 
Tel: (91 22) 2763 4290 • Fax: (91 22) 2768 3337 

E-mail: spdorders@shroffpublishers.com

Branches
Kolkata

7B Haati Bagan Road, 1st Floor, 
Kolkata 700 014 

Tel: (91 33) 2284 9329, 2284 7954 
Fax: (91 33) 2240 6109 

• E-mail: spdcal@vsnl.com

Chennai
23, Damodharan Street, (Old No. 12) 

T.Nagar, Chennai - 600 017 
Tel: (91 44) 2431 5343 
Fax: (91 44) 2431 5342 

E-mail: spdchennai@shroffpublishers.com

Delhi
Basement, 2/11 Ansari Road, Daryaganj 

New Delhi - 110 002 
Tel: (91 11) 2324 3337 /8 
Fax: (91 11)2324 3339 

E-mail: spddel@shroffpublishers.com

Bangalore
7, Sharada Colony, Basaveshwamagar, 

8* Main, Bangalore 560 079 
Tel: (91 80) 5128 7393 
Fax: (91 80) 5128 7392 

E-mail: spdblr@shroffpublishers.com

Hyderabad Resident Representative
J a y a s h a n k e r  K u ppili  

M obile: 988 50 59050  
E-mail: shanker@shroffpublishers.com

For retail enquiries contact:-
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Computer Bookshop (India) Pvt. Ltd.
190 Dr. D.N. Road, Fort, Mumbai 400 001 

Tel: (91 22) 5631 7 9 2 2 /2 3 /2 4  
Fax: (91 22) 2262 3551 

E-mail: orders@cb-india.com
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E-mail: millennium@vsnl.com
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