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Preface

Over the last decade, there has been a considerable resurgence in interest in mobile communication.

Because of the ever increasing demand for higher data rate, support of more complex applications, and

seamless hand-over between the various networks, the mobile system has evolved over several genera-

tions from first generation to fourth generation. As a result of advancements in the technology, not only

have new wireless standards been developed but also the challenges in the design of the mobile handset

have been varied, which has thrown up more challenges for the design of unique handsets that can offer

solutions providing low power consumption, low cost, smaller size, high performance, and tremendous

flexibility. This challenge has created a significant opportunity for mobile phone design houses and

manufacturers to develop innovative products.

The purpose of this textbook is to initiate students, working practitioners, and mobile communication

readers to the technologies of the mobile handset, which is one of the fastest growing fields in today’s

engineeringworld. The inspiration forwriting this text came intomymindwhen Iwasworking for various

companies in the mobile communication field. As there is no such book presently available on the market

that covers the mobile communication principle and handset design aspects, I felt such a book might be

useful for students, as well as formobile communication practicing engineers, and project managers. This

textbook is based upon my working experience as a design engineer in the field of wireless and mobile

communications and is modeled on an academic course developed for electronics communication

engineering students.

This book covers all the aspects of mobile handset technology, starting from the very basic elements

of wireless communication systems, which will help everyone to master mobile handset design. It

covers the mobile communication working principle, different mobile communication standards and

the anatomy of mobile phones over the last four generations of mobile communication systems. This

book is written after consulting the literature, technical papers, books, and valuable notes in the mobile

communication field. I acknowledge with due courtesy the sources consulted in preparation of this

book. I express my sincere thanks and deep sense of gratitude to all colleagues (especially Srinath,

Mohan, Karthik, Sundar, Avinash, Mukesh, Arnab and Arvind), senior colleagues, friends, and family

members for their valuable suggestions. The author would greatly appreciate any positive criticisms

and suggestions from the readers for improving the quality of the book and to serve the wireless

community in a more useful way.





Introduction

This book is written to cover all aspects of mobile phones, beginning with the understanding of the working

principles, to practical engineering, and tomaking the final product. There are some basic principles on which

mobile communicationsystemsworking todayarebased.Atpresent, there arevarious technologies available to

select from when making a mobile system. Thus, we need to choose from what is available according to our

requirements (for example, data speed, mobile speed) and collect these in a rule book to produce a standard so

that everyone can do business together, as one can not develop all the components of the entire system

individually. As the technology evolves, somany new standards are being developed. In this book, the reader is

first introduced to theworking principle of amobile phone.Next, the different problems and the corresponding

designsolutions (including thevarious latest research) into theRFandbasebanddesignaredescribed.These are

the basic principles that any designer has to comprehend in order to analyze and understand the design of any

mobile device. Then the details of the design ofmobile phones through the different generations are discussed.

As a case study, the anatomy and internal details of 2G, 3G, and 4Gmobile phones are described. Finally, some

of the hardware and software design challenges for mobile phone are covered.

Chapter 1 “Introduction to Mobile Handsets”

In this chapter, the reader is first introduced to the different terminologies and parameters associated with

mobile communication. It describes the origins and the need for telecommunication, then the quest for

wireless communication and gradual movement towards cellular communication through the long range

cordless phone concept. The mobile handset is introduced and there is a brief discussion (by way of an

introduction to the components) of the working principles of the various essential components inside it.

Finally, the chapter scans through the evolution of the mobile handset covering the generations of mobile

communication (from 1G to 5G).

Chapter 2 “Problem Analysis in Mobile Communication System”

Awireless channel is more complex than a traditional wired transmission channel. A range of problems

such as multi-path, fading, interference, environment noise, burst noise, time dispersion or delay spread

are involved in signal transmission through a wireless channel. In this chapter, how the signal

transmission–reception process becomes gradually complex from a point to point – wire-line scenario

to amulti-user – wireless – mobile scenario is discussed. A detailed description is provided of the various

problems and issues associated with a wirelss mobile channel, which need to be mitigated in the mobile

receiver design and will be helpful for channel and receiver simulation.

Chapter 3 “Design Solutions Analysis for Mobile Handsets”

Various wirelsss channel problems have a strong negative impact on the bit error rate and receiver

performance of any modulation technique. The main reason why detection in a fading channel has poor



performance compared with an AWGN (additive white Gaussian noise) channel is because of the

randomness of the channel gain due to the effect of deep fade. Thus, in order to combat these effects, we

need to establish the corresponding radio receiver design solutions. It is mainly diversity, equalization,

and channel coding techniques that are used to improve the quality of the received signal and to reduce the

bit error rate. Also, different modulation techniques are chosen to meet the data rate and spectrum

efficiency. In this chapter, we discuss the various design solutions for combating the wireless channel

issues, whichwere discussed inChapter 2. The designer can select a range of design solutions based on the

system requirements, cost, size, and performance trade-off.

Chapter 4 “Mobile RF Transmitter and Receiver Design Solutions”

An RFmodule is the analog front-end module that is responsible for signal reception from the air, down-

conversion to a baseband signal on the receiver side and up-conversion of the baseband signal to an RF

signal, and then transmission in the air on the transmitter side. There are various design solutions available

formobile front-endRFmodules. In this chapter, theRF front-end architecture and the design aspects for a

mobile transmitter and receiver are discussed in detail.

Chapter 5 “Wireless Channel Multiple Access Techniques
for Mobile Phones”

In the case of wireless communication, we use air or free-space as the medium and EM waves as the

information carrier. Air, being a public channel, needs to be multiplexed among various simultaneous

users. In this chapter, differentmultiple access techniques are discussed in order to share the samewireless

air channel between numerous users and wireless mobile standards. These are mainly: Time Division

Multiple Access (TDMA), Frequency Division Multiple Access (FDMA), Code Division Multiple

Access (CDMA), and Orthogonal Frequency Division Multiple Access (OFDMA).

Through the above chapters, the working principles and the different design solutions for any mobile

handset should be well understood. Next, as a case study, the mobile phones for 2G, 2.5G, 3G, and 4G

systems are discussed with respect to the system architecture, software protocol design, operations,

procedures, and hardware anatomy.

Chapter 6 “GSM System (2G) Overview”

GSM (Global System for Mobile Communications) is world’s first cellular system to specify digital

modulation, network level architectures, and services. Today, it is the world’s most popular second

generation (2G) technology, with more than one billion subscribers worldwide. In this chapter, the

reader is given a brief introduction to the GSM standard, network architecture, and various interfaces of

the GSM system.

Chapter 7 “GSM Radio Modem Design: From Speech to Radio Wave”

Auser speaks in front of phone’smicrophone and the analog speech signal is converted into a digital signal

and source coded. Then error correction (FEC) coding is applied to the speech data in order to protect it

from the channel disturbances. After this the coded data are interleaved to protect them from burst error

and then ciphered for security purpose. Next these are assembled into bursts along with the training

sequence and tail and guard bits. It is then ready for transmission over the radio interface. Digital

modulation is performed and then up-converted to the GSM RF channel frequency band and transmitted
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via the air. The reverse process is performed at the receiver side. In this chapter, the radio design aspect of a

GSM system is discussed in detail, which includes various logical and physical channel concepts, various

physical layer processing, baseband design parameters, and the different blocks in a digital transceiver.

Chapter 8 “GSM Mobile Phone Software Design”

As discussed in the earlier chapters, a GSMmobile handset system consists of several essential hardware

blocks, the necessary software for driving these hardware blocks, a protocol stack for governing

communication, and application software for running the various applications. Typically, the software

part consists of several modules such as a boot loader, initialization code, protocol stack, device drivers,

and RTOS. Apart from this, there may be audio and video related software, a Bluetooth stack, and also

some other application software such as gaming, a calculator, and so on. In this chapter, the software

system of a GSM mobile phone is discussed in detail.

Chapter 9 “GSM Mobile Phone Operations and Procedures”

When a mobile phone is switched ON, its first task is to find a suitable BTS (base transceiver substation)

throughwhich it cangain access to the network.AllBTSs broadcast their allocatedBCCH(broadcast control

channel) carrier (different neighbor BTSs are allocated different radio beacon frequencies to transmit

according to frequency planning and each BTS has a single broadcast (BCCH) frequency) in the respective

cell. Generally upper layer protocol stack commands layer-1 to program theRFmodule tomeasure theRSSI

(received signal strength indication –which is usuallymeasured as the square root of I2 andQ2) for different

carrier frequencies and then once it is performed, layer-1 indicates the result to the upper layer. On the basis

of this result, the upper layer decides on which carrier frequency it should search for FB and SB bursts

(generally it selects the carrier frequency on the basis of the highest RSSI value). This process is called cell

selection. In this chapter different operations of mobile phones, starting from the switch ON, to camp on, to

call setup, to handover, to call release are discussed in detail with a message flow diagram.

Chapter 10 “Anatomy of a GSM Mobile Handset”

The GSM mobile handset has evolved over a period of time and improved its efficiency with respect to

size, weight, complexity, application support, performance, and battery life. InChapter 1,we have already

briefly discussed the internal components of any mobile phone. The basic phone architecture and the

associated peripherals such as display (LCD), keypad, speaker, and microphone remain almost the same

with respect to the air interface technology or mobile standard used. However, based on the mobile

standard chosen, the front-end RF unit, the baseband processing unit as well as the protocol stack used

(especially up to layer-3) will be different. This chapter discusses in detail the internal structure of a GSM

mobile phone and some of its internal components and functional blocks.

Chapter 11 “Introduction to GPRS and EDGE (2.5G) Supported
Mobile Phones”

In order to address the inefficiencies of circuit switched radio transmission, two cellular packet data

technologies have been developed: Cellular Digital Packet Data (CDPD) (for AMPS, IS-95, and IS-136)

and theGeneral Packet Radio Service (GPRS). Basically, GPRS is based on the packet radio principle and

to support this some modifications have been done on both the network and the mobile sides. In this

chapter, GPRS and EDGE (known as 2.5G) systems and the corresponding design changes from GSM

mobile phones to support these technologies are discussed.
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Chapter 12 “UMTS System (3G) Overview”

Second generation (2G)mobile communication systems have several limitations. To satisfy the increasing

demand for higher data rate, tighter data security, larger network capacity, and support of various

multimedia applications, the International Telecommunication Union (ITU) has defined a set of

requirements, which specify what is needed from the next generation (3G) mobile systems. In this

chapter, UMTS (Universal Mobile Telecommunication System) network architecture and its evolution

from GSM (2G) is briefly discussed.

Chapter 13 “UMTS Radio Modem Design: From Speech
to Radio Wave”

This chapter presents a WCDMA (Wideband Code Division Multiple Access) air interface, also referred

to as UMTS terrestrial radio access (UTRA), which has been developed through the Third-Generation

Partnership Project (3GPP) and radio modem design aspect of a UMTS mobile handset. This chapter

discusses the various logical, transport, and physical channels and the corresponding physical layer

modem design blocks.

Chapter 14 “UMTS Mobile Phone Software and Operations”

As with a GSM phone, a UMTS mobile phone also contains modem software module and several other

applications processing software modules, along with the OS and associated software modules. UTRAN

interface consists of a set of horizontal and vertical layers of protocol architecture. TheWCDMAprotocol

has a layered structure designed to give the system a great deal of flexibility. The WCDMA structure is

divided vertically into an “access stratum” and a “non-access stratum,” and horizontally into a “control

plane” and a “user plane.” Protocol layers-1 and -2 are in the access stratum. Protocol layer-3 is divided

between the access and non-access strata. In layers-2 and -3, control plane and user plane information is

carried on separate channels. Within layer-1 some channels carry only control plane information, while

others carry both user and control plane data. This chapter discusses the software and protocol design

aspects of a UMTS mobile handset.

Chapter 15 “Anatomy of a UMTS Mobile Handset”

This chapter provides more information on the various internal blocks, and hardware–software compo-

nents of a UMTS mobile phone.

Chapter 16 “Next Generation Mobile Phones”

Over the last few years, there has been a considerable resurgence in interest in wireless communication.

Owing to the ever increasing demand for higher data rate, support of more complex applications, and

seamless handover between the various networks, the wireless system has evolved over several

generations. 4G is an initiative to move beyond the limitations and problems of 3G, which is having

trouble being deployed and meeting its promised performance and throughput. 4G is intended to provide

high speed, high capacity, low cost per bit, IP based services. The 4Gmobile communication systems are

projected to solve the still-remaining problems of 3G systems and to provide a wide variety of new

services, from high-quality voice, to high-definition video, to high-data-rate wireless channels. One term

used to describe 4G is 4G¼C.A5,where, C isCommunication,A isAnytime,Anywhere,withAnyone, on

Any device, throughAny network. In this chapter, the latest trends towards different mobile phone system

xxiv Introduction



design complexities and a range of alternatives are reviewed. As a case study, a WiMAX based mobile

device is discussed. Finally, the next generation wireless mobile radio systems (4G and above) are

discussed, including cognitive radios.

Chapter 17 “Competitive Edge in Mobile Phone System Design”

Today’s mobile handset system is not just a piece of hardware or collection of software; rather it is a

combination of both hardware and software. In the present competitivemarket the key factors to success are

designing a system that can work with minimum resources (such as memory size andMIPS), which offers

highperformance in termsof execution speed, lowpower consumption, andhigh robustness. It is not always

difficult towrite a pieceof software toworkona system that is logically right, but it really is a big job towrite

a piece of software that will work in an environment of limited resources (such as memory, MIPS) with

greater speed of operation and that is logically correct. This chapter examines various factors that contribute

towards the development of a competitive mobile phone hardware and software protocol stack. Both

technical and non-technical aspects are considered. The key issues addressed include protocol architecture,

system performance in terms of memory, CPU, operating system (OS), electrical power consumption,

processing power (MIPS), cost, optimum hardware/software partitioning and productization.
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Introduction to Mobile Handsets

1.1 Introduction to Telecommunication

The word telecommunication was adapted from the French word t�el�ecommunication, where the Greek

prefix tele- (tZle-) means- “far off,” and the Latin word communicaremeans “to share.” Hence, the term

telecommunication signifies communication over a long distance. In ancient times, people used smoke

signals, drum beats or semaphore for telecommunication purposes. Today, it is mainly electrical signals

that are used for this purpose. Optical signals produced by laser sources are recent additions to this field.

Owing to the evolution ofmajor technological advances, today telecommunication is widespread through

devices such as the television, radio, telephone, mobile phone and so on. Telecommunication networks

carry information signals from one user to another user, who are separated geographically and this entity

may be a computer, human being, teleprinter, data terminal, facsimiles machine and so on. The basic

purpose of telecommunication is to transfer information from one user to another distant user via a

medium. God has given us two beautiful organs: one is an eye to visualize things and other is an ear to

listen. So, to the end users, in general information transfer is either by voice or as a realworld image. Thus,

we need to exchange information through voices, images and also computer data or digital information.

1.1.1 Basic Elements of Telecommunication

The basic elements of a telecommunication system are shown in the Figure 1.1. In telephonic

conversation, the party who initiates the call is known as the calling subscriber and the party who is

called is known as the called subscriber. They are also known as source and destination, respectively. The

user information, such as sound, an image and so on, is first converted into an electrical signal using a

transducer, such as a microphone (which converts sound waves into an electrical signal), a video camera

(which converts an image into an electrical signal) and so on, which is then transmitted to the distant user

via amedium using a transmitter. The distant user receives the signal through the use of a receiver and this

is then fed to an appropriate transducer to convert the electrical signal back into the respective information

(for example, a speaker is used as a transducer on the receiver side to convert the electrical signal into a

sound wave or the LCD display is used to convert the electrical signal into an image).

Before getting into an in-depth discussion, we will first familiarize ourselves with some of the most

commonly used terms andmathematical tools for mobile telecommunication system design and analysis.

We will learn about some of these as we progress through the various chapters.
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1.1.1.1 Signal

The amplitude of a time varying event is described as a signal. Using Fourier’s theory a signal can be

decomposed into a combination of pure tones, called sine or cosine waves, at different frequencies.

Different sine waves that compose a signal can be plotted as a function of frequency to produce a graph

called a frequency spectrumof a signal. The notion of a sinusoidwith exponentially varying amplitude can

be generalized by using a complex exponential. Based on the nature of the repetition of the signal

amplitude with respect to time, the signal can be classified as periodic (repeats with every period) and

aperiodic (not a periodic waveform). Also, signals can be either continuous or discrete in nature with

respect to time.

Analog Signal
Analog signals are continuous with time as shown in Figure 1.2. For example, a voice signal is an analog

signal. The intensity of the voice causes electric current variations. At the receiving end, the signal is

reproduced in the same proportions.

As shown in the Figure 1.3, the signal can be represented in complex cartesian or polar format.Here,T is

period of a periodic signal (T¼ 1/frequency) andA is themaximumamplitude.oo is the angular frequency

(¼2pf ) and K is the phase at any given instant of time (here at t¼ 0).

Signals having the same frequency follow the same path (repeat on every period T ), but different

points on the wave are differentiated by phase (leading or lagging). From the figure it is obvious that
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Figure 1.1 Basic elements of telecommunication
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one period (T ) is 360� of a phase (a complete rotation). Harmonics (2f, 3f, . . .) are waves having

frequencies that are integer multiples of the fundamental frequency. These are harmonically related

exponential functions.

Digital Signal
Digital signals are non-continuous with time, for example, discrete. They consist of pulses or digits with

discrete levels or values. The value of each pulse width and amplitude level is constant for two distinct

types, “1” and “0”, of digital values. Digital signals have two amplitude levels, called nodes and the value

ofwhich is specified as one of two possibilities, such as 1 or 0, HIGHor LOW, TRUE or FALSE and so on.

In reality, the values are anywhere within specific ranges and we define the values within a given range.

A systemwhich uses a digital signal for processing the information is known as a digital system. A digital

system has certain advantages over an analog system, as mentioned below.

Advantages – (1) Digital systems are less affected by any noise signal compared with analog signals.

Unless the noise exceeds a certain threshold, the information contained in digital signals will remain

intact. (2) In an analog system, aging andwear and tear will degrade the information that is stored, but in a

digital system, as long as the wear and tear is below a certain level, the information can be recovered

perfectly. Thus, it is easier to store and retrieve the data without degradation in a digital system. (3) It

provides an easier interface to a computer or other digital devices. Apart from this ease of multiplexing,

ease of signaling has made it more popular.

Disadvantages – From their origins, voice and video signals are analog in nature. Hence, we need to

convert these analog signals into the digital domain for processing, and after processing again we need to

convert themback into the original form to reproduce. This leads to processing overheads and information

loss due to conversions.

Digital Signaling Formats
The digital signals are represented inmany formats, such as non-return to zero, return to zero and so on, as

shown in Figure 1.4. In telecommunication, a non-return-to-zero (NRZ) line code is a binary code in

which “1s” are represented by one significant condition and “0s” are represented by the other significant

condition, with no other neutral or rest condition. Return-to-zero (RZ) describes a line code used in

telecommunications signals in which the signal drops (returns) to zero between each pulse. The NRZ

pulses havemore energy than anRZ code, but they do not have a rest state, whichmeans a synchronization

signal must also be sent alongside the code.

Unipolar Non-Return-to-Zero (NRZ) – Here, symbol “1” is represented by transmitting a pulse

of constant amplitude for the entire duration of the bit interval, and symbol “0” is represented by no pulse.

This allows for long series without change, whichmakes synchronization difficult. Unipolar also contains

a strong dc component, which causes several problems in the receiver circuits, such as dc offset.
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λ ≈ 360°

T

0

t = 0
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A
 sin φ
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Figure 1.3 Signal representation in polar and cartesian format
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Bipolar Non-Return-to-Zero – Here, pulses of equal positive and negative amplitudes represent

symbols “1” and “0.” (for example,�A volts). This is relatively easy to generate. Because of the positive

and negative levels, the average voltagewill tend towards zero. So, this helps to reduce the dc component,

but causes difficulties for synchronization.

Unipolar Return-to-Zero – Symbol “1” is represented by a positive pulse of amplitude A and half

symbol width and symbol “0” is represented by transmitting no pulse.

Bipolar Return-to-Zero – Positive and negative pulses of equal amplitude are used alternatively for

symbol “1,” with each pulse having a half-symbol width; no pulse is used for symbol “0.” The “zero”

between each bit is a neutral or rest condition. One advantage of this is that the power spectrum of the

transmitted signal has no dc components.

Manchester Coding – In the Manchester coding technique, symbol “1” is represented by a positive

pulse followed by a negative pulse, with each pulse being of equal amplitude and a duration of half a pulse.

The polarities of these pulses are reversed for symbol “0.” An advantage of this coding is that it is easy to

recover the original data clock and relatively less dc components are present. However, the problem is it

requires more bandwidth. For a given data signaling rate, the NRZ code requires only half the bandwidth

required by the Manchester code.

1.1.1.2 Analog to Digital Conversion

To convert an analog signal into a digital signal an electronic circuit is used, which is known as an analog-

to-digital converter (ADC). Similarly, to convert a digital signal into an analog signal, a digital to analog

converter (DAC) is used. The concept is depicted in Figure 1.5. Most of the ADCs are linear ADC types,

where the range of the input values map to each output value following a linear relationship. Here, the

levels are equally spaced throughout the range, whereas in the case of non-linear ADC, all the levels are

not equally spaced. So, in this case, the space where the information is most important is sampled with a

lesser gap and space, and where information is important, it is sampled at a higher rate. Normally, a

compander (compressors and expanders) is used for this purpose. An 8-bit A-law or the m-law logarithmic

ADC covers the wide dynamic range. ADCs are of different types; below a few of the commonly used

ADCs are discussed.

1 0 0 0

Unipolar NRZ

Bipolar NRZ

Unipolar RZ

Bipolar RZ

Manchester

01 1 1

Figure 1.4 Digital signal representations
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A. Direct conversion ADC (flash ADC) – As shown in Figure 1.6, this consists of a bank of

comparators; each one outputs their decoded voltage range, which is then fed to a logic circuit.

This generates a code for each voltage range. This type of ADC is very fast, but usually it has only 8

bits of resolution (with 256 comparators). For higher resolution, it requires a large number of
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comparators, this leads to larger die size and a high input capacitance, which makes it expensive and

prone to produce glitches at the output. This is often used for wideband communications, video or

other fast signals conversion.

B. Sigma–delta ADC – This works using two principles: over sampling and noise shaping. The main

advantage of this filter is its notch response. It offers low cost, high resolution, and high integration.

This is why this is very popular in the present day’s mobile receivers. This is discussed in detail

in Chapter 10.

1.1.1.3 Sampling

The process of converting a continuous analog signal into a numeric sequence or discrete signal (or digital

signal) is known as sampling. A sample refers to a value or set of values, at a point in time and/or space.

The discrete sample instance may be spaced either at regular or irregular intervals.

Sampling Interval –A continuous signal varies with time (or space) and the sampling is done simply

by measuring the value of the continuous signal at every T units of time (or space), and T is called the

sampling interval. Thus the sampling frequency ( fs)¼ 1/T.

Sampling Rate and Nyquist Theorem – For a single frequency periodic signal, if we sample at least

two points over the signal period, then it will be possible to reproduce a signal using these two points.

Hence theminimumsampling rate is fs¼ 2/T¼ 2f. A continuous function, defined over a finite interval can

be represented by a Fourier series with an infinite number of terms as given below:

f ðxÞ ¼ a0=2þ
Xa
k¼1

ak � cos kxþ bk � sin kx ð1:1Þ

However, for some functions all the Fourier coefficients become zero for all frequencies greater than

some frequencyvalue – fH. Now, let us assume that the signal f (x) is a band-limited signalwith a one-sided

baseband bandwidth fH, which means that if f (x)¼ 0 for all | f |> fH, then the condition for exact

reconstruction of the signal from the samples at a uniform sampling rate fs is, fs> 2fH. Here, 2fH is called

the Nyquist rate. This is a property of the sampling system (see Figure 1.7). The samples of f (x) are

denoted by: x[n]¼ x(nT ), n 2 N (integers). The Nyquist sampling theorem leads to a procedure for

reconstructing the original signal x(t) from its samples x[n] and states the conditions that are sufficient for

faithful reconstruction. Nyquist, a communication engineer in Bell Telephone Laboratory in 1930, first

discovered this principle. In this principle, it is stated as “Exact reconstruction of a continuous-time

baseband signal from its samples is possible, if the signal is band-limited and the sampling frequency is

greater than twice the signal bandwidth.”

On the other side, the signal is being recovered by a sample and hold circuit that produces a staircase

approximation to the sampledwaveform,which is then passed through the reconstructive filter. The power

level of the signal coming out of the reconstructive filter is nearly same as the level of the original sampled

input signal. This is shown in the Figure 1.8.

Aliasing – If the sampling condition is not satisfied, then the original signal cannot be recovered

without distortion and the frequencies will overlap. So, frequencies above half the sampling rate will be

reconstructed as, and appear as, frequencies below half the sampling rate. As it is a duplicate of the input

spectrum “folded” back on top of the desired spectrum that causes the distortion, this is why this type of

sampling impairment is known as “foldover distortion” and the resulting distortion is also called aliasing.

For a sinusoidal component of exactly half the sampling frequency, the component will in general alias to

another sinusoid of the same frequency, but with a different phase and amplitude. The “eye pattern” is

defined as the synchronized superposition of all possible realizations of the signal of interest viewed

within a particular signaling interval. It is called such because the pattern resembles the human eye for

binarywaves. Thewidth of the eye opening defines the time interval overwhich the received signal can be

sampled without error from inter-symbol interference.
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As shown in Figure 1.9, if we sample x(t) too slowly, then it will overlap between the repeated

spectra resulting in aliasing for example, we cannot recover the original signal, so aliasing has to be

avoided. To prevent or reduce aliasing, two things need to be taken into consideration. (1) Increase the

sampling rate more than or equal to twice the maximum signal frequency (whatever the maximum

signal frequency present in that band is). (2) Introduce an anti-aliasing filter or make the anti-aliasing

filter more stringent.

Although wewant the signal to be band-limited, in practice, however, the signal is not band-limited, so

the reconstruction formula cannot be precisely implemented. The reconstruction process that involves

scaled and delayed sinc functions can be described as an ideal process. However, it cannot be realized in

practice, as it implies that each sample contributes to the reconstructed signal at almost all time points,

which requires summing an infinite number of terms. So, some type of approximation of the sinc functions

Original signal in
frequency domain

Negative frequency, after
Fourier transform

Effective sampling
range

Frequency

frequency
Sampling rate / 2  =  Nyquist

Frequency information based on
sampled signal, which will be
used to reconstruct the signal

Periodic duplication
in frequency domain

M
ag

ni
tu

de Sampling rate higher than
Nyquist rate, the periodic duplications
will be separate from each other

Figure 1.7 Sampling frequency

Input signal
Bandlimited
filter

Sample
clock

Sample
and hold

Reconstructive
filter

Figure 1.8 Sampling and reconstruction of signal

Introduction to Mobile Handsets 7



(finite in length) has to be used. The error that corresponds to the sinc-function approximation is referred

to as the interpolation error. In practice digital-to-analog converters produce a sequence of scaled and

delayed rectangular pulses, instead of scaled, delayed sinc functions or ideal impulses. This practical

piecewise-constant output can be modeled as a zero-order hold filter driven by the sequence of scaled and

delayed Dirac impulses referred to the mathematical basis. Sometimes a shaping filter is used after the

DAC with zero-order hold to give a better overall approximation.

When the analog signal is feed to the ADC based on the maximum and minimum value of the analog

signal amplitude, the range of the analog signal is defined and the resolution of the converter indicates

the number of discrete values that it can produce over the range of analog values. The values are usually

stored in binary form, hence it is expressed in the number of bits. The available range is first divided into

several spaced levels, and then each level is encoded into n number of bits. For example, an ADC with

a resolution of 8 bits can encode an analog input to one in 256 different levels, as 28¼ 256. The values

can represent the ranges from 0 to 255 (that is, unsigned integer) or �128–127 (that is, signed integer),

depending on the application.

1.1.1.4 Accuracy and Quantization

The process of quantization is depicted in Figure 1.10. The signal is limited to a range from VH (15) to

VL (0), and this range is divided into M (¼16) equal steps. The step size is given by, S¼ (VH�VL )/M.

The quantized signal Vq takes on any one of the quantized level values. A signal V is quantized

to its nearest quantized level. It is obvious that the quantized signal is an approximation to

the original analog signal and an error is introduced in the signal due to this approximation.

The instantaneous error e¼ (V�Vq ) is randomly distributed within the range (S/2) and is

called the quantization error or noise. The average quantization noise output power is given by the

variance s2¼ S2/12.

The toll quality speech is band limited to 300–3400Hz (speech signal normally contains signals with a

frequency range in between 300 and 3400Hz). To digitize this waveform the minimum sampling

frequency required is 2� 3400Hz¼ 6.8KHz in order to avoid aliasing effects. The filter used for band

limiting the input speech waveformmay not be particularly ideal with a sharp cut off, thus a guard band is

provided and it is sampled at a rate of 8KHz.

Dithering – The performance of ADC can be improved by using dither, where a very small amount of

random noise (white noise) is added to the input signal before the analog to digital conversion. The

amplitude of this is set to be about half of the least significant bit. Its effect is to cause the state of the LSB to

oscillate randomly between 0 and 1 in the presence of very low levels of input, instead of sticking at a fixed

value. So, effectively the quantization error is diffused across a series of noise values. The result is an

accurate representation of the signal over time.

–fs 0 fs 2fs

Figure 1.9 Signal distortion (energy overlap) due to low sampling rate
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Sample Rate Converter – Sampling rate changes come in two types: decreasing the sampling rate is

known as decimation and when the sampling rate is being increased, the process is known as

interpolation. In the case of multimode mobile devices, the sample rate requirement is different for

different modes. In some instances, where one clock rate is a simple integer multiple of another

clock rate, resampling can be accomplished using interpolating and decimating FIR filters. However,

in most situations the interpolation and decimation factors are so high that this approach is impractical.

Farrow resamplers offer an efficient way to resample a data stream at a different sample rate. The

underlying principle is that the phase difference between the current input and wanted output is

determined on a sample by sample basis. This phase difference is then used to combine the phases of a

polyphase filter in such a way that a sample for the wanted output phase is generated. Compared with

single stage, amulti-stage sampling rate conversion system offers less computation andmore flexibility

in filter design.

1.1.1.5 Fourier Transforms

At present, almost every realworld signal is converted into electrical signals bymeans of transducers, such

as antennas in electromagnetics, and microphones in communication engineering. The analysis of real

world signals is a fundamental problem. The traditional way of observing and analyzing signals is to view

them in the time domain.More than a century ago, Baron JeanBaptiste Fourier showed that anywaveform

that exists in the realworld can be represented (and generated) by adding up the sinewaves. Since then, we

have been able to build (or break down) our real world time signal in terms of these sinewaves. It has been

shown that the combination of sine waves is unique and any real world signal can be represented by a

combination of sine waves, also there may be some dc values (constant term) present in this. The Fourier

transform (FT) has been widely used in circuit analysis and synthesis, from antenna theory to radiowave

propagation modeling, from filter design to signal processing, image reconstruction, stochastic modeling

to non-destructive measurements.
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Figure 1.10 Quantization process

Introduction to Mobile Handsets 9



The Fourier transform allows us to relate events in the time domain to events in the frequency domain.

We know that various types of signals exist, such as periodic, aperiodic, continuous and discrete. There are

several versions of the Fourier transform, and are applied based on the nature of the signal. Generally,

Fourier transform is used for converting a continuous aperiodic signal from the time to frequency domain

and a Fourier series is used for transforming a periodic signal. For aperiodic–discrete signal (digital),

discrete time Fourier transform is used and for periodic–discrete signals that repeat themselves in a

periodic fashion from negative to positive infinity, the discrete Fourier series (most often called the

discrete Fourier transform) is used.

The transformation from the time domain to the frequency domain is based on the Fourier transform.

This is defined as:

SðoÞ ¼
ð1

�1
sðtÞ½e� j2p � f � t� � dt ð1:2Þ

Similarly, the conversion from frequency domain to time domain is called inverse Fourier transform,

which is defined as:

sðtÞ ¼
ð1

�1
SðoÞ½ej2p � f � t� � df ð1:3Þ

Here s(t), S(o), and f are the time signal, the frequency signal, and the frequency, respectively, and

j¼H�1, angular frequency o¼ 2pf. The FT is valid for real or complex signals, and in general, it is a

complex function of o (or f ). Some commonly used functions and their FT are listed in Table 1.1.

1.1.1.6 System

Asystem is a process forwhich cause (input) and effect (output) relations exist and can be characterized by

an input–output (I/O) relationship. A linear system is a system that possesses the superposition property,

for example, y(t)¼ 2x(t), and an example of non-linear system is y(t)¼ x2(t) þ 2x(t).

Time-invariant system: a time shift in the input signal causes an identical time shift in the output signal.

Memory-less (instantaneous) system: if present output value depends only on the present input value.

Otherwise, the system is called memory (dynamic) system.

Table 1.1 Some commonly used functions and their Fourier transforms

Time domain Frequency domain

Rectangular window Sinc function

Sinc function Rectangular window

Constant function Dirac Delta function

Dirac Delta function Constant function

Dirac comb (Dirac train) Dirac comb (Dirac train)

Cosine function Two, real, even Delta function

Sine function Two, imaginary, odd Delta function

Exp function –{ jexp( jot)} One, positive, real Delta function

Gaussian function Gaussian function

10 Mobile Handset Design



Causal system (physically realizable system): if the output at any time t0 depends only on the values of

input for t� t0. For example, if x1(t)¼ x2(t) for t� t0, then y1(t)¼ y2(t) for t� t0.

Stable system: a signalx(t) is said to be bounded if |x (t)|<B</ for any t. A system is stable, if the output

remains bounded for any bounded inputs, this is called bounded-input bounded-output (BIBO)

stable system.

Practical system: a non-linear, time-varying, distributed and non-invertible.

1.1.1.7 Statistical Methods

When a signal is transmitted through the channel, two types of imperfections can cause the received signal

to be different from the transmitted signal. Of these, one is deterministic in nature, such as linear and non-

linear distortion, inter symbol interference and so on, but the other one is nondeterministic, such as noise

addition, fading and so on, and we model them as random processes.

The totality of the possible outcomes of a random experiment is called the sample space of the

experiment and it is denoted by S. An event is simply a collection of certain sample points that is subset of

the sample space. We define probability P as a set function assigning non-negative values to all events E,

such that the following conditions are satisfied:

a. 0�P(E )� 1 for all events

b. P(S )¼ 1

c. For disjoint events E1, E2, E3, . . ., we have P U1
i¼1Ei

� � ¼ X1
i¼1

PðEiÞ

Arandomvariable is amapping from the sample space to the set of real numbers.A randomvariableX is

a function that associates a unique numerical value X(li) with every outcome li of an event that produces
random results. The value of a random variable will vary from event to event, and, based on the nature of

the event, it will be either continuous or discrete. Two important functions of a random variable are

cumulative distribution function (CDF) and probability density function (PDF).

The CDF, F(X ) of a random variable X is given by

FðXÞ ¼ P½XðlÞ � x� ð1:4Þ

whereP[X(l)� x] is the probability that thevalueX(l) taken by the randomvariableX is less than or equal

to the quantity x.

The PDF, f (x) of a random variable X is the derivative of F(X ) and thus is given by

f ðxÞ ¼ dFðXÞ=dx ð1:5Þ

From the above equations, we can write

FðxÞ ¼
ðx
�1

f ðzÞdz ð1:6Þ

The average value or mean (m ) of a random variable X, also called the expectation of X, is denoted by

E(X ). For a discrete random variable (Xd), where n is the total number of possible outcomes of values x1,

x2, . . ., xn, and where the probabilities of the outcomes are P(x1), P(x2), . . ., P(xn), it can be shown that

m ¼ EðXdÞ ¼
Xn
i¼1

xi �PðxiÞ ð1:7Þ
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For a continuous random variable Xc, with PDF fc(x), it can be represented as

m ¼ EðXcÞ ¼
ð1
�1

x � f ðxÞdx ð1:8Þ

The mean square value can be represented as

EðX2
c Þ ¼

ð1
�1

x2f ðxÞdx ð1:9Þ

A useful number to help in evaluating a continuous random variable is one that gives a measure of how

widely its values are spread around its mean. Such a number is the root mean square value of (X�m ) and

is called the standard deviation s of X.

The square of the standard deviation, s2, is called the variance of X and is given by

s2 ¼ E½ðX�mÞ2� ¼
ð1
�1

ðx�mÞ2f ðxÞdx ð1:10Þ

The Gaussian (or normal PDF) is very important in wireless transmission. The Gaussian probability

density function f (x) is given by

f ðxÞ ¼ 1ffiffiffiffiffiffiffiffiffiffi
2ps2

p e�ðx�mÞ2=2s2 ð1:11Þ

when m¼ 0 and s¼ 1 the normalized Gaussian probability density function is achieved.

1.1.1.8 Basic Information Theory

Information theory was developed to find the fundamental limits on data compression and reliable data

communication. It is based on probability theory and statistics. A keymeasure of information in the theory

is known as information entropy, which is usually expressed by the average number of bits needed for

storage or communication. The entropy is a measure of the average information content per source

symbol. The entropy, H, of a discrete random variable X is a measure of the amount of uncertainty

associatedwith the value ofX. IfX is the set of all messages x thatX could be, and p(x) is the probability of

X given x, and then the entropy of X is defined as

HðxÞ ¼ Ex½IðxÞ� ¼
X
x2w

pðxÞIðxÞ ¼
Xw�1

x¼0

pðxÞ � log2 1=pðxÞ½ � ð1:12Þ

In the above equation, I(x) is the self-information, which is the entropy contribution of an individual

message. The special case of information entropy for a random variable with two outcomes is the binary

entropy function:

HbðpÞ ¼ � p log2 p�ð1� pÞlog2ð1� pÞ ð1:13Þ
We assume that the source is memory-less, so the successive symbols emitted by the source are

statistically independent. The entropy of such a source is

HbðpÞ ¼ � p0 log2 p0 � p1 log2 p1 ¼ � p0 log2 p0 �ð1� p0Þlog2ð1� p0Þ ð1:14Þ
From the above equation, we can observe

1. When p0¼ 0, the entropy¼ 0, when p0¼ 1, the entropy¼ 0.

2. The entropyHb(p ) attains its maximum valueHmax¼ 1 bit, when p1¼ p0¼ 1/2 for example, symbol 0

and 1 are equally probable. This is shown in Figure 1.11.
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A binary symmetric channel (BSC) with crossover probability p is a binary input, binary output channel

that flips the input bit with probability p. The BSC has a capacity of 1�Hb(p ) bits per channel use, where

Hb is the binary entropy function as shown in the Figure 1.12.

A binary erasure channel (BEC) with erasure probability p is a binary input, ternary output

channel. The possible channel outputs are 0, 1, and a third symbol “e” called an erasure. The erasure

represents complete loss of information about an input bit. The capacity of the BEC is 1� p bits per

channel use.

Let p(y|x) be the conditional probability distribution function of Y for a given X. Consider the

communications process over a discrete channel, for example, X represents the space of messages

transmitted, and Y the space of messages received during a unit time over our channel. The appropriate

measure to maximize the rate of information is the mutual information, and this maximum mutual

information is called the channel capacity and is represented by:

C ¼ max
f

IðX; YÞ ð1:15Þ
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Figure 1.11 Entropy function H(p)
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Figure 1.12 (a) A binary symmetric channel with crossover probability p is a binary input. (b) A binary

erasure channel (BEC) with erasure probability p is a binary input
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1.1.1.9 Power and Energy of a Signal

The energy (and power) of a signal represent the energy (or power) delivered by the signal when it is

interpreted as voltage or current source feeding a 1 ohm resistor. The energy content of a signal x(t) is

defined as the total work done and is represented as:

EðxÞ ¼
ð1

�1
xðtÞj2dt�� ð1:16Þ

The power content of a signal is defined as work done over time and is represented as:

PðxÞ ¼ lim
T!1

ðT=2

� T=2

xðtÞj2dt�� ð1:17Þ

Conventionally, power is defined as energydivided by time.A signalwith finite energy is called an energy-

type signal and a signal with positive and finite power is a power-type signal. A signal is energy type if

E(x)<1 and is power type if 0<P<1.

1.1.1.10 Bandwidth (BW)

The signal occupies a range of frequencies. This range of frequencies is called the bandwidth of the signal.

In general, the bandwidth is expressed in terms of the difference between the highest and the lowest

frequency components in the signal. A baseband signal or low pass signal bandwidth is a specification of

only the highest frequency limit of a signal. A non-baseband bandwidth is the difference between the

highest and lowest frequencies.

As the frequency of a signal is measured in Hz (Hertz), so, the bandwidth is also expressed in Hz. Also,

we can say that the bandwidth of a signal is the frequency interval, where themain part of the power of the

signal is located. The bandwidth is defined as the range of frequencies where the Fourier transform of the

signal has a power above a certain amplitude threshold, commonly half the maximum value (half power

	�3 dB, as 10 log10(P/Phalf)¼ 10 log10 (1/2)¼�3. Power is halved (P/2) at the 3 dB points for example,

P¼P/2¼ (V0 /H2)(I0 /H2), where V0 and I0 are the peak amplitude of voltage and current, respectively;

refer to Figure 1.13.

However, in digital communication the meaning of “bandwidth” has been clouded by its metaphorical

use. Technicians sometimes use it as slang for baud,which is the rate at which symbolsmay be transmitted

through the system. It is also used more colloquially to describe channel capacity, the rate at which bits

may be transmitted through the system.
Bit Rate – This is the rate at which information bits (1 or 0) are transmitted. Normally digital system

require greater BW than analog systems.

Baud – The baud (or signaling) rate defines the number of symbols transmitted per second. One

symbol consists of one or several bits together, based on the modulation technique used. Generally, each

symbol represents n bits, and has M signal states, where M¼ 2n. This is called M-ary signaling.

1.1.1.11 Channel Capacity

Themaximum rate of communication via a channel without error is known as the capacity of the channel.

In a channel where noise is present, there is an absolute maximum limit for the bit rate of transmission.
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This limit arises when the number of different signal levels is increased, as in such a case the difference

between two adjacent sampled signal levels becomes comparable to the noise level. Claude Shannon

extended Nyquist’s work to a noisy channel.

Applying the classic sphere scenario, we can obtain an estimate of the maximum number of code

words that can be packed in for a given power constant P, within a sphere of radiusH(NP ). The noise

sphere has a volume of H(Ns2). Thus, as shown in the Figure 1.14, the maximum number of code

words that can be packed in with non-overlapping noise spheres is the ratio of the volume of the sphere

of radius H{(Ns2) þ NP )}, to the volume of the noise sphere: [H{(Ns2) þ NP )}]N/[H(Ns2)]N,
where, N is the signal space dimension and s2 is the variance of the real Gaussian random variable

Total sphere radius

N(P + σ 2)

N(P)Nσ 2

Noise sphere

Figure 1.14 Number of noise spheres that can be packed into N dimensional signal space
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flow fhigh
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Figure 1.13 Bandwidth of a signal
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with mean m. This equation implies that the maximum number of bits per symbol that can be reliably

communicated is

ð1=NÞlog HfðNs2ÞþNPÞg� �N
= HðNs2Þ� �N ¼ ð1=2Þlogð1þP=s2Þ ð1:18Þ

This is indeed the capacity of the AWGN (additivewhite Gaussian noise) channel. In later chapters, we

will see that for complex channels, the noise in I andQ components is independent. So it can be thought of

as two independent uses of a real AWGN channel. The power constraint and noise per real symbol are

represented as Pav/2B and N0/2, respectively. Hence the capacity of the channel will be

C¼ð1=2Þlogð1þPav=N0 �BÞ bits per real dimension¼ logð1þPav=N0 �BÞ bits per complex dimension

ð1:19Þ

This is the capacity in bits per complex dimension or degrees of freedom.As there areB complex samples

per second, the capacity of the continuous time AWGN channel is

CawgnðPav;BÞ ¼ B logð1þPav=N0 �BÞbits=s ð1:20Þ

Now, the signal to noise ratio (SNR)¼ (Pav/N0�B ) –which is the SNRper degree of freedom. So, the above

equation reduces to

Cawgn ¼ logð1þ SNRÞ bits=s=Hz ð1:21Þ

This equation measures the maximum achievable spectral efficiency through the AWGN channel as a

function of the SNR.

1.2 Introduction to Wireless Telecommunication Systems

Themedium for telecommunication can be copperwire, optical fiber lines, twinwire, co-axial cable, air or

free space (vacuum). To exchange information over these mediums, basically the energy is transferred

from one place to the other. We know that there are two ways by which energy can be transferred from

one place to another: (1) through the bulk motion of matter or (2) without the bulk motion of matter,

which means via waves. With waves the energy/disturbance progresses in the form of alternate crests

and troughs. Again, the waves are of two types: (1) mechanical waves and (2) electromagnetic waves. A

mechanical wave can be produced and propagated only in material mediums that posses elasticity and

inertia. These waves are also known as elastic waves; a sound wave is an example of an elastic wave. An

electromagnetic wave does not require any suchmaterial medium for its propagation, it can travel via free

space; light is an example of an electromagnetic wave. This is whywe see the light from the sun, but do not

hear any sound of bombardments from the sun.

In a conventional wire-line telephone system, the wire acts as the medium through which the

information is carried. However, with a wireless system, as the name WIRELESS indicates, there is

nowire, so removes the requirement for awire between the two users. Thismeans that the information has

to be carried via air or free space. Thus the air or free space medium will be used for transmitting and

receiving the information. But,what will help to carry the information through this free space or air?The

answer was given in the previous paragraph – electromagnetic waves. As electromagnetic waves can

travel through free space and air, we can use electromagnetic waves to send–receive information. Thuswe

conclude that for wireless communication, air or free space will be used as the channel/medium and

electromagnetic waves will be used as the carrier. Then next problem to arise is how to generate this

electromagnetic (EM) wave?
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1.2.1 Generation of Electromagnetic Carrier Waves for Wireless
Communication

In 1864 James Clark Maxwell theoretically predicted the existence of EM waves from an accelerated

charge. According to Maxwell, an accelerated charge creates a magnetic field in its neighborhood, which

in turn creates an electric field in this same area. A moving magnetic field produces an electric field and

vice versa. These two fields varywith time, so they act as sources of each other. Thus, an oscillating charge

having non-zero acceleration will emit an EM wave and the frequency of the wave will be same as the

oscillation of the charge.

Twenty years later, in the period 1879–1886, after a series of experiments, Heinrich Hertz come to the

conclusion that an oscillatory electrical charge q¼ qo sin ot radiates EM waves and these waves carry

energy. Hertz was also able to produce EMwaves of frequency 3� 1010 Hertz. The experimental setup is

shown in the Figure 1.15. To detect EMwaves, he also used a loop S, which is slightly separated as shown

in the figure. This is the basis for the theory of antenna.

In 1895–1897, Jagdish Bose also succeeded in generating EM waves of very short wavelength

(	25mm). Marconi, in Italy in 1896, discovered that if one of the spark gap terminals is connected to an

antenna whilst the other terminal is earthed, then under these conditions the EM waves can travel up to

several kilometers. This experiment launched a new era in the field of wireless communication.

So, now we know that an antenna is the device that will help to transmit and receive the EM waves

though the air or free space medium. Next, we will see how the antenna actually does this.

1.2.2 Concept of the Antenna

An antenna is a transducer that converts electrical energy into an EM wave or vice versa. Thus, an

antenna acts as a bridge between the air/free-space medium (where the carrier is the EM wave) and the

communication radio device (where the energy is carried in the form of low frequency electrical

signals). From network theory, we know that if the terminated impedance is matched with a port, then

only the maximum power will be transmitted to the load, otherwise a significant fraction of it will be

reflected back to the source port. Basically, the antenna is connected to a communication device port, so

the impedance should be matched to transfer maximum power; similarly on the other side, the antenna

is also connected to the air/free-space, so the impedance should be matched on that side to transfer

maximum power.

Physically, an antenna is a metallic conductor, it may be a small wire, a slot in a conductor or piece of

metal, or some other type of device.

AC source

Induction coil

Spark generator

B

A Gap

S

EM wave

Detector

Figure 1.15 Hertz experiment, generation of EM wave
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1.2.2.1 Action of an Antenna

When an ac signal is applied to the input of an antenna, the current and voltagewaveformestablished in the

antenna is as shown in the Figure 1.16. This is shown for a length of a wire of l/2.

If the length changes then the distribution of charge on thewirewill also change and the current–voltage

waveform will also change. In Figure 1.17, various waveforms for different antenna lengths are shown.

Wherever the voltage is a maximum, then the current is a minimum as they are 90� out of phase.

It is evident that the minimum length of an antenna required to transmit or receive a wave effectively

will be at least l/4. This is because the property of a periodic wave resides mainly in any section of length

“l/4” and then it repeats over an interval of l/4. This means that by knowing only l/4 of a wave, we can
reconstruct thewave. Basically, the distance between themaxima andminima of a signalwaveform is l/4,
so all the characteristics of the wave will remain there.

How Does the EMWave Carry Energy Over a Long Distance? –As shown in Figure 1.18, when an
RF (radio frequency) signal is applied to the antenna, at one instant of time (when the signal is becoming

positive- (a)), conductor A (the dipole) of the antennawill be positive due to a lack of electrons, and at that

instant B will be negatively charged due to the accumulation of electrons. As the end points of A and B is

an open circuit, so charge will accumulate over there. From the Maxwell equations, we know that

electrical flux lines always start from the þve point and end at the �ve point, and form a closed loop.

A current flowing through a conductor produces a magnetic field and voltage produces an electric field.

So, lines of electric and magnetic fields will be established across the antenna conductors as shown

in Figure 1.18a.

ac Source

Induction coil

Accumulated positive charges

Voltage
distribution
Current
distribution

++
+++
++++

Accumulated negative charges

Figure 1.16 Charge, current and voltage distribution
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λ
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Figure 1.17 Voltage and current distribution across the antenna conductor for different lengths
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In the next instance of time (b), when the applied input RF signal decreases to zero, at this time there is

no energy to sustain the closed flux loops of themagnetic and electric field lines, whichwere created in the

previous instance of time. So, these will detach from the antenna and remain self sustained.

In the next instance of time (c), when A becomes negative and B positive, the electric and magnetic

flux lines will be created again, but this time the direction will be reversed, as the þve and �ve

points are interchanged. Now, when the RF signal goes to zero, these flux lines again becomes free

and self sustained.

The flux lines that were created in the first instance when Awas positive and B was negative will have

the opposite direction to the flux lines thatwere createdwhenA is�ve andB is þ ve. Thus, these flux lines

will repel each other, and will move way from the antenna as shown in Figure 1.19.

This phenomenon is repeated again and again according to the variation with time of the input radio

frequency (RF) signal (for example, according to its frequency) and a series of detached electric and

magnetic fields move onwards from the transmitting antenna.

In a 3D space (free space) these flux lineswill actually be spherical in shape. If the radius of the sphere is

r, and the power of the RF signal (V
I ) during the timewhen these flux lines were generated isPt, then the

++ + +

++ + +++ ++

A

(a) (b) (c)
A A

BBB
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negative halfA positive B negative

A negative B positive
Time

ac Source signal

Figure 1.18 Creation of flux lines with the RF signal variation

E EM wave

Metallic
antenna

Current
e.m.f

E

Wavelength

z

H

r

r

H
Pt

r Z 

Pt / 4 π r2

Direction of propagation

∇ × H = Jf  + H . dl = If,s +

E . dl = –∇ × E =

∂D 

∂ΦB,S∂B 
∂t ∂S

∂S ∂t∂t
–

∂ΦD,S
∂t

Figure 1.19 Signal reception by the antenna
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power Pt is spread over the surface of a sphere whose radius is r, so the power density will be Pt /4pr
2.

Taking this energy, the flux lines will move away from the transmitting antenna. Now, as they move away

from the antenna, the size of the sphereincreases, r increases but the same power (Pt) is containedwithin it.

Thus the power density Pt /4p�r2 decreases as it travels far from the transmitting antenna (for example,

increase in r ), and the problem of transmission of electrical energy via air/free-space is solved.

How is Energy Received on the Other Side? – Again, the antenna helps to solve this problem too. It

transforms the received EM wave into an electrical signal. When the transmitted wave arrives at the

receiving end, it tries to penetrate via another the metallic antenna.We know that the EMwave consists of

an electric field and a magnetic field and that these are perpendicular to each other, and also that they are

perpendicular to the direction of propagation. Thuswhen the EMwave touches themetallic antenna (from

Maxwell’s third equation) the magnetic field (H ) will generate a surface current on the metallic antenna,

which will try to penetrate via the metal (as it is a good conductor). However, it will die down after

traveling a thickness of the skin depth, and, the EM wave will generate an electrical current in the metal

body of the antenna. Similarly (fromMaxwell’s fourth equation), the electric fieldwill generate an electric

voltage in the antenna, as shown in Figure 1.19.

This phenomenon can be experienced by placing a radio inside a closed metallic chamber and finding

that it does not play, as the EMwave can not penetrate via the thickmetallicwall. However, it can penetrate

through a concrete wall. For the same reason, a mobile telephone call disconnects inside an enclosed

metallic lift due to the degradation of the signal strength.

Thus we have converted the transmitted energy (which was transmitted using the carrier of the EM

waves) back into the electrical signal through the help of another antenna. So the antenna helped in

transmitting and receiving the information through the air. As the user wants to send and receive the

information, ideally the user should have both transmitting and receiving antennas. However, in general, in

amobile device, the same antenna is used for transmissionaswell as receivingpurposes (refer toChapter 4).

Thus we now know how to transmit and receive the information via the air (for example, via a wireless

medium) using antenna. However, the problem at this stage is whether the baseband signal is transmitted

directly, as its frequency is low (	KHz), and so it can not be sent directly via the air due to the following

problems:

1. A larger antenna length (	l/4) is required.
2. Much less BW is available at the lower frequency region.

The solution to this is to up-convert the baseband signal to a high frequency RF signal at the transmitter

and then similarly down-convert at the receiver for example, which requires RF conversion techniques.

How is the baseband signal up-converted/down-converted? The solution for up-conversion is the use of

analog or digital modulation and mixing techniques (on a transmitter block) and the solution for down-

conversion is the use of demodulation mixing techniques (on a receiver block). Thesewill be discussed in

more detail in Chapter 4. Next we will establish what else, apart from the antenna, is required inside the

transmitter and receiver to transmit or receive the information.

1.2.3 Basic Building Blocks of a Wireless Transmitter and Receiver

We know that a digital system is more immune to noise, and that in addition to this there are many such

advantages of digital systems over the old analog systems. So, from the second generation onwards wireless

systems have been designed with digital technology. However, there is a problem, in that voice and

video signals are inherently analog in nature. So how can these signals be interfaced with a digital system?

These signals have to be brought into the digital domain for processing using an analog-to-digital converter

(ADC) and thenagain reverted back into ananalog signal using a digital-to-analog converter (DAC) and then

sent via an antenna. A typical transmitter block diagram of a wireless system is shown in the Figure 1.20.
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As shown in the Figure 1.20, on the transmitter side, when the user speaks in front of a microphone, it

generates an electrical signal. This signal is sampled and converted into digital data and then fed to the

source codec, for example, a speech codec unit (this is discussed in more details in Chapter 8), which

removes the redundant data and generates the information bits. These data are then fed into the channel

coder unit. When the signal travels via the medium, during this time it can be affected by signal noise, so

we need some type of protection against this. The channel coder unit inserts some extra redundant data bits

using an algorithm, which helps the receiver to detect and correct the received data (this is discussed in

more detail in Chapter 3). Next, it is fed to an interleaving block.When data pass through the channel, this

time theremay be some type of burst noise in the channel, which can actually corrupt the entire data during

this burst period. Although the burst lasts for only a short duration, its amplitude is very high, so it corrupts

the data entirely for that duration. In order to protect the data from burst error, we need to randomize the

data signal (separate consecutive bits) over the entire data frame, so that data can be recovered, although

some part will be corrupted completely. An interleaving block helps in this respect (this is discussed in

detail in Chapters 3 and 8). Next, it is passed to a ciphering block, where the data are ciphered using a

specific algorithm. This is basically done for data security purposes, so that unauthorized bodies cannot

decode the information (ciphering is discussed in Chapters 7 and 9). Then the data are put together in a

block and segmented according to the data frame length.

The data processing is now over, and nextwe have to pass it for transmission. This data signal can not be

sent directly using an antenna, because, it will be completely distorted. Also, the frequency and amplitude

of the data signal is less, as we know the length of the transmitting antenna should be a minimum of the

order of l/4. So, the required size of the antenna will have to be very large, which is not feasible. This is
why we need to convert it into a high frequency analog signal using modulation techniques. The digital

modulator block transfers the digital signal into a low amplitude analog signal. As the frequency of this

analog signal may be less, we therefore may need to convert it into a high frequency RF signal, where the

wavelength is small and the required antenna length will also be small. The analog modulator block helps

to up-convert the analog signal frequency to a high RF carrier frequency (the modulation technique is

discussed in Chapter 5). It is then fed into a power amplifier to increase the power of the signal, and after

that it is passed to duplexer unit.We know that our telephone acts as a transmitter as well as a receiver, so it
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Figure 1.20 Transmitter system block diagram
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should have both a transmission and a reception block inside. As we want to use the same antenna for

transmission and for reception purposes, sowe connect a duplexer unit to separate out the transmitting and

receiving signals. The transmitted signal goes to an antenna and this antenna radiates the signal through

air/free space.

As shown in Figure 1.21, the reverse sequence happens in the receiver, once it receives the signal. The

antenna actually receives many such EMwaves, which are of different frequencies. Now, of these signals,

the receiver should receive only the desired frequency band signal that is transmitted by the transmitter.

This is done by passing the signal from the duplexer via a band-pass filter. This filter will allow only the

desired frequency band signal to pass through it and the remiander will be blocked. After this, it passes via

the low noise amplifier to increase the power of the feeble signal that is received. Then it is RF down-

converted (analog demodulated), digital demodulated, de-interleaved, de-ciphered, decoded and the

information blocks are recovered. Next, it is passed to the source decoder and ultimately converted back

into an analog voice signal by the DAC and passed to the speaker to create the speech signal.

In this figure the front blocks dealswith the analog signals. This front-end part that dealswith the analog

signal is called the RF front-end or RF transceiver. Sometimes the digital modulation/de-modulation unit

is also put togetherwith theRF transceiver unit (the design of theRF transmitter and receiver are discussed

in detail inChapter 4). The back-end part,where the baseband digital signal (baseband signal) is processed

and the signaling and protocol aspects are dealt with is known as the baseband module.

1.2.4 The Need for a Communication Protocol

We have seen how the sender and receiver communicate via a wireless channel using a transmitter and a

receiver. To set up, maintain and release any communication between the users, we need to follow certain
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Figure 1.21 Receiver system block diagram
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protocols, which will govern the communication between the various entities in the system. The Open

System Interconnection (OSI) reference model was specified by ITU, in cooperation with ISO (Interna-

tional Organization for Standardization) and IEC (International Electrochemical Commission). The OSI

reference model breaks down or separates the communication process into seven independent layers, as

shown in Figure 1.22. Generally, in wireless communication systems, similar to the ISO-OSI model, a

layered protocol architecture is used. However, in most instances, only the lower three layers (physical,

data link and network) are modified according to the needs of the various wireless systems. A layer is

composed of subsystems of the same rank of all the interconnected systems. The functions in a layer are

performed by hardware or software subsystems, and are known as entities. The entities in the peer layers

(sender side and receiver side) communicate using a defined protocol. Peer entities communicate using

peer protocols. Data exchange between peer entities is in the form of protocol data units (PDUs). All

messages exchanged between layer N and layer (N� 1) are called primitives. All message exchange on

the same level (or layer) between two network elements, A andB, is determined bywhat is known as peer-

to-peer protocol.

Various wireless standards, such as GSM (Global Systems for Mobile Communication) and UMTS

(UniversalMobile Telecommunications System) have been developed following different sets of protocols

as required for the communications. This is discussed later in more detail in the appropriate chapters.

1.3 Evolution of Wireless Communication Systems

Since the invention of the radio, wireless communication systems have been evolving invariousways to cater

to the need for communications in a variety of segments. These are broadly divided into two categories:

1. Broadcast communication systems – This is typically simplex in nature, which means that one side

transmits and other side receives the information, and there is no feedback from the receiver side.

Typically radio and TV transmissions are of this nature. This is generally point-to-multi-point in

nature. The transmitter broadcasts the information and all the intended receivers receive that

information by tuning the receiver.

Application
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Figure 1.22 Peer to peer protocol layers

Introduction to Mobile Handsets 23



2. Point-to-point communication systems – This is typically duplex in nature, for example, both sides

can transmit as well as receive the information. In this instance, there is always a transmitter–receiver

pair, for example, each transmitter sends to a particular receiver and vice versa over the channel. Here,

one thingwe need to remember is that in the case of a telecommunication system, every userwould like

to be able to connect with every other user. So if there are n users in a system, then a total of n (n� 1)/2

links are required to connect them. This is very ineffective and expensive. To overcome this issue a

central switching office or exchange is placed in between, as shown in Figure 1.23. With the

introduction of the switching systems (the exchange), the subscribers are now not directly connected

to one another; instead they are connected to the local exchange.

Examples of point-to-point wireless communication systems are walkie-talkies, cordless phones,

mobile phone and so on. These are again classified into two categories: (a) fixed wireless systems and

(b) mobile wireless systems. In the case of walkie-talkies and cordless phones, the transmitter and

receiver pairs are fixed, whereas for mobile phones the transmitter and receiver pairs are not fixed, they

can vary from time to time according to the user call to a particular called party, and these are called

multi-user systems.

The basic differences between these two are given in the Table 1.2.

11 2

4

4

2

3
3

Link numbers = 4(4–1)/2 = 6 Link numbers = 4

Central
exchange

Figure 1.23 A network of four users with point-to-point links without and with central exchange

Table 1.2 Differences between the broadcast and point-to-point systems

Broadcast Point-to-point

Broadcast systems are typically unidirectional These systems are bi-directional

Range is very large Range is less

High transmitted power Moderate transmitted power

No feed-back from receiver Generally have feedback mechanism to control

power

Less costly receiver Generally receivers are expensive

Typically one transmitter and many receivers Generally works with transmitter

and receiver pairs
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So far we have learnt the basic techniques for sending and receiving information via awireless channel.

This is the basic concept used for all types of wireless communications. If the sender and the receiver are

fixed at their respective locations, then whatever we have discussed so far is sufficient, but this is not the

real situation. The user wants to move around while connected. Thus we have to support user’s mobility.

How is that done?

1.3.1 Introduction of Low Mobility Supported Wireless Phones

Cordless phone systems provide the user with a limited range and mobility, for example, the user always

has to be close to the fixed base unit, in order to be connected with the telecommunication network.

Cordless telephones are the most basic type of wireless telephone. This type of telephone system consists

of two separate units, the base unit and the handset unit. Generally the base unit and handset unit are linked

via awireless channel using a low power RF transmitter–receiver. The base unit is connected to the tip and

ring line of the PSTN (public switched telephone network) line using an RJ11 socket.

The cordless telephone systems are full-duplex communication systems. The handset unit sends and

receives information (voice) to and from the base unit via a wireless link and as the base unit is connected

to the local telephone exchange via a wired link, the call from the handset is routed to the exchange and

finally from the exchange to the called party. In this instance, the range and mobility available to the user

are very limited.

1.3.2 Introduction to Cellular Mobile Communication

The limitations of cordless phones are the restricted range and mobility. However, the users want more

mobility to be able to roam around over a large area, and at the same time they want to be connected with

the other users. So, how can this problem be addressed?

One solution could be to transmit the information with a huge transmitting power, but this has several

problems: first of all, if the frequencies of the transmitters of the various users are not properly

organized then they will interfere with each other, and secondly this will only cover a particular zone.

Thus this will also be restricted to local communication only. The ideal solution for this problem was

discovered at the Bell Labs, by introducing the cell concept, where a region is geographically divided

into several cells as shown in the Figure 1.24. Although in theory, the cells are hexagonal, in practice

they are less regular in shape. Ideally the power transmitted by the transmitter covers a spherical area

(isotropic radiation for example, transmits equally in all directions), so naturally for omnidirectional

radiation the cell shapes are circular.

Figure 1.24 Shape of cells in a cellular network
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Users in a cell are given full mobility to roam around using a mobile receiver. Typically, a cell site (for

any cellular provider) should contain a radio transceiver and controller (similar to the base unit in a

cordless system), which will manage, send and receive information to/from the mobile receivers (similar

to the cordless handset). These radio transmitters are again connected with the radio transmitters in the

other cell andwith the other PSTNormobile or data networks. This is just like a star-type inter-connection

of topology but in a wireless medium. This means that now users in any cell are connected to all the other

users in different cells or different networks for example, they are globally connected. So, all users get the

mobility theywanted.As the user’s receivers are by naturemobile, this iswhy it is called amobile handset/

receiver and as communication takes place in a cellular structure, so it is called cellular communication.

One of the main advantages of this cellular concept is frequency (or more specifically channel) reuse,

which greatly increases the number of customers that can be supported. In January 1969, Bell Systems

employed frequency reuse in a commercial service for the first time. Low-powered mobiles and radio

equipment at each cell site permitted the same radio frequencies to be reused in different distant cells,

multiplying the calling capacity without creating interference. This spectrum efficient method contrasts

sharply with earlier mobile systems that used a high powered, centrally located transmitter to communi-

catewith high powered car mountedmobiles on a small number of frequencies, channels which were then

monopolized and could not be re-used over a wide area. A user in one cell may wish to talk to a user in

another cell or to a land phone user, so the call needs to be routed appropriately. This is why another

subsystem is addedwith a base station for switching and routing purposes, as shown in Figure 1.25. This is

discussed in more detail in Chapter 6 onwards, and the architecture of this network system is different for

different mobile communication standards.

As the frequency is treated as a major resource, so it should be utilized in such a way to enhance the

capacity of the subscribers in a cell. We know there will be many mobiles and one base station (for

one operator) in a cell, so all the mobiles in a cell have to always be listening to the base station in order

to receive any information related to the system, synchronization, power, location and so on. Every

base station uses a broadcast channel to send this information. Similarly, it uses a different channel to

convey any incoming information to the mobile. To start any conversation, the mobile requests a

PSTN

Base station

Cell

Mobile

Network
subsystem

Figure 1.25 Architecture of a typical cellular system
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channel from the base station, then the base station assigns a free channel to that mobile for

communication and the mobile then releases it after it has been used. These procedures are discussed

in depth in the respective chapters.

1.3.2.1 Concept of Handover

Handover is a key concept in providing this mobility. It helps a user to travel from one cell to another,

while maintaining a seamless connection. A handover is generally performed when the quality of the

radio link between the base station and the moving mobile terminal degrades. The term “handover”

refers to thewhole process of tearing down an existing connection and replacing it by a new connection

to the target cell into which the user is handed over, because there is a higher signal strength there.

The network controller usually decides whether a handover to another cell is needed or not based on

the information about the quality of the radio link contained in measurement reports from the

mobile. Knowledge about radio resource allocation in the target cell and the correct release of channels

after the handover is completed are vital for a successful handover. The inability to establish a new

connection in the target cell for several reasons is referred to as a “handover failure.” As expanding

markets demand increasing capacity, there is a trend towards reducing the size of the cells in mobile

communications systems. A higher number of small sized cells lead to more frequent handovers and

this situation results in the need for a reliable handover mechanism for efficient operation of any future

cellular mobile network.

1.3.3 Introduction to Mobile Handsets

Amobile handset is the equipment required by the user to send–receive information (voice, data) to/from

another party via base station and network subsystems. This is like a wide area cordless telephone system

with a long range of communication. In this equipment high-powered transmitters and elevated antennas

are used to provide wireless telephony typically over a cell of radius of 20–30 miles.

Evolution of the Generations of Mobile Phones In 1887, Guglielmo Marconi was the first to show a

wireless transmission usingMorse code to communicate from ship to shore. Later, he commercialized his

technology by installing wireless systems in transatlantic ocean vessels. Since then, Marconi wireless

systems have been used to send distress calls to other nearby boats or shoreline stations, including the

famous ship the Titanic. This first wireless system used a spark-gap transmitter, which could be wired to

send simple Morse code sequences. Although the transmission of the signal was easy, the reception was

not quite so simple. For this, Marconi used a coherer, a device that could only detect the presence or

absence of strong radio waves. Since then things have come a long way, and wireless telephone systems

have become fairly mature, with fixed wireless communication devices, cordless phones, short range

wireless phone gradually being introduced.

In December 1947, Douglas H. Ring and W. Rae Young, Bell Labs engineers, proposed hexagonal

shaped cells for mobile phones. Many years later, in December 1971, AT&T submitted a proposal for

cellular service to the Federal Communications Commission (FCC), which was approved in 1982 for

Advanced Mobile Phone Service (AMPS) and allocated frequencies in the 824–894MHz band. In 1956,

the first fully automatic mobile phone system, called the MTA (Mobile Telephone system A), was

developed byEricsson and commercially released in Sweden. Thiswas the first system that did not require

any type of manual control, but had the disadvantage that the phone weighed 40 kg. One of the first truly

successful public commercialmobile phone networkswas theARPnetwork in Finland, launched in 1971;

this is also known as 0th generation cellular network.

In 1973, Motorola introduced Dyna-Tac, the world’s first cell phone with a size of a house brick at

9� 5� 1.75 inches, and weighing in at a strapping 2.5 lbs. This contained 30 circuit boards, and the
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only supported features were to dial numbers, talk, and listen, with a talking time of only 35 minutes. In

1949, Al Gross (the inventor of the walkie-talkie) introduced the first mobile pager, for use by hospital

doctors. In 1979, the first commercial cellular phone market opened up in Tokyo using a type of analog

FM (frequency modulation) to send voice signals to users. Similar systems in North America and

Europe followed. By the late 1980s, analog cellular communications were a commercial success,

and companies were pressing government regulatory agencies to open up new radio spectra for

more voice services. Nokia introduced the world’s first handheld phone, the Mobira Cityman 900.

On July 1, 1991, Nokia manufactured and demonstrated the first GSM (Global System for Mobile

Communication) call.

First Generation (1G)
In the 1960s Bell Systems developed the Improved Mobile Telephone Service system (IMTS), which

was to form the basis of the first generationmobile communications systems. 1G (first generation) is the

name given to the first generation of mobile telephone networks. Analog circuit-switched technology is

used for this system, with FDMA (Frequency Division Multiple Access), as an air channel multiple

access technique, and worked mainly in the 800–900MHz frequency bands. The networks had a low

traffic capacity, unreliable handover, poor voice quality, and poor security. The examples of such 1G

system are Analog Mobile Phone Systems (AMPS) – the analog systems implemented in North

America, Total Access Communication Systems (TACS) – the system used in Europe and other parts of

the world.

Second Generation (2G)
The problems and limitations of analog circuit based 1G mobile networks were soon realized, so the

digital technology based 2G (second generation) mobile telephone networks were introduced. Many of

the principles involved in a 1G system also apply to a 2G system, and both use a similar cell structure.

However, there are differences in signal handling, and a 1G system is not capable of providing some of the

more advanced features of a 2G system.

The most popular 2G system is GSM. In GSM 900, the band at 890–915MHz is dedicated to uplink

communications from the mobile station to the base station, and the band at 935–960MHz is used for

the downlink communications from the base station to the mobile station. Each band is divided into 124

carrier frequencies, spaced 200 kHz apart, in a similar fashion to the FDMAmethod used in 1G systems.

Then each carrier frequency is further divided using TDMA into eight 577 ms long “time slots,” each

one ofwhich represents one communication channel – the total number of possible channels available is

therefore 124� 8, producing a theoretical maximum of 992 simultaneous conversations. In the USA, a

different form of TDMA is used in the system known as IS-136 D-AMPS, and there is another US

system called IS-95 (CDMAone), which is based on the Code Division Multiple Access (CDMA)

technique. 2G systems are designed as a voice centric communications network with limited data

capabilities such as fax, Short Message Service (SMS), as well as Wireless Application Protocol

(WAP) services.

Second Generation Plus
Owing to the rapid growth of the Internet, the demand for advancedwireless data communication services

is increasing rapidly. As the data rates for 2G circuit-switched based wireless systems are too slow, the

mobile systems providers have developed 2Gþ technology, which is packet-based and have a higher data

speed of communication. Examples of 2Gþ systems are: High Speed Circuit-Switched Data (HSCSD),

General Packet Radio Service (GPRS), and EnhancedData Rates for GSMEvolution (EDGE). HSCSD is

a circuit-switched based technology that improves the data rates up to 57.6 kbps by introducing 14.4 kbps

data coding and by aggregating four radio channels timeslots of 14.4 kbps. The GPRS standard is packet-

based and built on top of the GSM system. GPRS offers a theoretical maximum 171.2 kbps bit rate, when

all eight timeslots are utilized at once. In Enhanced GPRS (EGPRS), the data rate per timeslot will be
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tripled and the peak throughput, including all eight timeslots in the radio interface, will exceed 384 kbps.

Enhanced Data Rates for GSM Evolution (EDGE) is a standard that has been specified to enhance

the throughput per timeslot for both HSCSD and GPRS. The basic principle behind EDGE is that the

modulation scheme used on the GSM radio interface should be chosen on the basis of the quality of

the radio link. A higher modulation scheme is preferred when the link quality is good, and when the link

quality is bad it uses modulation scheme with lower data rate support.

Third Generation (3G)
2G mobile communication systems have some limitations and disadvantages, such as lower system

capacity, lower data rate, mostly voice centric, and so on. Hence the demand for a newer generation of

telecommunication systems, which are known as third generation (3G) systems. Third generation systems

support higher data transmission rates and higher capacity, whichmakes them suitable for high-speed data

applications as well as for the traditional voice calls. The network architecture is changed by adding

several entities into the infrastructure. Compared with earlier generations, a 3G mobile handset provides

many new features, and the possibilities for new services are almost limitless, including many popular

applications such as multimedia, TV streaming, videoconferencing, Web browsing, e-mail, paging, fax,

and navigational maps.

Japan was the first country to introduce a 3G system due to the vast demand for digital mobile phones

and subscriber density. WCDMA (Wideband Code Division Multiple Access) systems make more

efficient use of the available spectrum, because the CDMA (Code Division Multiple Access) technique

enables all base stations to use the same frequencywith a frequency reuse factor of one. One example of a

3G system is Universal Mobile Telecommunication Systems (UMTS). UMTS are designed to provide

different types of data rates, based on the circumstances, up to 144 kbps for moving vehicles, up

to 384 kbps for pedestrians and up to 2Mbps for indoor or stationary users. This is discussed from

Chapter 12 onwards.

Fourth Generation (4G)
As 3G system also have some limitations, so researchers are trying to make new generations of mobile

communication, which are known as the fourth generation (4G). 4Gwill be a fully IP-based (International

Protocol) integrated system. Thiswill be achieved afterwired andwireless technologies converge andwill

be capable of providing 100Mbit/s and 1Gbit/s speeds both indoors and outdoors, with premium quality

and high security. 4Gwill offer all types of services at an affordable cost, and will support all forthcoming

applications, for examplewireless broadband access, amultimediamessaging service, video chat, mobile

TV, high definition TV content, DVB, minimal service such as voice and data, and other streaming

services for “anytime-anywhere.” The 4G technology will be able to support interactive services such as

video conferencing (withmore than two sites simultaneously), wireless internet and so on. The bandwidth

would be much wider (100MHz) and data would be transferred at much higher rates. The cost of the data

transfer would be comparatively much less and global mobility would be possible. The networks will all

be IP networks based on IPv6. The antennas will bemuch smarter and improved access technologies such

asOrthogonal FrequencyDivisionMultiplexing (OFDM) andMC-CDMA (Multi Carrier CDMA)will be

used. All switcheswould be digital. Higher bandwidthswould be available, whichwouldmake cheap data

transfer possible. This is discussed in Chapter 16.

Today, the 4G system is evolving mainly through 3G LTE (Long Term Evolution) and WiMAX

systems. People who are working with the WiMax technology are trying to push WiMax as the 4G

wireless technology. At present there is no consensus on whether to refer to this as the 4G wireless

technology. WiMax can deliver up to 70Mbps over a 50 km radius. As mentioned above, with 4G

wireless technology people would like to achieve up to 1Gbps (indoors). WiMax does not satisfy the

criteria completely. To overcome the mobility problem, 802.16e or Mobile WiMax is being standard-

ized. The important thing to remember here is that all the research on 4G technology is based

around OFDM.
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Fifth Generation (5G)
5G (fifth generation) should make an important difference and add more services and benefits to the

world over 4G. For example, an artificial intelligence robot with a wireless communication capability

would be a candidate, as building up a practical artificial intelligence system is well beyond all current

technologies. Also, apart from voice and video, the smell of an object could be transmitted to the

distant user!

The evolution of mobile communication standards is shown in Figure 1.26 and added features are

discussed in Table 1.3.

1.3.3.1 Basic Building Blocks of a Mobile Phone

Themobile phone is a complex embedded device, consisting of variousmodules to support its operations.

These can be broadly divided into three categories: (1) modem – which takes care of transmission and

reception of information over the channel and consists of a protocol processing unit, modulation/

demodulation unit, and RF unit; (2) application – this is used to support various user applications, such as

for a voice supportmicrophone, speaker, speech coder,A/D–D/A converters and so on and if for example a

video support camera or LCD are used; and (3) power – this module takes care of providing battery power

to the different subsystems. A typical internal block diagram of a cellular mobile handset is shown in

Figure 1.27. Based on the supported cellularmobile system standards (such asGSMorUMTS), the design

of the RF, modulation, baseband, and protocol processing units section varies. However, the basic

operational blocks remain more or less the same.

The basic blocks are briefly mentioned below, but these are described in detail later, in the

appropriate chapters.

1. Antenna – Converts the transmitted RF signal into an EM wave and the received EM waves into an

RF signal. The same antenna is used for transmission and reception, so there is a duplexer switch (or

processor controllable switch) to multiplex the same antenna.

2. RF Block – In the receive path, the signal is first passed through the band-pass filter to extract the

signal of the desired band, and then passed through the lownoise amplifier to amplify the signal. Next,

the inputRF signal is down-converted into a baseband signal (using heterodyne or homodyne receiver

architecture), so that sampling can be performed at a much lower rate. Sampling at the RF signal
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Figure 1.26 Evolution of standards and technologies
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level is not feasible, as according to Nyquist’s theorem, the sampling frequency requirement is

fs¼ 2� fmin, which is too high and will generate huge volume of sampled data per second, which is

difficult to process using the presently available DSP (digital signal processor). Similarly, in the

transmit path the input signal is up-converted to an RF frequency and amplified, bandpassed and

transmitted via the antenna.

3. Analog toDigital andDigital to AnalogConverter –The incoming I andQ samples are sampled by

an ADC unit and fed to the digital baseband block. Similarly, the transmitted baseband data are

converted into I and Q analog signals by a digital modulator (or DAC) unit.

4. BasebandModule – This is the heart of the handset module. It controls all the devices and processes

the digital information. Generally, all the physical layer modem processing (such as channel coding,

interleaving, channel estimation, decoding and so on) is performedby this unit. Apart from this, it also

processes the protocol for communication and interfaces. One or two processors are usually used for

the baseband module implementation.

5. AGC/AFCModule – The automatic gain control (AGC) unit controls the gain of themobile handset

receiver and the automatic frequency control (AFC) unit controls and corrects the frequency error

during operation. The baseband unit provides the information to the RF unit to do this. AFC is used to

lock the transmitter clock to the desired frequency from the base station and tracks the frequency

continuously, so that the phone receives a stable frequency and is synchronized with the base station

clock. The AGC amplifier is used to maintain a constant output level of power at the receiver.

To maintain a constant level of received signal, the AGC should be set before each received burst,

this is called pre-monitoring. The baseband unit measures the received signal level and adjusts

the AGC gain.

Speaker

LCD KEYPAD

Image
sensor

Camera

Antenna

Duplexer (switch)

PA LNA

RF up
conversion

RF down
conversion

A/D

D/A
I

Q

Q

I

AFC/AGC

Charger Protection

Battery Power management

Monitor

Baseband
module

USER INTERFACE MODULES Audio modules

Amp

Microphone

Image
module

SIM
interface

Storage
module

Memory
stick

SIM Card

Connectivity modules

IrDA USB UART Bluetooth RTC

Clock module

Flash

RAM

ROM

Memory

Figure 1.27 Internal block diagram of a typical mobile handset
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6. Microphone – This is a transducer, which converts the speech energy into an electrical signal.

7. Speaker – This is a transducer, which converts the electrical signal into sound waves (voice).

8. Audio Modules – The audio module controls the speaker, microphone unit, and ADC–DAC unit,

which converts the electrical signal from the microphone into digital data and similarly baseband

input digital data into an electrical signal, and then passes it to the speaker. It also consists of different

speech and audio codec (such as MP3, AAC).

9. Camera – This is a sensor, which converts the light energy into electrical energy.

10. ImageModule – This manages the camera modules and sends or receives the signal from the camera

sensor and interfaces to the base--band unit.

11. Keypad – This is a set of buttons arranged in a block which usually bears digits and the alphabet. it is

used to dial the number and make a call, accept a call or for typing SMSs and so on.

12. Display Unit (LCD) – This is used to display the digits or images. Generally a liquid crystal diode

(LCD) is used for display. It has low energy requirements and is easy to read. LCD screens are made

by sealing a liquid compound between two pieces of glass and/or a filter. The screen has many dots,

and as these are changed they reflect lights (or absorb light) and display the digits. Some LCD screens

have an electroluminescence panel behind them and are termed as back lit, which helps to provide

background light.

13. User Interface Module – The user interface module controls and interfaces with the LCD

and keyboard.

14. SIM Interface Module – This is the interface to the SIM card. It reads and writes the data to the

SIM card.

15. Memory – There are several types of memory used in a cell phone, for example, Flash memory

is used for storing the program, SRAM are used for internal memory for processing storage

requirement, ROM for storing tables, fixed data, and memory sticks, and Flash card for image or

data storage.

16. Connectivity Module – To connect the mobile with other local external devices for data transfer or

any other purposes,several communication devices exist on the mobile handset, such as a serial port

(UART), USB, IrDA or Bluetooth.

17. Battery – This is the source of energy to the handset circuits. Generally, a lithium ion (Li-ion) type of

battery is used. It is lighter in weight and has a long life cycle. The other types of batteries are

nickel–cadmium (NiCd), nickel–metal hydride (NiMH) and so on.

18. PowerModule –This consist of a battery, battery charging,monitoring, andpowermanagement units.

19. Clock Module – It distributes the clock signal to the system.

20. Real Time Clock (RTC) – In a mobile phone the real time clock (RTC) is used as a base clock to

provide clocks for hours,minutes, seconds and so on. It is also used for the calendar, and timerwith an

alarm function, for the power ON/OFF program and so on. A battery back up is provided to the RTC,

so that the clock can keep running even when the phone battery is disconnected. For this a

rechargeable polyacene battery, which can keep the clock running for about 30min is used. When

the main battery is disconnected for more than an hour or so, the RTC loses its content and when the

main battery is connected again, the RTC clock restarts. The RTC restarts only after the 32KHz is

settled, the count keeps the baseband processor in reset mode during this time.

21. VibraAlert Device – In themobile phone a vibra alert device is used to give a silent alert signal to the

user about the incoming call. This device is not placed on the phone board; rather it is placed inside the

special vibra battery packs. Generally, the vibration is made using a specially designed motor and

controlled with a pulse width modulation (PWM) signal via the battery terminal.

Apart from these hardware modules, there will be one or more microprocessor/controller modules

to control the whole system and to run the protocol software and various applications such as voice

call, data call, audio player, game, and so on. These will be discussed in more details in the

next chapters.
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2

Problem Analysis in Mobile
Communication System

2.1 Introduction to Wireless Channels

Apart from the transmitter and receiver circuit design issues, several other critical factors appear in the

design of a mobile communication system, primarily due to the wireless channel and user mobility.

A wireless channel is more complex than a traditional wired transmission channel, with lots of issues

being involved in signal transmission through a wireless channel. Before discussing these issues in detail,

first let us examine the basic working principles of a typical communication system. The information

flow between two parties communicating is depicted in Figure 2.1. The information from the source is

digitized, source coded (redundant bits are removed), passed through the protocol layers (where extra

header bits are inserted), processed in the physical layer (channel coding, puncturing, interleaving, burst

formation, etc.),modulated (converted into an analog signal), amplified, and sent via the channel. The signal

propagates via the channel and finally reaches the receiver. The receiver receives the transmitted signal and

reverses the operations to recover the source information. In this communication process, the channel plays a

significant role, as its characteristics severely affect the signals that are propagated through it.

First let us try to understand how the signal transmission–reception process gradually becomes

complex froma point-to-point –wire-line scenario to amulti-user –wireless –mobile scenario. In the case

of awired channel, it is typically copper wire that is used to connect the users with the local exchange. The

problems associatedwith this are as follows. (1)Noise – this signal is unwanted to all receivers. It ismainly

thermal noise that is the big issue here, which is generated due to temperature variations of the line and this

noise gets added into the user’s desired signal. The thermal noise distribution function is Gaussian in

nature, so channel characteristics can be represented by a Gaussian channel. (2) Attenuation – this is

because of the finite resistance of the copper wire. As discussed in Chapter 1, from Shannon’s theory the

capacity of the channel (C) can be written as C¼B log (1 þ S/N), where S is the signal strength and N is

the noise at the receiver end. We design a receiver by defining the required link budget (the minimum S/N

requirement) and set the transmitted power accordingly tomeet this requirement. Defining this is easy and

a one time job, as here the channel characteristics do not vary with respect to time.

The situation becomes little bit complex for the multi-user scenarios in a frequency division

multiplexing system. In this scenario, the interference (the signal is wanted by at least one user and

unwanted by the rest) from the other users comes into the picture. There are two types of interferences that

occur in the frequency domain, and these are known as co-channel interference (CCI) and adjacent
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channel interference (ACI). In addition to this, in the time domain, there is inter-symbol interference (ISI),

and this is generated,when the previous data signal overlapswith the next one, because of the delay spread

and higher data rate, for example, a lesser symbol period.

The situation becomes more complex in the case of a long range (r� 10 km for example, cellular

system) wireless scenario. Here, apart from the path-loss and attenuation, there are several other

phenomenon such as the multi-path effect (the same signal arrives at the receiver via different paths

after multiple reflections and add up if they are in phase or cancel out if they are out of phase), shadow

fading, interference, environment noise, burst noise, time dispersion or delay spread, and so on, seriously

degrade the quality of the signal reception.

The situation become even worse in the mobile environment, as the the position of the receiver moves

with respect to time, which causes the spread of the frequency bands due to theDoppler effect. There are

two terms normally used to characterize the channel: (a) coherent time (Tc),which is the time interval over

which the channel impulse response in essentially invariant, for example, over this period the channel

does not changemuch; and (b) coherent bandwidth (Bc), which is the BWover which the channel transfer

function remains virtually constant, for example, over this BW, all frequency bands will be equally

affected by channel impairment.

As a result of all the phenomena discussed above, the received signal strength in a mobile wireless

environment fluctuates from maximum to minimum. This is called signal fading and it makes the

wireless channel extremely unpredictable. Shannon’s capacity equation can be modified for a mobile

wireless channel and can be represented asC¼B log (1 þ |h|2. S/N), where, |h|2 is the channel gain and its

value depends on the channel fading statistics. The major differences between a wireless and wire-line

channel are summarized in Table 2.1.

The quality of a wireless link between the transmitter and a receiver depends on the radio propagation

parameters, mobile environment and air channel’s characteristics. Different problems arise due to various

reasons at the transmitter, channel, and receiver locations:

. At TransmitterVariation of transmitter characteristics with respect to transmitted power, modulation,

non-linearity of amplification, data rate, signal bandwidth, operating frequency and so on.

Information
source

Voice Image Voice Image

A/D conversion

Source coding (voice/audio codec) Source decoding (voice/audio codec)Source coding (image) Source coding (image)

User data

Communication protocol layer Communication protocol layer

User data

User data Control infoUser data

Modulation De-modulation

RF electrical signal

RF power amplifier Low noise amplifier

RF electrical signal

Phy layer procedures (channel coding, CRC, interleaving, ...)

Different channels (data/traffic, control, signalling)

Phy layer procedures (channel coding, CRC, interleaving, ...)

Different channels (data/traffic, control, signalling)

Physical layer

Medium (copper wire)

Physical layer
Control info

D/A conversion D/A conversionA/D conversion

Information
sink

Figure 2.1 Information flow between two communicating parties
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. AtChannelVariation of signal propagation in the unpredicted air channel due to attenuation, path loss,

fading, multi-path, Doppler spread and so on.
. At ReceiverMobility of the receiver with respect to time and location, interference, noise, synchroni-

zation and so on.

All these factors are related to variability introduced by the mobile user because of signal reflection,

diffraction, scattering, and a wide range of environmental variations that affect the signal propagation

characteristics. These problems play a significant role in network, cell size, and receiver architecture

design. In this chapter, we will first analyze various problems associated with communication over the

wireless channel and then in Chapter 3, wewill discuss various techniques or design solutions introduced

to overcome these difficulties in wireless receivers across the generations of the wireless system.

2.2 Impact of Signal Propagation on Radio Channel

There are generally three basic phenomenon, reflection, diffraction, and scattering, which impact the

signal propagation in a mobile wireless environment.

2.2.1 Reflection

Reflection occurs when a propagating electromagnetic wave impinges on a smooth surface of very large

dimensions (>wavelength), as shown in Figure 2.2.

Table 2.1 Differences between wire-line and wireless channels

Wireless communication Wire-line communication

Air channel is used as the medium, which is a

public channel

Generally, copper wire or fiber optic cables are

used as medium and these are private channels

(belonging to operator)

Signal is transmitted as electromagnetic waves Signal is transmitted as electrical signal

The characteristic of air channel varies

frequently with respect to time and

frequency; the channel is unpredictable

most of the time

The characteristic of wire channel does not vary

much with respect to time (for example, over a

long period of time, it is almost constant)

Channel loss is more Channel loss is less

Generally receiver is mobile Receiver is stationary

Generally the channel is characterized by

Rayleigh, Rician distribution

Generally channel is characterized by AWGN

Security is a major threat As the lines belong to specific operators, so

although security is a major concern, it is less

severe than wireless channel, where anyone

can eavesdrop into the public air channel

Transmitter
Reflector

Receiver

Figure 2.2 Reflection of a wave
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2.2.2 Diffraction

Diffraction occurs when the radio path between the transmitter and the receiver is obstructed by a dense

object with a sharp edge, causing deflection of the secondary waves in various directions away from the

sharp edge, as shown in Figure 2.3. This forms secondary waves behind the obstructing body. Diffraction

is a phenomenon that accounts for RF energy traveling from the transmitter to receiver without a line-

of-sight path between the two. It is often termed shadowing because the diffracted field can reach the

receiver even when shadowed by an impenetrable obstruction (Figure 2.3).

2.2.3 Scattering

Scattering occurs when a radio wave impinges on either a large rough surface or any surface whose

dimensions are of the order of l or less, causing the reflected energy to spread out (scatter) in all directions.
This is shown in Figure 2.4. In an urban environment, typical signal obstructions that yield scattering are

lampposts, street signs, and foliage (Figure 2.4).

When the surface roughness increases a little, it creates two components: a specular reflection and

a scattering component. The component of specular reflection is called the coherent component, while

that of scattering is called diffuse or the incoherent component. However, when the surface roughness

increases, only diffuse components will remain without any specular reflection component. Such surface

scattering depends on the relationship between the wavelength of the electromagnetic radiation and the

surface roughness, which is defined by the Rayleigh or Fraunhofer criteria. According to the Rayleigh

criterion: ifDh< l/8 cos y, the surface is smooth.However, in the Fraunhofer criterion: ifDh< l/32 cos y,
then the surface is smooth, where Dh is the standard deviation of surface roughness, l is wavelength, and
y is the angle of incidence. Generally, the scattering coefficient, which is scattering per unit area, is a

function of incident angle and scattering angle. Flat surface reflection coefficient (rs) is multiplied by

a scattering loss factor:

Transmitter

Scatter

Receiver

Figure 2.4 Reflection of a wave

Diffracted waves

Shadow zone

Receiver

Diffractor
Transmitter

Figure 2.3 Diffraction of a wave
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rs ¼ exp � 8
sh
Dh0

� �2
" #

I0 8
sh
Dh0

� �2
" #

ð2:1Þ

where Dh0¼ l/(p cos y), sh is the standard deviation of the surface height, I0 is the modified

Bessel function of first kind and zero order. The electric field, for minimum to maximum protuberance

(h)> critical height (hc) can be solved for a rough surfaces using the modified reflection

co-efficient: G0 ¼G � rs

2.3 Signal Attenuation and Path Loss

As discussed inChapter 1, a transmitting antenna radiates a fraction of the given amount of power into free

space. Considering the transmitter at the center of a radiating sphere (Omni directional radiation), the total

power, which is found by integrating the radiated power over the surface of the sphere, must be constant

regardless of the sphere’s radius. After propagating a distance through the wireless channel from the

transmitting antenna, some part of the signal impinges on the receiver antenna. For most antenna-based

wireless systems, the signal also diminishes as the receiver moves away from the transmitter, because the

concentration of radiated power changes with distance from the transmitting antenna.

As shown in Figure 2.5, let us consider that the power Pt is fed to the transmitting antenna and it has a

gain of Gt and also assume that the antenna is transmitting equally in all directions. Then the effective

transmitter power (equivalent isotropic radiated power, EIRP) will be Pt
� Gt. This power will be radiated

over a sphere. At a distance R from the transmitter the sphere radius will be R and as the energy retention

by the sphere is constant so the total energy over the sphere will always be same, for example, Pt�Gt. The

energy density over the sphere will be PtGt/4 p R2 and this indicates the received power at a distance R.

Thus it is evident that when the receiver moves far away from the transmitter, R increases and received

signal powerPr¼PtGt/4 pR
2 decreases as a proportion ofR2. Also, ifA is the effective area of the receiver

antenna (where this transmittedwavewill impinge), then the total received power at the receiving antenna

will be:

Pr ¼ A � ðPt Gt=4pR2Þ ð2:2Þ

Again, let us consider Gr is the gain of the received antenna. Thus:

Gr ¼ 4pA=l2 ð2:3Þ

Pr ¼ A � ðPt Gt=4 p R2Þ ¼ ðGr � l2=4 p Þ � ðPt Gt=4 p R2Þ ¼ Pt �Gt �Gr � ðl=4 p RÞ2 ¼ Pt �Gt �Gr=Lp ð2:4Þ

Propagation loss� Lp ¼ ð4pR=lÞ2 ð2:5Þ

Antenna

Transmitter

Antenna

Receiver

Channel

Loss = LP

Gt Gr

PrPt

Figure 2.5 Free space signal transmission
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If other losses are also present, then we can rewrite the above equation:

Pr=Pt ¼ Gt �Gr=Lp � L0 ð2:6Þ

where L0 is other losses expressed as a relative attenuation factor, and Lp is the free space path loss.

2.3.1 Empirical Model for Path Loss

Several empirical models exist for path loss computation, such as Okumura–Hata, COST 231 (Walfisch

and Ikegami), andAwkward (graph) model. Amongst these, the Okumura–Hata model is the most widely

used in radio frequency propagation for predicting the behavior of cellular transmissions in the outskirts

of cities and other rural areas. The model calculates attenuation taking into account the percentage of

buildings in the path, as well as any natural terrain features. This model incorporates the graphical

information from the Okumura model and develops it further to suite the need better.

2.3.1.1 Okumura–Hata Model

Okumura analyzed path loss characteristics based on several experimental data collection around Tokyo,

Japan. This model calculates the attenuation taking into account the parentage of buildings in the path, as

well as the natural terrain features. Hata’s equations are classified into three models as described below:

1. Typical Urban

L50 ¼ 69:55þ 26:16 log fc þð44:9� 6:55 log hbÞ log d � 13:82 log hb � aðhmÞdB ð2:7Þ
where a(hm) is the correction factor for mobile antenna height and is given by

For large cities:

aðhmÞ ¼ 8:29½log ð1:54hmÞ�2 � 1:1 fc � 200MHz ð2:8Þ

aðhmÞ ¼ 3:2 ½log ð11:75hmÞ�2 � 4:97 fc � 400MHz ð2:9Þ
For small and medium cities:

aðhmÞ ¼ ½1:1 log ð fcÞ� 0:7� hm � ½1:56 log ð fcÞ� 0:8� ð2:10Þ
2. Typical Suburban

L50 ¼ L50ðurbanÞ� 2½ðlog ð fc=28Þ2Þ� 5:4� dB ð2:11Þ
3. Rural

L50 ¼ L50ðurbanÞ� 4:78ðlog fcÞ2 þ 18:33 log fc � 40:94 dB ð2:12Þ
where, fc is the carrier frequency, d is the distance between the base station and the mobile handset

(in km), hb is the base station antenna height, and hm is the mobile antenna height (in m).

2.3.1.2 COST 231 Model

The COST 231 model, also called the Hata model PCS extension, is a radio propagation model that

extends the Hata and Okumura models to cover a more extensive range of frequencies. This model is

applicable to open, suburban, and urban areas.
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The model is formulated as:

L ¼ 46:3þ 33:9 log f � 13:82 log hB �CHþ ½44:9� 6:55 log hB� log d þC ð2:13Þ
where C¼ 0 dB for medium cities and suburban areas and 3 dB for metropolitan areas, L¼median path

loss (in dB), f¼ frequency of transmission (in MHz), hB¼ base station antenna height (in m), d¼ link

distance (in km), and CH¼mobile station antenna height correction factor.

2.4 Link Budget Analysis

Link budget is the budget of signal energy at the receiver on a given link accounting for all the risks in the

link. A link budget relates TX power, RX power, path loss, RX noise and additional losses, and merges

them into a single equation.A link budget tells us themaximumallowable path loss on each link, and helps

to determinewhich link is the limiting factor. Thismaximum allowable path loss will help us to determine

themaximum cell size. So, instead of solving for propagation loss in the prediction equations, we can take

the maximum allowable loss from the link budget and calculate the cell radius R, from the propagation

model. The link budget is simply a balance sheet of all the gains and losses on a transmission path, and

usually includes a number of product gains/losses and “margins.” For a line of sight radio system, a link

budget equation can be written as:

PRX ¼ PTX þGTX � LTX � LFS � LM þGRX � LRX ð2:14Þ
where PRX¼ received power (dBm), PTX¼ transmitter output power (dBm), GTX¼ transmitter antenna

gain (dBi), LTX¼ transmitter losses (coax, connectors, . . .) (dB), LFS¼ free space loss or path loss (dB),

LM¼miscellaneous losses (fading margin, polarization mismatch, body loss, other losses, . . .) (dB),
GRX¼ receiver antenna gain (dBi), and LRX¼ receiver losses (coax, connectors, . . .) (dB).

The receiver systems exhibit a threshold effect, when the signal to noise ratio (SNR) drops below a

certain value (threshold value), the system either does not work at all, or operates with unacceptable

quality. For acceptable performance, the necessary condition is: SNR (at receiver) � threshold SNR,

which indicates that Pr�Pr0. Pr is limited by Equation 2.4 to provide satisfactory performance and Pr0 is

receiver sensitivity.

As an example the parameters are analyzed here for a particular receiver:

1. Transmit Power – (>30–45 dBm for base stations and approximately 0–30 dBm for mobiles) this is

simply the EIRP of the transmitter.

2. Antenna Gain – (>18 dBi for base stations) this is a measure of the antenna’s ability to increase

the signal.

3. Diversity Gain – (>3–5 dB) by utilizing various frequencies, time, or space, the system can extract

signal information from other replicas and this translates into a gain.

4. Receiver Sensitivity – (>�102 to�110 dBm) the lowest signal that a receiver can receive and still be

able to demodulate with acceptable quality.

5. Duplexer Loss – (>1 dB) the loss from using a duplexer unit, which duplexes the uplink

and downlink.

6. Combiner Loss – (>3 dB) the loss from using a combiner unit, which combinesmultiple frequencies

onto one antenna system.

7. Filter Loss – (>2–3 dB) the loss occurred due to the use of filters in the circuit.

8. Feeder Loss – (>3 dB) the loss from the cables connecting the base station with the antenna system.

9. Fade Margin – (>4–10 dB) this accounts for fading dips, especially for slow moving mobiles,

because for fast movingmobiles they tend tomove out of a dip faster than the channel changes. Some

special curves (Jake’s curves) are used to compute this parameter based on a certain reliability of

coverage (percentage 	 75–95%).
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10. Interference Margin – (>1 dB) this accounts for high interference from the other users.

11. Vehicle Penetration – (>6 dB) accounts for the attenuation of the signal by the chassis of a car.

12. Building Penetration – (>5–20 dB) accounts for the penetration of building material for indoor

coverage. This depends on the type of building and the desired quality at the center of the interior.

13. User Body Loss – (>3 dB) accounts for the signal blockage created by a mobile user’s head

(sometimes called head loss).

Using tools such as Planet (MSI) or Wizard (Agilent) the coverage can be analyzed and we can also

estimate co-channel and adjacent channel interference. The tools can be used for automatic frequency and

code planning.

2.5 Multipath Effect

As many obstacles and reflectors (tall buildings, metallic objects, water surfaces, etc.) are present in a

wireless propagation channel, so the transmitted signal is reflected by such reflectors and arrives at the

receiver from various directions overmultiple paths, as shown in Figure 2.6. Such a phenomenon is called

a multipath. It is an unpredictable set of reflections and/or direct waves, each with its own degree of

attenuation and delay. Multipath is usually characterized by two types of paths:

. Line-of-Sight (LOS) the straight line path of the wave from the transmitter (TX) directly to the

receiver (RX).
. Non-Line-of-Sight (NLOS) the path of a wave arriving at the receiver after reflection from

various reflectors.

Multipath will cause fading (amplitude and phase fluctuations), and time delay in the received signals.

When multipath signals are out of phase with the direct path signal, reduction of the signal strength at the

receiver occurs; similarly when they are in phase, reinforcement of the signal strength occurs. This results

in random signal level fluctuations, as the multipath reflections destructively (and constructively)

superimpose on each other, which effectively cancels part of the signal energy for brief periods of time.

The degree of cancellation, or fading,will depend on the delay spread of the reflected signals, as embodied

Figure 2.6 The multipath effect in a wireless channel
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by their relative phases, and their relative power. One such type ofmultipath fading is known as “Rayleigh

fading” or “fast fading.”

2.5.1 Two Ray Ground Reflection Model

Wewill first consider two signals coming from the transmitter and one of them is reflected by a reflecting

surface, whereas other one arrives directly at the receiver following the path dD, as shown in Figure 2.7.

The same principle can be extended to compute the resultant effect when considering multiple paths,

because many such direct and reflected waves will arrive at the receiver.

Total received field at the receiver is:

E ðtotalÞ ¼ E ðdirectÞþE ðreflectedÞ ¼ ED þERe
jDf

where

ED ¼ A

dD
; ER ¼ A:G

d1 þ d2
; jEtj ¼ A

dD
j1þG

dD

d1 þ d2
e jDfj ð2:15Þ

where ED¼ direct LOS component, ER¼ reflected component,Dj¼ phase difference, andG¼ complex

reflection coefficient. The reflection introduces amplitude and phase fluctuation, for example, fading.

The phase difference is:

Df ¼ 2p
l
ðd1 þ d2 � dDÞ ¼ 2p

l
Dd ð2:16Þ

As the mobile operating frequency (for example in GSM� 900MHz) is very high. for example, the

wavelength is smaller than the distance, so, we can assume:

d1 þ d2; dD 	 l; d1; d2; dD 	 h1; h2;
dD

d1 þ d2

 1

where h1 and h2 are the height of the transmitter and receiver antenna. Thus the path difference

((d1 þ d2)� dD)¼H((ht þ hr)
2 þ R2)�H((ht� hr)

2 þ R2). When R	 (ht þ hr), then H((ht þ hr)
2

þ R2)�H((ht� hr)
2 þ R2)¼H[R2{((ht þ hr)/R)

2 þ 1}�H[R2{((ht� hr)/R)
2 þ 1}¼R�[H{((ht þ hr)/

R)2 þ 1}�H{((ht þ hr)/R)
2 þ 1}].

¼ R: 1þ 1=2 � ðht þ hrÞ=Rð Þ2 � 1� 1=2 � ðht þ hrÞ=Rð Þ2
h i

¼ 2 � ht � hr=R ð2:17Þ

For small a (a� 1), this indicates that G
�1.

With this approximation, the total received field becomes:

jEtj 
 A

dD
j1� e jDfj 
 4ph1 � h2A

lR2
;R >

20h1 � h2
l

It is important to observe that, as discussed earlier, in free space, as the distance R increases, the electric

field decreases as 1/R and thus the power decreases as 1/R2. However here, considering the multipath

effect, the electric field reduces at a rate of 1/R2. Hence the power reduces as 1/R4.

Figure 2.7 The two ray reflection model in a wireless channel
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Pr 
 jEtj2 
 1

R4
ð2:18Þ

The path loss is

LP ¼ R4

h2t h
2
r

ð2:19Þ

2.6 Delay Spread

To understand this, we should consider the effect of channel impulse response. In an ideal case, a Dirac

pulse d(t) is defined as d(t)¼ 1, only at t¼ 0 and elsewhere d(t)¼ 0. (However, in practice, the pulses

are of finite width, as shown in Figure 2.8) If we assume a very short pulse of extremely high amplitude

(delta pulse) is sent by the transmitting antenna at time t¼ 0 and considering a practical situation, this

pulse will arrive at the receiving antenna via direct and numerous reflected paths with different delays ti
and with different amplitudes (because of the different path distance and path loss). Thus, various parts of

the pulse will arrive at the receiver at different instances in time based on the pulse width and the channel

conditions. The impulse response of the radio channel is the sum of all the received pulses. Now, because

of themobility of the receiver (the receiver and someof the reflecting objects are alsomoving), the channel

impulse response is a function of time and the delays (ti). The channel impulse response can be

represented as:

hðt; tÞ ¼
X
N

aidðt� tiÞ ð2:20Þ

The channel may vary with respect to time, which indicates that delta pulses sent at different instances (ti)

will cause different reactions in the radio channel. The delay spread can be calculated from the channel

impulse response. As shown in Figure 2.9, for any practical channel the inevitable filtering effect will

cause a spreading (or smearing out) of individual data symbols passing through a channel.

It contains all frequenciesIdeal delta pulse

δ –(t)

δ –(t)

t = 0 Frequency
Frequency domain representationTime domain

Practical pulse

W

t = 0

A

Figure 2.8 Nature of a delta pulse

46 Mobile Handset Design



Two commonly used terms for delay spread calculations are the average and RMS delay spread and

these are defined as below:

Average delay spread mt ¼

ð1

0

tfðtÞdt
ð1
0

fðtÞdt
ð2:21Þ

RMS delay spread st ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1

0

ðt� mtÞ2fCðtÞdt
ð1
0

fCðtÞdt

vuuuuuuut ð2:22Þ

If power density is discrete as shown in Figure 2.10a, then the average and RMS delay spread for a

multipath profile can be written as:

t ¼

X
k

tkpðtkÞ
X
k

pðtkÞ
; st ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 �ðtÞ2

q
ð2:23Þ

Amplitude

Delay
(a) (b)

Timeτ1 τ2 τ3 τ4

Figure 2.10 (a) Discrete power density, and (b) arrival of various multipath signals at different

time scales

Input pluse

Channel

Distorted pulse

Figure 2.9 Channel delay spread
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where

t2 ¼

X
k

t2kpðtkÞ
X
k

pðtkÞ

Thus delay spread is a type of distortion that is caused when identical signals (with different amplitudes)

arrive at different times at the destination as shown in Figure 2.11 as. The signal usually arrives via

multiple paths and with different angles of arrival. The time difference between the arrival moment of the

first multipath component and the last one is called delay spread. This leads to time dispersion, resulting

in inter symbol interference. This causes significant bit rate error, especially in the case of a TDMA

based system.

Delay spread: Td ¼ maxiðtiÞ�miniðtiÞ ð2:24Þ

Delay spread increases with frequency. The RMS delay spread is inversely proportional to the

coherence bandwidth.

2.6.1 Coherent BW (Bc)

Coherence bandwidth is the bandwidth over which the channel transfer function remains virtually

constant. This is a statisticalmeasure of the range of frequencies overwhich the channel can be considered

as “flat” (for example, a channel that passes all spectral components with approximately equal gain and

linear phase). Equivalently, coherence bandwidth is the range of frequencies over which two frequency

components have a strong potential for amplitude correlation. Formally the coherence bandwidth is the

bandwidth for which the auto co-variance of the signal amplitudes at two extreme frequencies reduces

Figure 2.11 Delay spread
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from 1 to 0.5. For a Rayleigh fading WSSUS channel with an exponential delay profile, we can write,

Bc¼ 1/(2 p st), where st is the RMS delay spread. This result follows on from the derivation of the

correlation of the fading at two different frequencies. It is important to note that an exact relationship

between coherence bandwidth and RMS delay spread does not exist. In general, spectral analysis

techniques and simulation are required to determine the exact impact of a time varying multipath on

a particular transmitted signal. Coherence BW characterizes the channel responses – frequency flat or

frequency selective fading. The signal spectral components in the range of coherence bandwidth are

affected by the channel in a similar manner.

2.7 Doppler Spread

If the mobile receiver moves away from or near to the transmitter with some velocity, then the approach

velocity of EMwave changes based on its direction of movement (Figure 2.12). This leads to a change in

frequency. This phenomenon is known as the Doppler effect. This means, in the case of a mobile receiver,

due to themotion of the receiver and some reflecting objects in themedium, the receive frequency shifts as

a result of the Doppler effect.

For single-path reception, this shift is calculated as follows:

fd ¼ v

c
fc cos a ð2:25Þ

where v¼ speed of the vehicle, c¼ speed of light, fc¼ carrier frequency, a¼ angle between v and the line

connecting the transmitter and receiver.

The Doppler shift¼ (v cos a)/l, which is positive (resulting in an increase in frequency) when the radio
waves arrive from ahead of the mobile unit, and is negative when the radio waves arrives from behind

the mobile unit. The maximum Doppler shift¼ v/l¼ fm. Hence the above equation can be written as,

fd¼ fm cos a. Doppler shift leads to (time varying) phase shifts of individual reflected waves. If it is for a

single wave, then this minor shift does not bother radio system designers very much, as a receiver

oscillator can easily compensate it. However, the fact is that many such waves arrive with different shifts.

Thus, their relative phases change all the time, and so it affects the amplitude of the resulting received

composite signal. Hence the Doppler effects determine the rate at which the amplitude of the resulting

composite signal changes.

With multipath reception, the signals on the individual paths arrive at the receiving antenna with

different Doppler shifts because of the different angles ai, and the received spectrum is spread (spread in

the frequency domain). Themodels behindRayleigh or Rician fading assume thatmanywaves arrivewith

their own random angle of arrival (thus with their own Doppler shift), which is uniformly distributed

within [0,2p], each independent of the other waves. This allows us to compute a probability density

function of the frequency of the incoming waves. Moreover, we can obtain the Doppler spectrum of the

received signal.

n-th radio wave
angle of arival

speed v

Figure 2.12 Mobile receiver and the Doppler effect
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If the arrival angle a can be viewed as being uniformly distributed, then the Doppler frequency

fd¼ fm cos a is cosine distributed. Received power in da around a is proportional to da/2p. Using

d cos� 1x

dx
¼ � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1� x2Þp

The Doppler power spectral density can be written as:

Sð fDÞ1 dy
2pdfD

¼ d cos� 1ð fD=fmÞ½ �
2pdfD

¼ C=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�ð fD=fm

p
Þ2

This implies that the Doppler shift causes frequency dispersion.

. Single frequency fc broadened to a spectrum of ( fc� fm, fc þ fm).

. Signal with bandwidth 2B center at fc broadened to a bandwidth of approximately 2B þ 2 fm.

Doppler spread BD is defined as the “bandwidth” of the Doppler spectrum. It is a measure of spectral

broadening caused by the time varying nature of the channel. The reciprocal of the Doppler spread is

called the coherent time of the channel. Coherence time (Tc a 1/BD), is used to characterize the time

varying nature of the frequency dispersion of the channel in the time domain.

The effect of fading due to Doppler spread is determined by the speed of the mobile and the signal

bandwidth. Let the baseband signal bandwidth be BS and symbol period TS, then

. “Slow fading” channel: TS�Tc or BS	BD, signal bandwidth is much greater than Doppler spread,

and the effects of Doppler spread are negligible.
. “Fast fading” channel: TS> Tc or BS<BD, channel changes rapidly in one symbol period TS.

Of course, other Doppler spectra are possible in addition to the pure Doppler shift; for example, spectra

with a Gaussian distribution using one or several maxima. A Doppler spread can be calculated from the

Doppler spectrum.

2.7.1 Coherence Time (Tc)

Coherence time is the time duration over which the channel impulse response is essentially invariant

(Figure 2.13). If the symbol period of the baseband signal (reciprocal of the baseband signal bandwidth)

is greater than the coherence time, then the signal will distort, as the channel will change during the

transmission of a symbol of the signal.

We can say that this is the time interval within which the phase of the signal is (on average) predictable.

Coherence time, Tc, is calculated by dividing the coherence length by the phase velocity of light in

a medium; given approximately by Tc¼ l2/(cDl), where l is the central wavelength of the source, Dl is
the spectral width of the source, and c is the speed of light in a vacuum.

Coherence time characterizes the channel responses – slow or fast fading. It is affected by Doppler

spread.

2.8 Fading

The fluctuation of signal strength (from maximum to minimum for example, deep) at the receiver due to

the channel condition variation is known as fading. The effect of the channel on the various parameters of

a signal is shown in Figure 2.14.
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Based on the signal fluctuation over distance scale, the fading can be classified into two categories:

2.8.1 Large-Scale Fading

Large-scale fading represents the average signal power attenuation or path loss. Free space attenuation,

shadowing, causes large-scale fading. This is mostly dependent on prominent terrain contours (hills,

forests, billboards, clumps of buildings, etc.) between the transmitter and receiver. The receiver is often

represented as being “shadowed” by such prominences. This occurs, when the mobile moves through

a distance of the order of the cell size. This is also known as “large-scale path loss,” “log-normal fading,”

or “shadowing.” This is typically frequency independent.

Coherence time (Tc) is defined as: Tc ∼ 1/fm

Ts

Tc

f2

f1

t1 t2Δt = t2 – t1

Figure 2.13 Coherence time (Tc)

Polarization changes
over the channel due
to reflection on the
surface, causes poor
reception

Doppler spread
Frequency selective fading
Other fading

Signal loss due to air channel attenuation
Path loss
Different types of fading

Phase changes because of
reflection/refraction/diffraction/scattering and
non-linear behavior of the channel
Different types of fading

S(t ) = amplitude .  sin (2. Pl. frequency. t + phase)

Delay spread
Multipath
Flat fading

Figure 2.14 Channel effect on the various parameters of a signal
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2.8.2 Small-Scale Fading

Small-scale fading refers to fluctuations in the signal amplitude and phase that can be experienced as a

result of small changes in distance between transmitter and receiver, due to constructive and destructive

interference of multiple signal paths. This happens in a spatial scale of the order of the carrier

wavelength. This is also known as “multipath fading,” “Rayleigh fading,” or simply as “fading.”

Multipath propagation (delay spread), speed of the mobile (Doppler spread), speed of surrounding

objects, and transmission bandwidth are the main factors that influence small-scale fading. This is

typically frequency dependent.

A received signal, r(t), is generally described in terms of a transmitted signal s(t) convolved with

the impulse response of the channel hc(t). Neglecting the signal degradation due to noise, we can write

r(t)¼ s(t) � hc(t). In the case of mobile radios, r(t) can be partitioned in terms of two component random

variables, as follows:

rðtÞ ¼ mðtÞ � r0ðtÞ
wherem(t) is known as the large-scale fading component, and r0(t) is the small-scale fading component

(see Figure 2.15a). m(t) is sometimes referred to as the local mean or log-normal fading because the

magnitude ofm(t) is described by a log-normal pdf (or, equivalently, the magnitude measured in decibels

has a Gaussian pdf). r0(t) is sometimes referred to as multipath or Rayleigh fading.

Signal
power
(dB)

(a)

(b)

Signal
power
(dB)

m(t)

ro(t)

r(t)

Antenna displacement

Large scale fading Small scale fading

Antenna displacement

Small scale fading

Fading

Small scale fading
based on multipath
time delay spread

Small scale fading
based on doppler
spread

Signal attenuation

Large scale fading

Path loss

Slow fading

Low Doppler spread
Coherence time < symbol period
Channel variations smaller than
baseband signal variations

High Doppler spread
Coherence time < symbol period
Channel variations faster than
baseband signal variations

Signal BW > channel BW
Delay spread > symbol period

Signal BW < channel BW
Delay spread < symbol period

Fast fading

Frequency selective fadingFlat fading

Figure 2.15 (a) Large- and small-scale fading. (b) Classification of fading
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As shown in Figure 2.15b, there are four main types of small-scale fading based on the

following causes:

. Doppler Spread Causes:

- Fast Fading – High speed mobile environment that means high Doppler spread, coherence time

< symbol period.

- Slow Fading – Low speed that means low Doppler spread, coherence time > symbol period.
. Multipath Delay Spread Causes:

- Flat Fading – BW of signal < coherence BW, delay spread < symbol period.

- Frequency Selective Fading – BW of signal > coherence BW, delay spread > symbol period.

We will discuss these below in more detail.

2.8.3 Flat Fading

If the mobile radio channel has a constant gain and linear phase response over a bandwidth that is greater

than the bandwidth of the transmitted signal, which means Bs�Bc or Ts	sT, then under these

conditions flat fading occurs (Figure 2.16). Flat-fading channels are also known as amplitude varying

channels and are sometimes referred to as narrowband channels, as the BWof the applied signal is narrow

when compared with the channel flat-fading BW.

Flat fading occurs when (a) signal BW� coherence BW, and (b) Ts	 sT.

2.8.4 Frequency-Selective Fading

If the channel possesses a constant-gain and linear-phase response over a BW that is smaller than the BW

of the transmitted signal, then the channel creates frequency-selective fading. Here, the bandwidth of the

signal s(t) is wider than the channel impulse response (Figure 2.17).

S(t )

0 0 0Ts Ts + τ 

r (t )h (t,τ )

τ Ts

Figure 2.17 Frequency selective fading

S(t)

0 0 0Ts
Ts + τ 

r(t )h (t,τ)

τ

Figure 2.16 Flat fading
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This occurs when (a)Bs>Bc and (b) Ts< sT. This causes distortion of the received baseband signal and
inter-symbol interference (ISI).

2.8.5 Fast Fading

Fast fading occurs if the channel impulse response changes rapidly within the symbol duration. This

means the coherence time of the channel is smaller than the symbol period of the transmitted signal. This

causes frequency dispersion or time-selective fading due to Doppler spreading. The rate of change of

the channel characteristics is larger than the Rate of change of the transmitted signal and the channel

changes during a symbol period. In the frequency domain, the signal distortion due to fading increases

with increasing Doppler spread relative to the bandwidth of the transmitted signal. Thus the condition for

fast fading is:

Bs < Bc and Ts > Tc

The channel also changes because of receiver motion.

2.8.6 Slow Fading

Slow fading is the result of shadowing by buildings, mountains, hills, and other objects. In a slow-fading

channel, the channel impulse response changes at a ratemuch slower than the transmitted baseband signal

S(t). In the frequency domain, this implies that the Doppler spread of the channel is much less than the

bandwidth of the baseband signals. Thus in this instance the channel characteristic changes slowly

compared with the rate of the transmitted signal.

So, a signal undergoes slow fading if the following condition is satisfied”

Ts � Tcor Bs 	 BD

where Bs¼ bandwidth of the signal, BD¼Doppler spread, Ts¼ symbol period, and Tc¼
coherence bandwidth.

The information is summarized in a Table 2.2, which will be very useful when designing any new

wireless system.

Table 2.2 Different types of fading

Physical parameters:-

v¼ velocity of mobile, c¼ velocity of light, Bs¼ transmitted signal bandwidth, Bc¼ coherence

bandwidth, Tc¼ coherence time, Ds¼Doppler shift, Td¼ delay spread

Physical parameters Relations with other parameters

Doppler shift for a path (Ds) Ds¼ fc�v/c
Coherence time (Tc) Tc� 1/(4�Ds)

Coherence bandwidth (Wc) Bc¼ 1/2�Td
Types of fading and defining characteristics

Fast fading Tc� delay requirement

Slow fading Tc	 delay requirement

Flat fading Bs�Bc

Frequency selective fading Bs	Bc

Under spread channel Td�Tc
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2.9 Signal Fading Statistics

For better receiver design, we want a statistical characterization to explain how quickly the channel

changes, how much it varies, and so on. Such characterization requires a probabilistic model. Although

the probabilistic models show poor performance for wireless channels, they are very useful for providing

insight into wireless systems.

The fading distribution, describes how the received signal amplitude changeswith time. It is a statistical

characterization of themultipath fading. The received signal is a combination of multiple signals arriving

from different directions, phases, and amplitudes. By received signal, we mean the baseband signal,

namely the envelope of the received signal [r(t)]. Generally, three types of statistical distributions are used

to describe fading characteristics of a mobile radio:

. Rayleigh distribution;

. Rician distribution;

. Log-normal distribution.

The rapid variations in signal power caused by a local multipath are represented by a Rayleigh

distribution, whereas with an LOS propagation path, often the Rician distribution is used (Figure 2.18).

Rician distributions describe the received signal envelope distribution for channels where one of the

multipath components is a line-of-sight (LOS) component, that is, there is at least one LOS component

present. A Rayleigh distribution describes the received signal envelope distribution for channels where

all the components are non-LOS, that is, there is no LOS component and all are defused components.

The long-term variations in the mean level are denoted by a log-normal distribution.

2.9.1 Rician Distribution

When there is a dominant stationary (non-fading) LOS signal component present, then the small-scale

fading envelope distribution is Rician. The Rician distribution degenerates to a Rayleigh distribution

when the dominant component fades away.

In this case the probability distribution function (pdf) is given by:

pðrÞ ¼ ðr=s2Þ � e�ðr2þA2Þ=ð2s2Þ � I0ðAr=s2Þ � For A � 0; r � 0

where A is the peak amplitude of the dominant signal, and I0 is the modified Bessel function of the

first kind,and zero order, r2/2¼ instantaneous power, and s is the standard deviation of the local power.
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Figure 2.18 Rician density function and Rayleigh density function
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TheRician distribution is often described in terms of parameterK, which is known as theRician factor and

expressed as K¼ 10.log (A2/2 s2) dB.
As A� 0 and K� a dB, because the dominant path decreases in amplitude, this generates a

Rayleigh distribution.

2.9.2 Rayleigh Distribution

Typically this distribution is used to describe the statistical time varying nature of a received envelope of

a flat-fading signal, or an envelope of individual multipath components.

Rayleigh distribution has the probability density function (pdf) given by:

pðrÞ ¼ r

s2
e � r2

2s2

� �
for ð0 � r � 1Þ and for ðr < 0Þ

where s2 is the average power of the received signal before envelope detection, and s is the RMS value

of the received voltage signal before envelope detection.

The Rayleigh-fading signal can be described in terms of the distribution function of its received

normalized power, for example, the instantaneous received power divided by the mean received

power¼F¼ r2/2/s2.

dF ¼ ðr=s2Þ � dr

As p(r) dr must be equal to p(F) dF, hence

PðFÞ ¼ ½pðrÞ � dr�=½ðr=s2Þ � dr� ¼ ðr=s2Þ � e�ðr2=2s2Þ=ðr=s2Þ ¼ e�F � 0 ¼ F ¼ a

This represents a simple exponential density function, which indicates that a flat-fading signal is

exponentially fading in power. The average power is

Pav / V2
rms

Observations:

1. When A/s¼ 0, the Rician distribution reduces to a Rayleigh distribution. As the dominant path

decreases in amplitude, the Rician distribution degenerates to a Rayleigh distribution.

2. The Rician distribution is approximately Gaussian in the vicinity of r/s, when A/s is large.

2.9.3 Log-Normal Distribution

The log-normal distribution describes the random shadowing effects that occur over a large number of

measurement locations which have the same transmitter and receiver separation, but have a different level

of clutter on the propagation path. Typically, the signal s(t) follows the Rayleigh distribution but its mean

square value or its local mean power is log-normal.

In many cases Nakagami-m distribution can be used in tractable analysis of fading channel perfor-

mance. This is more general than Rayleigh and Rician.

Based on the channel fading type and speed of the mobile receiver, different types of channels are

defined and used for channel simulation. For example, static channel (no fading, zero speed), RA100

(rural area, with a speed of 100 kmph), HT100 (hilly terrain, with a speed of 100 kmph), TU50 (typical

urban, with a speed of 50 kmph).
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2.10 Interference

In a multi-user scenario, different users communicate using the same medium. Under these conditions,

every user’s signal is considered as unwanted to the rest of the users (except to the intended receiver of

that user’s signal). We know that any unwanted signal is treated as noise. However, here in the true sense

these signals are not noise, as this signal may be a wanted/desired signal for someone, for example, every

signal has one intended receiver for which it was sent and the remainder may be unintended receivers of

that signal. In a wireless system, one user’s desired signal can interfere with another user’s desired signal

and corrupt it; this phenomenon of one user’s desired signal interfering with another user’s desired signal

is known as interference. This means that one user is interfering with the others. Interferences arise due to

various reasons, and although they corrupt the signals they are sometimes unavoidable.

2.10.1 Inter-Symbol Interference

The digital data are represented as a square pulse in the time domain. Figure 2.19 represents the digital

signal of amplitude A and pulse width t. Owing to the delay spread as described earlier, the transmitted

symbol will spread in the time domain. For consecutive symbols this spreading causes part of the symbol

energy to overlap with the neighboring symbols, which leads to inter-symbol interference (ISI).

Ideally, a square wave in the time domain is a sync pulse in the frequency domain with infinite

bandwidth.As all the practical communication systems are band-limited systems, there is always a certain

amount of energy leak from the neighboring symbol and this amount is dependent on the bandwidth being

used (refer to Chapter 4).

2.10.2 Co-Channel Interference

As the frequency is a very precious resource in wireless communication, in order to support many users,

the same frequency is reused in some other distant cell. This reuse of frequency may cause an

interference in another cell’s mobile, where the same frequency is being used again. The co-channel

interference occurs when two or more independent signals are transmitted simultaneously using the

same frequency band.

In GSM, mobile radio operators have generally adopted a cellular network structure, allowing

frequency reuse. The primary driving force behind this is the need to operate and support many users

with the limited allocated spectrum. Cellular radio can be described as a honeycomb network set up

over the required operating region, where frequencies and power levels are assigned in such a way that

the same frequencies can be reused in cells, which are separated by some distance. This leads to co-

channel interference problems. A co-channel signal that is at the same frequency band can easily bypass

the RF filters and affects the energy level of the true signal. There will be more discussion on this in the

Chapters 3 and 7.

Data signal

t t
Ts

Signal energy overlap

Figure 2.19 Inter-symbol interference
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2.10.3 Adjacent Channel Interference

Signals from nearby frequency channel (adjacent channel) leak into the desired channel and causes

adjacent channel interference (Figure 2.20). This can be caused by bad RF filtering, modulation, and

non-linearity within the electronic components. In such cases the transmitted signal is not really band

limited, due to that the radiated power overlaps into the adjacent channels. To avoid this a guard band is

generally inserted in between two consecutive frequency bands.

2.11 Noise

Any undesired signal is considered as a noise signal. The sources of noise may be internal or external

(atmospheric noise, man made noise) to the system. In a receiver electrical circuit, this occurs as some

electrons move in a random fashion, causing voltage/current fluctuations. In the case of a wireless

channel, where the signal is not an electrical signal but rather it is an EM wave, hence the signal

fluctuation, obstruction, environment RF interference, and superposition/mixing with other waves; all

these disturbances (as discussed earlier) are also considered as noise. Here instead of signal to noise ratio

(S/N), the signal/(interference þ noise) ratio, and carrier/(interference þ noise) ratio equations are used.

As noise is random in nature it can only be predicted by statistical means, and usually shows a Gaussian

probability density function as shown in Figure 2.21 is used for this.

The random motion of electrons causes votage and current fluctuation. As, the noise is random, so the

meanvaluewill be zero. Hence, we use themean square value, which is ameasure of the dissipated power.

f (x)

x

Figure 2.21 Gaussian distribution function

This energy belongs to f2 and interferes with f1
(Adjacent channel interference)

f2f1

Figure 2.20 Adjacent channel interference
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The effective noise power of a source ismeasured in rootmean square (rms) values. Noise spectral density

is defined as the noise content in a bandwidth of 1Hz.

2.11.1 Noise in a Two-Port Circuit

To reduce noise added by a receiver system, the underlying causes of the noise must be evaluated.

Broadband noise is generated and subsequently categorized by several mechanisms, including thermal

noise and shot noise. Other causes include recombination of hole/electron pairs (G–R noise), division

of emitter current between the base and the collector in transistors (partition noise), and noise associated

with avalanche diodes. Noise analysis is based on the available power concepts.

Available Power This is defined as the power that a source would deliver to a conjugate matched load

(maximum power transferred). Half the power is dissipated in the source and half the power is dissipated

(transmitted) into the load under these conditions. As shown in Figure 2.22, a complex source is connected

to a complex conjugate load. In this case the amount of power delivered can be easily computed. So if

Zs ¼ Z*
L

this means that

Zs ¼ Rs þ jXs and ZL ¼ RL � jXL

then

VL ¼ Vs=2 and PL ¼ V2
L=RL ¼ V2

s =4RL ¼ V2
s =4Rs ¼ Pavailable

2.11.1.1 Power Measurement Units

Power gain in units of dB (decibel)¼ 10 log10 (Pr/Pt), the log-ratio of the power levels of the two signals.

This is named after Alexander Graham Bell and can also be expressed in terms of voltages, 20 log10
(Vr/Vt), as P¼ (V2/R), where watts¼ 10 dB mW/10� 10�3.

dBmðdB milliwattÞ� relative to 1 mW; i:e: 0 dBm is 1 mWðmilliwattÞ
dBm ¼ 10 log10ðP in watt=1 mWÞ
dB mW ¼ 10 log10ðP in watt=1 mWÞ

Rs

Vs

jxs
+
–

jxL+
–

RL

VL

Figure 2.22 Complex source connected to complex conjugate load
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2.11.2 Thermal Noise

When the temperature of a body increases, then the electrons inside it start flowing in a more zigzag

fashion. This random motion of electrons in a conductor prevents the usual flow of current through the

device and this type of unwanted signal generated as a result of temperature is known as thermal noise

(Figure 2.23). This is proportional to the ambient temperature. Power is defined as the rate of energy

removedor dissipated. The available power is themaximum rate atwhich energy is removed froma source

and is expressed in joules/second (watt). The thermal noise power that is available is computed by taking

the product of Boltzmann’s constant, absolute ambient temperature, and the bandwidth (B) of the

transmission path. Boltzmann’s constant k is 1.3802� 10�23 J/K. With an increase in the ambient

temperature, the electron vibration also increases, thus causing an increase in the available noise power.

Absolute temperature (T) is expressed in degrees Kelvin. The thermal noise is expressed as PW¼ kTB.

2.11.3 White Noise

Noise where the power spectrum is constant with respect to frequency is called the white noise

(Figure 2.24). Thermal noise can be modeled as white noise. An infinite-bandwidth white noise signal

is purely a theoretical construction, as by havingpower at all frequencies, the total power of such a signal is

infinite and therefore impossible to generate. In practice, however, a signal can be “white” with a flat

spectrum over a defined frequency band (1014Hz).

2.11.4 Flicker Noise

Flicker noise is associated with crystal surface defects in semiconductors and is also found in vacuum

tubes. The noise power is proportional to the bias current and unlike thermal and shot noise, flicker noise

Sn(f )

2kTB

Frequency (f )

Figure 2.24 Power spectrum of white noise

Figure 2.23 Thermal noise
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decreases with frequency, for example, when the frequency is less, the flicker noise is more (Figure 2.25).

An exact mathematical model does not exist for flicker noise, because it is so device-specific. However,

the inverse proportionality with frequency is almost exactly 1/f for low frequencies, whereas for

frequencies above a few kilohertz, the noise power is weak but essentially flat. Flicker noise is essentially

random, but because its frequency spectrum is not flat, it is not a white noise. It is often referred to as pink

noise because most of the power is concentrated at the lower end of the frequency spectrum. Because of

this, metal film resistors are a better choice for low-frequency, low-noise applications, as carbon resistors

are prone to flicker noise.

2.11.5 Phase Noise

Phase noise describes the short-term random frequency fluctuations of an oscillator. Phase noise is the

frequency domain representation of rapid, short-term, random fluctuations in the phase of a wave (in RF

engineer’s terms), caused by time domain instabilities (“jitter” in a digital engineer’s terms). An ideal

oscillator would generate pure sinewaves but all real oscillators have phasemodulated noise components

in them. The phase noise components spread the power of a signal to adjacent frequencies, resulting in

sidebands. Typically this is specified in terms of dBc/Hz (amplitude referenced to a 1-Hz bandwidth

relative to the carrier) at a given offset frequency from the carrier frequency.

Phase noise is injected into the mixer LO (local oscillator) port by the oscillator signal as shown in

Figure 2.26. If perfect sinusoidal signals are input to the RF port, the LO signal and its phase noise mixes

with the input RF signals and produces IF (intermediate frequency) signals containing phase noise. If a

small desired signal fd and a large undesired signal fu are input to the RF port, the phase noise on the larger

conversion signal may mask the smaller desired signal and this would hinder reception of the desired

signal. Thus, low phase noise is crucial for oscillators in receiver systems. During the detection of digitally

modulated signals, the phase noise also adds to the RMS phase error.

2.11.6 Burst Noise

Burst noise or popcorn noise is another low frequency noise that seems to be associated with heavymetal

ion contamination. Measurements show a sudden shift in the bias current level that lasts for a short

duration before suddenly returning to the initial state. Such a randomly occurring discrete level burst

would have a popping sound if amplified in an audio system. Like flicker noise, popcorn noise is very

Flicker noice = 1/f

White noise

Frequency

Corner frequency FL

In
te

ns
ity

 (
dB

)

Figure 2.25 Flicker noise defined by corner frequency
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device specific, so amathematicalmodel is not very useful. However, this noise increaseswith bias current

level and is inversely proportional to the square of the frequency 1/f 2.

2.11.7 Shot Noise

This noise is generated by current flowing across a P–N junction and is a function of the bias current and

electron charge. The impulse of charge q depicted as a single shot event in the time domain can be Fourier

transformed into frequency domain as a wideband noise.

i2ð f Þ ¼ 2eI0BA
2=Hz

where I0 is the dc current and e¼ electron charge¼ 1.6� 10�19 coulomb.

The power produced by shot noise is directly proportional to the bias current. Like thermal noise, shot

noise is purely random and its power spectrum is flat with respect to frequency (Figure 2.27). Measure-

ments confirm that the mean-square value of shot noise is given by

I2n ¼ 2q IdcB; In ¼
pð2qIdcBÞ

Single electron shot event

Fourier transform to
represent in frequency domain

Time

White noise

nq2

2 q 2 = 2 q. Idc

Time

q

Figure 2.27 Shot noise

RF

fu
fd

IF

RF

Mixer LO - fu

LO - fd

LO

LO

IF IF

Figure 2.26 Frequency conversion limitation due to phase noise
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where In¼ rms average noise current in amperes, q¼ 1.6� 10�19 coulombs (C), the average/electron,

Idc¼ dc bias current in the device in amperes, B¼ bandwidth in which measurement t is made, in Hz.

2.11.8 Avalanche Noise

Avalanche noise occurs in zener diodes, because in reverse biased P–N junctions the breakdown happens

after a certain voltage. This noise is considerably larger than shot noise, so if zeners have to be used as part

of a bias circuit then they need to be RF decoupled.

2.11.9 Noise Figure (NF)

This is the ratio of the signal to noise at the input to the signal to noise at the output of a device.

This indicates how much extra noise has been added to the signal by the device. The noise figure is

represented as:

F ¼ SNRðat input portÞ
SNRðat output portÞ ¼ ðS=NÞin=ðS=NÞout

Noise figure (NF) is a measure of the degradation of the signal to noise ratio (SNR), caused by the

components in the device circuit. Noise figure is always greater than 1, and the lower the noise figure the

better the device.When T is the room temperature represented by To (290K), and noise temperature is Te,

then the factor (1 þ Te/To) is called the noise figure of an amplifier.

The noise figure is the decibel equivalent of noise factor:F¼ 10NF/10, whereNF¼ 10 log (F). If several

devices are cascaded, the total noise factor can be found using the Friis formula:

F ¼ F1 þ F2 � 1

G1

þ F3 � 1

G1G2

þ F4 � 1

G1G2G3

þ � � � þ Fn � 1

G1G2G3 � � �Gn� 1

where Fn is the noise factor for the nth device and Gn is the power gain (numerical, not in dB) of the nth

device. This indicates that the NF of the first block should be as minimal as possible to keep the noise

under control. This is why one low noise amplifier is placed in the receiver circuit at the first stage to boost

the signal strength without increasing the overall noise level.

Further Reading

Goldsmith, A. (2005) Wireless Communications, Cambridge University Press, Cambridge.

Rappaport, T.S. (1996) Wireless Communications: Principles and Practice, Prentice Hall, Englewood, NJ,

ISBN 9780133755367.

Tse, D. andViswanath, P. (2005)Fundamentals ofWireless Communication, CambridgeUniversity Press, Cambridge.

Problem Analysis in Mobile Communication System 63





3

Design Solutions Analysis for
Mobile Handsets

3.1 Introduction

In the previous chapter, we discussed about various problems (multi-path, scattering, Doppler spread,

etc.) associated with wireless fading channels. These effects have a strong negative impact on the bit

error rate of any modulation technique. The main reason why detection in a fading channel shows poor

performance compared with an AWGN channel is because of the randomness of the channel gain due to

the deep fade event. Thus, in order to combat these effects, we have to establish the corresponding radio

receiver design solutions. In this chapter, we will mainly focus on baseband design solutions and in the

next chapter we will consider the RF design solutions.

To improve the received signal quality and to reduce the bit error rate it ismainly diversity, equalization,

and channel coding techniques that will be used. These are discussed below.

3.2 Diversity

We learnt about these following points in Chapter 2. (1) The channel conditions (channel transfer

function or channel gain) varywith respect to time, this variationmay bevery fast or slow (depending on

the coherent time of the channel). (2) The channel reacts (showing different attenuation, delay, etc.)

differently to signals with various frequencies passing through the channel, and signals coming via a

variety of paths may experience different types of attenuation due to temperature, moisture content,

reflector, and obstacle variation. (3) The signal strength degrades as the received mobile signal is

obstructed by a large building or hills, and so on. (4) The channel parameters vary when the mobile

moves at speed.

From these above mentioned points, we can explore some solutions, for example:

1. As the channel characteristics change with respect to time, we can send the same information at

different time instances, for example, repeat the same information again and again, so that at one

instance of time the channel may be in bad condition (deep fade), but at another it may be in good

condition. This indicates that we may receive the information properly during the second instance.

Thus we can think of sending the same information over a number time instances, which leads to

time diversity.
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2. As the channel behaves differently to different frequencies (frequency selective fading channel),

we can send the same information via signals of different frequencies. This means, if one frequency

is in deep fade then another one will help to carry the information correctly to the receiver. Thus

we can think of sending the same information over various frequencies, which leads to

frequency diversity.

3. Because of the presence of a variety of obstacles in different places, the signal strength varies over with

the range of paths the signals travel. Thus, placing numerous antennas at various locations may help a

better signal to be received in one place when the signal conditions at the other places degrade.

Therefore, we can consider placing several receive antennas at different places (separated by a distance

of at least one wavelength), which leads to space diversity.

These solutions to improve the performance of the receiver over a fading channel are called diversity

techniques. The basic idea is to send signals that carry the same information via a range of means and

multiple independently faded replicas of the data symbols are obtained at the receiver end, from which

more reliable detection can be obtained by choosing the correct one or by combining them all. The cost for

this diversity reception is additional receiver complexity, because of the path tracking and the additional

signal processing overheads.

There are many ways to obtain diversity, such as: (1) time diversity, (2) frequency diversity, (3) space

diversity, and (4) polarization diversity.

The design decisionwhen choosing anydiversity technique depends onvarious factors, such as channel

coherent bandwidth, coherent time, and the presence of a number of independent signal paths at any

one instant.

3.2.1 Time Diversity

Diversity over time can be achieved if the same information is repeated over different instances in time.As

with a fading channel, the channel condition varies over time, so if the same information is sent many

times then there is a higher probability that in at least one instance of time the channel will be out of deep

fade. So, to receive multiple repetitions of the signal with independent fading conditions, time diversity

repeatedly transmits information with time spacing that exceeds the coherence time of the channel.

Generally, the diversity over time is obtained by using repetition coding, interleaving, and some other

techniques, as explained below.

3.2.1.1 Exploitation of Natural Phenomena for Obtaining Time Diversity

Because of multipath effects, the same signal information comes via a range of paths and as they travel

different distances with the same speed (the speed of light), they arrive at the receiver antenna at different

times. We can consider this phenomenon to be as if the transmitter is sending the same information but

with various time delays. This effect can be treated as time diversity. Thus there is no need to resend by the

transmitter, rather, nature will resend it for us. This is good!!

Nowwe have to exploit this effect to improve the signal quality at the receiver.We know that the l path
difference of awave is equivalent to a 2pphase difference (see Figure 1.3). If the signals are traveling at the
velocity of light c (¼3� 1010 cm/s) then at time t, it will travel a distance of c.t. Hence a path difference of

c.twill be equivalent to the phase difference (2p/l)�c�t¼ y. Now, for the various paths the time “t”will be

different, so “y”will also be different. As shown in Figure 3.1, if we receive several suchmultipath signals

(for example, a�sin(ot þ y1), b�sin(ot þ y2), c�sin(ot þ y3), . . .), and as these are not phase aligned, we
can not simply add these (because if we add, we can not see the combined effect as they are not phase

aligned). Strictly speaking, the phase is the condition of thewave at a specific time, and phase and time are
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interrelated. All these multipath signals are the same in nature as they originate from the same signal but

some might have advanced in phase, as they have arrived early compared with others. So first we need to

align them to the same phase. Now, if we have severalmultipath searchers and each of them is tuned to one

multipath signal (look for the peak in the signal amplitude for that path) and track them individually, then

the peak for all of these has to be detected over the period of a time window. The peaks for the various

multipaths will be placed at different positions across the time window.

These are then rotated by the same angle as they are delayed (for example, y1, y2, y3, . . .) respectively,
which will align them in the same phase [a�sin(ot), b�sin(ot), c�sin(ot), . . .]. Now, they can be added

together (as their angles are the same) and this will produce a large signal strength. This process is called

multipath combined. This could very well result in higher SNR in a multipath environment than in a

“clean” environment. This works very well when the time gaps between the peaks of the multipaths are

well separated and numerous multipath peaks are present over a reasonable width of the time window.

This special type of receiver architecture, where several receivers are working in parallel to receive

signals from multiple paths, is called a Rake receiver. The Rake receiver is so named because of the

analogy with the function of a garden rake, with each branch collecting bit or symbol energy, which is

similar to how the tines on a rake collects leaves. Rake receivers are common in a wide variety of radio

devices, including mobile phones (CDMA based) and wireless LAN equipment.

3.2.1.2 Rake Receiver

The basic idea of a Rake receiver was first proposed by Price and Green and patented in 1956. As

discussed, the Rake receiver uses a multipath diversity principle – it rakes the energy from the multipath

propagated signal components and combines it.

M-raymulti-pathmodels can be used for this purpose as shown in Figure 3.2. Each of theMpaths has an

independent delay t, and an independent complex time variant gain G. Here r(t) is the transmitted signal

received at the receiver front-end and rp(t) is received signal after processing.

As shown in the Figure 3.3, a Rake receiver utilizesmultiple correlators to separately detectM strongest

multipath components, which experienced different delays during their travel over the channel. Each

correlator detects a time-shifted version of the original transmission, and each finger correlates with a

portion of the signal, which is delayed by at least one chip in time from the other fingers. The outputs of

each correlator are weighted to provide a better estimate of the transmitted signal than is provided by a

single component. Outputs of the M correlators are denoted as Z1, Z2, . . ., and ZM and the outputs are

Peak for

A
m

plitude of signal

Path-1

Multipath observation time window

θ1 .θ2 θ3

Path-2 Path-3

Time

Figure 3.1 Multipath signal peaks at receiver
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weighted by a1, a1, a2, . . ., aM, respectively. Once these are correlated, weighted and summed up, then this

is passed for demodulation and bit decisions.

The weighting coefficients are based on the power or the signal to noise ratio from each correlator

output. If the power or SNR from a correlator is small, then a small weighting factor a will be assigned

accordingly. Now if maximal-ratio combining is used then the following equation can be written for the

summed output:

Z 0 ¼
XM
m¼1

amZm

The weighting coefficients, aM, are normalized to the output signal power of the correlator

am ¼ Z2
mPM

m¼1 Z
2
m

Choosing weighting coefficients based on the actual outputs of the correlator leads to better Rake

receiving performance.

Rake Receiver Architecture in a Digital Receiver (Using I-Q Modulation)
The typical architecture of a Rake module is shown in the Figure 3.4. The tasks of each module are:

1. Matched Filter – Impulse response measurement, assigning the largest peaks to Rake fingers, timing

to delay equalizer, tracks and monitors peaks with a measurement rate depending on speeds of mobile

station and on propagation environment.

r(t )

Correlator 1
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<
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Figure 3.3 Rake with correlated and weighted sum decision
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Figure 3.2 Rake receiver basic elements

68 Mobile Handset Design



2. Code Generators – Generates PN codes for the user or channel.

3. Correlator – Despreading and integration of user data symbols.

4. Channel Estimator – Estimates the channel state, channel effect corrections.

5. Phase Rotator – Phase correction.

6. DelayEqualizer –Compensates delay for the difference in the arrival times of the symbols in eachfinger.

7. Combiner – Adding of the channel compensated symbols, multipath diversity against fading.

Applications of Rake Receiver
Apart from in a CDMA/WCDMA receiver, the Rake receiver can also be used in a non-CDMA based

receiver. Basically, a Rake receiver “rakes” in the symbol energies from various multipath delays, and

combines them using a maximal-ratio combining technique. An adaptive FIR equalizer will do the same

job, basically equalizing the impulse response of the channel; this is equivalent to a matched filter that is

matched to the different channel delays. There is nothing about a Rake receiver that makes it applicable

only for CDMA type signals. Things that need to be considered are as follows. (1) The total length of the

timewindow to collect the multipaths: if the timewindow length is more then the possibility of providing

manymultipaths will be more, but this leads to more complexity of the receiver and if the timewindow is

shorter then we may not get enough multipaths in that time window. Based on cell size and reflector

objects in the cell this may vary. (2) Chip rate or symbol rate: if the chip rate is too low (for example, wider

time gap) and the cell size is small (smaller time to travel from transmitter to receiver over any path), then

in this casemultipath signalswill be separated by a very small time gap and the chip/symbol fromdifferent

multipaths may overlap with each other at the receiver. Thus, resolving multipaths will be hard.
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Figure 3.4 Rake internal blocks
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3.2.2 Frequency Diversity

The likelihood is that the signals at different frequencies will not suffer the same level of attenuation.

Therefore different frequencies are used to transmit the same information and at the receiver the

energies from these are combined or the strongest one is used for decoding. This technique of using

many frequencies to transmit the same information through the channel to the receiver is known as

frequency diversity.

3.2.3 Space Diversity

This is a method of transmission or reception, or both, in which the effects of fading are minimized by the

simultaneous use of two or more physically separated antennas, ideally separated by one or more

wavelengths. Space diversity is also known as antenna diversity.

3.3 Channel Estimation and Equalization

The transmitted signal experiences various problems when it travels through a wireless medium. On the

receiver side, we first need to know how the channel behaved to any transmitted burst/packet during that

time. This process of evaluating or estimating the channel impulse response during transmission of the

burst is known as channel estimation. Now, once the channel characteristics are known using the channel

estimation process, we will try to compensate for the effect by using an equalization process as shown in

Figure 3.5. Thus, channel estimation will help us to know how the different parts of the transmitted signal

are affected by the channel and then knowing that the receiver will do the reverse effect to compensate for

this channel effect.

3.3.1 Study of Channel Characteristics – Channel Estimation

In general a channel can be studied using various techniques, and based on the channel knowledge at the

transmitter and receiver, we can broadly categorize these as below:

. Receiver knows the channel characteristics –Here the transmitter sends a training sequence or a pilot

channel or pilot bits to study the channel periodically. A training sequence or pilot bits are bits that are

known to the receiver. Generally these are sent along with the data bits. The receiver receives the data

bits alongwith the training sequence bits and finds out how the known bits (training sequence bits) have

been affected by the channel by using correlation techniques. Knowing this, it tries to equalize the data

Received
bits 

Channel
decoder

Deinterleaver Detector Equalizer Receiver
filter

Received
signal

Channel
estimation

Figure 3.5 Basic channel estimation blocks in a receiver

70 Mobile Handset Design



bits by assuming that data bits have also been affected in a similar manner during that time by the

channel. Some systems use a separate channel (pilot channel) for this purpose.
. Transmitter and receiver know the channel characteristics – Transmitter sends a training sequence

or a pilot channel or pilot bits to study the channel and then the receiver feeds back the measurement

reports to the transmitter intimating the channel conditions.
. Transmitter does not have any knowledge of channel realization except for the statistical

characterization (Rayleigh, Rician, etc.) – Here the transmitter just statistically characterizes the

channel and based on this it makes the transmission decision.

As shown in the Figure 3.6, when we receive the signal there are various energy components that

contribute towards the total received energy over that symbol period, such as energy due to inter symbol

interference, co-channel interference, adjacent channel interference, and noise. These energies are not

the transmitted signal’s energy; they are the energy from some other signal, which has leaked into this

symbol period and is increasing or decreasing the total energy of the desired signal. These need to be

estimated and should be removed or suppressed before passing to the decoder. Similarly, if the same

signal’s energy is residing in some other path or with some delay path thenwe need to tap these energies
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Figure 3.6 (a) Transmitted signal, (b) received signal with interference signal, (c) transfer function of

channel, and (d) inverse transfer function at the receiver
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and combine them to increase their own energy, which is known as combining, as when using different

diversity techniques.

To remove ISI from the signal, many types of equalizers can be used. Detection algorithms based on

trellis search (for example, MLSE or MAP) offer a good receiver performance, and often without too

much computation. Therefore, these algorithms are currently fairly popular. However, these detectors

require knowledge of the channel impulse response (CIR), which can be provided by a separate channel

estimator. Usually the channel estimation is based on the known sequence of bits, which is unique for a

certain transmitter and is repeated in every transmission burst. Thus, the channel estimator is able to

estimate CIR for each burst separately by exploiting the known transmitted bits and the corresponding

received samples. Usually CIR is estimated based on the known training sequence, which is transmitted in

every transmission burst.

A channel estimator for a single signal will now be described, which is basically a least-squares (LS)

channel estimation technique. Consider first a communication system that is only corrupted by noise as

depicted in Figure 3.7. Digital signal “x” is transmitted over a fadingmultipath channel hL, where hL is the

channel transfer functions of length L, for example, we are assuming that the energy of the digital signal x

is spread over L number of delay paths as shown in Figure 7.12. We need to estimate these tap gains

(h1, . . ., hL) for signals delayed by different amounts (as if for differentmultipathswe are trying to estimate

the gain factor and combining them together as these energies over different paths belong to the same

symbol, for example, the concept is similar to previously discussed Rake receiver). Thermal noise is

generated at the receiver and it is modeled by additive white Gaussian noise n, which is sampled at the

symbol rate. The demodulation problem here is to detect the transmitted bits x from the received signal y.

Simply,we canwrite the received signal as y¼ x�h þ n, thenwe need to compute h from this equation and

provide the same to the equalizer, which is the main task of the channel estimator.

As shown in the Figure 3.7, the received signal first passes through the received filter and the output

from the filter is represented by y, which can be expressed as y¼Mh þ n, where n denotes the noise

samples, and the complex channel impulse response h of the required signal is expressed as h¼ [h0 h1 . . .
hL]

T. The transmitter sends a unique training sequence in each transmission burst, which is divided into a

reference length of P and guard period of L bits, and this is denoted bym¼ [m0m1, . . .,mPþ L–1]
T, where

mi 2 {�1, þ 1}. Now, to obtain the equation y¼Mh þ n, the circulant training sequence matrix M is

formed as below:

+Signal
source

x Channel
hL

Received
signal
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filter

y

y

n
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h

>
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Figure 3.7 LS channel estimation technique
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M ¼
mL . . .m1m0

mLþ 1 . . .m2m1

. . .
mLþP�1 . . .mPmP�1

2
664

3
775

The LS channel estimates are found by minimizing the following squared error quantity:

ĥ ¼ arghminjjy�Mhjjy�Mhjj2

Assuming the channel to be white Gaussian, the solution can be expressed as:

ĥLS ¼ ðMHMÞ�1
MHy

where ()H denotes the Hermitian and ()�1 the inverse matrices. The periodic autocorrelation function of

the training sequence is ideal with the small delays from 1 to L, as the correlation matrixMHM becomes

diagonal. With this assumption, the given solution can be further simplified to

ĥ ¼ 1

P
MHy

This holds good for GSM training sequences, where the reference length 16 is chosen for a normal burst

training sequence (total training sequence bits are 26, where the front and back 5 bits are copied from the

back and front part of the actual 16 bits sequence, respectively).

Now, the channel can changevery fast, thuswe need to compute the channel taps gain (h) adaptively and

pass it to the equalizer. This can be done for burst or symbol based on the complexity and system

requirement. If I–Q modulation is used, then the requirements are the same for computing the I and Q

channels, for example, h will be complex [for example, (h1I þ j h1Q), . . ., (hnI þ j hnQ) value].

3.3.2 Equalization

Generally equalization means equalizing all parts of the received signal (with respect to time delay and

frequency) to the same attenuation level (as the various components of the signals suffer different levels of

attenuation or fading when travelling through the medium). This helps to mitigate the inter symbol

interference (ISI), fading effect and so on. The mobile fading channel is random and varies with time, so

equalizers must track the time varying characteristics of the mobile channel, and thus are called adaptive

equalizers. An equalizer is usually implemented at the baseband or at the IF section in a receiver. In a

typical wireless system the RF communication occurs in a passband [fc�B/2, fc þ B/2] of bandwidth B

with a center frequency fc. Most of the processing such as coding/decoding, modulation/demodulation,

and synchronization are performed in the baseband.

As shown in Figure 3.8, if xb(t) is the original baseband information signal and h(t) is the combined

complex baseband impulse response of the transmitter, channel, andRF/IF section of the receiver, then the

signal at the receiverwill be yr(t)¼ xb(t)� h(t) þ Nd(t) þ Id(t), where, h(t) is the combined channel gain

(its value is highly dependent on the channel fading).Nd(t) and Id(t) are the AWGNnoise and interference

components, which are added with the signal during the transmission–reception process. Now, our task is

to find h(t) in the above equation, then compensate for the same amount. The signal received by the

equalizermay be expressed as yb(t)¼ xb(t)� h�(t) þ nd(t), where h
�(t) denotes the complex conjugate of

h(t) and� denotes the convolution, and nd(t)¼Nd(t) þ Id(t). If the impulse response of the equalizer is

he(t), thenC(t)¼ xb(t)� h�(t)� he(t) þ nd(t)� he(t), and g(t)¼ h�(t)� he(t)¼ d(t). The combination of

transmitter channel and receiver appear to be an all-pass channel. In the frequency domain this equation

can be written as Heq(f) F
�(�f)¼ 1, where Heq(f) and F(f) are the Fourier transform of heq(t) and g(t).

Hence, an equalizer is actually an inverse filter of the channel. If the channel is time varying, then it
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compensates the delay, or if it is frequency selective it emphasizes the frequency components, which are

highly attenuated over the channel.

The goal of channel equalization is to remove the effects of the channel on the transmitted symbol

sequence [xk], that is, inter symbol interference (ISI). This can be done either by inverse filtering

[for example, linear equalization (LE) or decision-feedback equalization (DFE)] or by applying

sequential detection (for example, a Viterbi algorithm).

As shown in Figure 3.9, let us consider hT (t), hC(t), and hR(t) as being the transfer function of the

transmitter, channel, and the receiver, respectively. During transmission from transmitter Tx to

receiver Rx, the signal is distorted by the overall impulse response h(t). It is composed of the impulse

responses of the transmitter [hT (t)], the channel [hC(t)] and the receiver [hR(t)]. When the channel

characteristic is unknown and hT (t)�hC(t)� hR(t) has a large ISI, we need to use an equalizer to

reduce the ISI. The equalizer can be implemented as a linear FIR or IIR or as a non-linear filter

(decision feedback).

The channel dynamics may not be known at the start-up and later the channel may vary with time, so

an adaptive implementation of the equalizer is necessary. The following different modes of adaptation

can be distinguished:

1. Adaptation using a training signal (periodic training sequence used in GSM): It is assumed that

the channel remains unchanged over a coherent time. So a predefined known bit pattern (training

sequence) is sent to study the channel, and derive the channel impulse function, which will be

applied for the data demodulation, or the training sequence is sent along with the data and used to

tune the filter coefficient.

Transmitter

Tx hT(t) hC(t) hR(t) Rx

Channel Receiver

Figure 3.9 Overall channel model
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2. Decision directed adaptation: An error signal is generated by comparing in- and output of the

decision device.

3. Blind adaptation: Exploiting signal properties instead of using an error signal for adaptation.

Example, CMA and subspace method.

4. Rake receiver:

3.3.3 Equalizer Implementation

As shown in Figure 3.10, an EQ filter typically allows the user to adjust one or more parameters that

determine the overall shape of the filter’s transfer function.

Many filter structures are used to implement equalizers, and in each structure there are numerous

algorithms used to adapt the equalizer. The adaptive equalizer tracks the channel variations and adjusts the

filter coefficients accordingly.

The basic structure of an adaptive equalizer is shown in Figure 3.11. Subscript k is used to denote

discrete time index. There is a single input yk(t) passed into the equalizer block at any time instant. The

value of yk(t) depends on the noise and instantaneous radio channel. The transversal filter based adaptive

equalizer is shown in Figure 3.11,which hasK delay elements,K þ 1 taps, andK þ 1 tunablemultipliers,

which are called weights. The weights are continuously updated by the algorithm either on a sample by

sample basis or on a block by block basis.

The error signal (ek) is derived by comparing the output of the equalizer yeq(t) with some signal ys(t),

which is either an exact scaled replica of the transmitted signal xk(t) or which represents a known property

of the transmitted signal. Generally an adaptive algorithm is controlled by the error signal ek. The mean

yk

Received signal
z −1

q1 q2 qK Equalizer
output

Decision
output

Training
symbols

Generate
error signal

Error signalAdaptive
algorithm
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+ +

Figure 3.11 Adaptive equalizer
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Figure 3.10 Typical implementation of conventional equalization

Design Solutions Analysis for Mobile Handsets 75



square error (MSE) between the desired and the output signal is denoted by E [e(k) e�(k)] is the most

common cost function.

The least mean squares (LMS) algorithm searches for the optimum or near-optimum filter weights by

performing an iterative operation. Upon reaching the convergence the adaptive algorithm sets the filter

weights until the error signal exceeds an acceptable level or until a new training sequence is sent.

Methods of computing equalizer coefficients are: (1) finite-length versus infinite-length equalizers,

(2) batch (ZF, MMSE, MSINR, etc.) versus recursive (LMS, RLS, etc.) equalizers, (3) symbol-spaced

versus fractionally-spaced equalizers, and (4) training-based versus blind equalizers.

Two types of equalization based data detection are: (1) interference suppression – detects a signal from

oneuser at a timewhile treating other users as interference; (2)multi-user detection (MUD)–detects signals

from all users simultaneously and then subtracts them one by one, except for the desired one, for decoding.

3.3.4 Signal Model

Using the signal model as shown in Figure 3.12, various mathematical models are used for transfer

function computation as mentioned below:

a. Convolution model:

yn ¼
XL
l¼0

hlSn�l þUn

b. Vector model:

yn ¼ ½h0 . . . hL�
S1
. . .
. . .
Sn�L

2
664

3
775þUn

c. Matrix model:

yn
. . .
. . .
yn�N

2
664

3
775 ¼

h0 . . . hL
. . .
. . .
. . . h0 . . . hL

2
664

3
775
n

S1
. . .
. . .
Sn�L

2
664

3
775þ

Un

. . .

. . .
Un�N

2
664

3
775:
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Figure 3.12 Signal model
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3.3.5 Types of Equalizers

Possible equalizer types are: linear equalizer, decision feedback equalizer (DFE), maximum a posteriori

probability (MAP) equalizer, soft-output Viterbi (MLSE) equalizer, and the possible decoder types for these

types of equalizers are maximum a posteriori probability (MAP) decoder, and Viterbi (MLSE) decoder.

Equalization techniques can be broadly divided into two categories: linear and non-linear (see

Figure 3.13). If an output decision maker block is not used in the feedback path to adapt the equalizer

then it is called linear, otherwise it is called a non-linear equalizer. Linear equalizers are simple, but

perform poorly under certain channel conditions. Non-linear equalizers are more complicated but

significantly outperform linear equalizer.

3.3.5.1 Linear Equalizer (LE)

The basic working principle of a linear equalizer is shown in the Figure 3.14. The received sequence rk is

obtained by filtering of the symbol sequence ak by the linear channel H(z) and adding noise nk. Then the

linear equalization filterC(z) is applied to the input. The error signal ek is defined as the difference between

the output of the equalizer and the output of the decision device (slicer). Typically, a slicer is employed to

Equalizers
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Lattice Lattice

DFE MAP symbol
detector
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MLSE

Transversal
channel estimator
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Transversal Transversal

Algorithms
LMS
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RLS
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RLS
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Figure 3.13 Types of equalizers
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Figure 3.14 Linear equalizer blocks
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obtain tentative decisions for the transmitted data symbols and to determine the noise associated with the

slicer decision. The slicer simply quantizes the input to the nearest alphabet symbol.

In a zero-forcing (ZF) equalizer, if the channel response for a particular channel isH(s), then the input

signal ismultiplied by the reciprocal of this. The zero-forcing equalizer tries to removes all ISI, and is ideal

when the channel is noiseless. However, when the channel is noisy, the zero-forcing equalizer will boost

the noise greatly at frequencies fwhere the channel responseH(j2pf) has a small magnitude in an attempt

to invert the channel completely.

The minimum mean square error (MMSE) does not eliminate ISI completely, but rather minimizes

the total power of the noise and ISI components in the output. In statistics and signal processing, a

minimummean square error (MMSE) estimator describes the approach that minimizes themean square

error (MSE). Let X be an unknown and Y be a known random variable, then an estimator X^ (y) is

any function of the measurement Y, and its MSE is E{(X^�X)2, where the expectation is taken over

both X and Y.

Linear Transversal Equalizer
A linear transversal equalization is the simplest equalizer, which is shown in Figure 3.15. The tap

coefficients are adapted to suit the current channel conditions. Normally this adaptation is performed on a

training sequence. In the presence of severe amplitude and phase distortion, the required inverse filter

tends to result in an unacceptable degree of noise amplification.

Matched Filter
Amatched filter is obtained by correlating a known signal, or template, with an unknown signal to detect

the presence of the template in the unknown signal. The matched filter is the optimal linear filter for

maximizing the signal to noise ratio (SNR) in the presence of additive stochastic noise. A filter that is

matched to the signal waveform s(t), where 0� t� Tb, has an impulse response h(t)¼ s (Tb� t). The

impulse of the optimum filter is a time reserved and delayed version of the input signal, for example, it is

matched to the input signal. A linear time invariant filter defined in thisway is called amatched filter. If y(t)

is the output of the matched filter when the input signal is s(t), then

yðtÞ ¼
ðt

0

sðtÞ hðt�tÞ dt ¼
ðt

0

sðtÞ sðTb�tþ tÞdt

Forward filter
r (t-T ) r(t-2T ) r(t-nT )r (t )Input

r (t )

C0 C1 C2

+ +

++ +
E
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TTT

Figure 3.15 Linear transversal equalizer
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Now if we sample y(t) at t¼ Tb, we will get:

yðTbÞ ¼
ðTb

0

s2ðtÞ dt ¼ E

where E is the energy of the signal s(t). Thus the matched filter output at the sampling instance t¼ Tb is

identical with the output of the signal correlator.

We can use a set of matched filters to build a detector, which is shown in Figure 3.16.

For a digital signal, we can also say that the matched filter is an ordinary FIR with the

conjugate channel as taps. The match filtering is performed by filtering with the time reversed,

conjugate channel estimate:

yout½t� ¼
XL�1

k¼0

h*½k�yin½tþ k�

In an AWGN non-ISI channel, the received signal is mainly corrupted by white Gaussian noise and in

this case matched filter can provide the optimal BER performance.

3.3.5.2 Non-Linear Equalizer

When channel distortion is too severe, then non-linear equalizers are used. Linear equalizers do not

perform well on channels that have deep spectral nulls in the pass band. The most commonly used non-

linear equalizers are: decision feedback equalization (DFE), maximum likelihood symbol detection, and

maximum likelihood sequence estimation (MLSE).

Decision Feedback Equalization (DFE)
The basic limitation of a linear equalizer, such as the transversal filter, is the poor performance for

channels having spectral nulls. A decision feedback equalizer (DFE) is a non-linear equalizer that uses

previous detector decisions to eliminate the ISI on pulses that are currently being demodulated. In other

words, the distortion on a current pulse that was caused by previous pulses is subtracted.
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y1

Observation
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T

0
� dt
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0
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Figure 3.16 Demodulator part of matched filter receiver
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Figure 3.17 shows a simplified block diagram of a DFE where the forward filter and the feedback filter

can each be a linear filter, such as a transversal filter. The non-linearity of the DFE stems from the non-

linear characteristic of the detector that provides an input to the feedback filter. The basic idea of a DFE is

that if the values of the symbols previously detected are known, then ISI contributed by these symbols can

be cancelled out exactly at the output of the forward filter by subtracting past symbol values with

appropriate weighting. The forward and feedback tap weights can be adjusted simultaneously to fulfil a

criterion such as minimizing the MSE.

Maximum Likelihood Sequence Estimation (MLSE)
The MLSE tests all possible data sequences using a channel impulse response simulator within the

algorithmand then chooses the data sequencewith themaximumprobability as the output. This has a large

computational requirement, especially when the delay spread is large. First Forney proposed an MLSE

estimator structure and implemented it with the Viterbi algorithm, which is described later. A block

diagram of an MLSE receiver based on DFE is shown in Figure 3.18. The MLSE requires knowledge of
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channel characteristics in order to compute themetrics formaking decisions. The statistical distribution of

noise corrupting the signal is also necessary. Thus the probability distribution of the noise determines the

form ofmetric for optimumdemodulation of the received signal. Notice that amatched filter operates on a

continuous time signal, whereas MLSE and a channel estimator rely on discretized samples.

Adaptive Equalization Using LMS Algorithm
An LMS algorithm adapts to changing channel characteristics by recursively adjusting the tap weight

coefficients (Ci) to reduce the average mean square error. This is shown in Figure 3.19.

LMS algorithm: wðkþ 1Þ ¼ wðkÞ�mekr*k

Error: ek ¼ zk�ak:

Equalizer output : vk ¼ wk*rk ¼ w�1 rkþ 1 þw0rk þw1rk ¼ ½w�1w0w1�
rkþ 1

rk
rk�1

2
4

3
5 ¼ wTrk

Least Minimum Mean Square Error (LMMSE) Receiver
A least mean square equalizer is a robust equalizer, where the minimization of the mean square error

between the desired and actual equalizer output is used as the criteria. The LMS algorithm seeks to

minimize the mean square error. Least minimum mean square error (LMMSE) is a linear data detector

and in the presence of ISI, it provides better BERperformance than amatched filter. It can be viewed as a

Wiener filter, which minimizes the mean squared estimation error. Here the mean squared estimation

error serves as a cost function. As discussed in the previous section, error is given by: ek¼ zk� ak. Then

the mean square error |ek|
2 at a time instance k, can be computed using E[e*kek]. If ^So,n denotes the

Wiener filter output, then the estimation error ew,k can be expressed as: ew,k¼ Sn� ^So,k. The mean

squared error can thus be denoted as: E[|ew, k|
2]k¼E[|Sk� ^So, k|

2]k, where [.] denotes the averagewith

respect to time. Filter coefficients of an LMMSE receiver are obtained by minimizing the mean square

error: wo¼ argminE[|Sk� ^So, k|
2]k. If the transmitted symbols are complex (for example, in an I,Q

form), then an IQLMMSE equalizer is used. The complexity of the IQLMMSE receiver is at least twice

that of the LMMSE receiver.
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Figure 3.19 Adaptive equalizer using LMS algorithm
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For GMSK modulated signals, BER performance can be improved by IQ splitting. However, this is a

non-linear process and approximately doubles the complexity compared with LMMSE. BER in an

AWGN ISI channel can be further improved by another type of non-linear signal processing, which

models the signal coming from a first-order hidden Markov source.

3.4 Different Techniques for Interference Mitigation

Different methods can be employed for reducing the overall interference level in a system. Some of these

methods are discussed below.

3.4.1 Frequency Hopping

Frequency hopping is a technique for dynamically changing the transmitter frequency with respect to

time in a defined manner, instead of a statistically allocated frequency. It involves a periodic change of

transmission frequency and the set of possible carrier frequencies is called the hopset. In a hopset each

carrier frequency is known as a channel and has a defined bandwidth. The bandwidth of a channel used

in the hopset is called an instantaneous bandwidth and the bandwidth of the spectrum over which the

hopping occurs is called the total hopping bandwidth. On the other hand, the receiver knows the

hopping pattern, so, it tunes the receiver accordingly to receive the channel information. Thus, ideally

in a wireless system as two users are not simultaneously utilizing the frequency band, the overall

interference level and probability of error decreases. However, if two users transmit simultaneously in

the same channel then collision may occur. This is known as a hit and it depends on the pseudo random

hopping pattern used.

This technique helps to reduce the over all interference level in the system, and is discussed further in

Chapters 5 and 9.

3.4.2 Discontinuous Transmission (DTX)

Discontinuous transmission (DT) is a feature in mobile systems, where the transmitter is muted, when

there is no information to be sent, such as during periods of silence. This feature prolongs battery life in

portable mobile phones and reduces interference in wireless systems, as the mobile does not inject any

transmission energy into the system during that period of silence.

The possibility of invoking DTX functions has extended the original speech codec specifications to

include two additional functional modules: voice activity detection (VAD) and comfortable noise

generator (CNG). VAD classifies the input signal into active speech, inactive speech or background

noise. Based on the VAD decisions, DTX inserts silence insertion descriptor (SID) frames during the

silence intervals. Throughout the silence, SIDs are periodically sent to the CNGmodule, which generates

ambient/comfort noise during periods of inactive speech on the receiver side to indicate to the user that the

call is still active.

3.4.3 Cell Sectorization

Dividing the cell into a number of sectors helps the use of a directed transmitted beam and also to reduce

the transmitted power towards an unintended direction. This assists in reducing the overall interference

level of the system.
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3.4.4 Use of Adaptive Multi-Rate (AMR) Codec

Use of multi-rate codec helps to reduce the interference level in the system. This is discussed in detail

in Chapter 8.

3.4.5 MIMO

Any system with multiple inputs into the receiver and multiple outputs from the transmitter is a

MIMO system. Jack Winters at Bell Laboratories filed a patent on wireless communications using

multiple antennas in 1984. He also published a paper on MIMO in 1985, based on Winters’ research.

Winters and many others published articles on MIMO in the period from 1986–1995. MIMO

terminology focuses on the system interface with antennas rather than the air interface. The basic

working principle of MIMO is: multiple antennas receive more signal and transmit more signal, which

is shown in Figure 3.20.

Advantages of MIMO – (1) Array gain provides increased coverage and QoS (quality of service), (2)

diversity gain provides increased coverage and QoS, (3) multiplexing gain provides increased spectral

efficiency, and (4) co-channel interference reduction provides increased cellular capacity.

Disadvantages of MIMO – Requires multiple antennas at the transmitter and receiver side;

placing multiple antennas in a mobile handset is a real issue as space is a constraint in a small

mobile phone.

3.4.5.1 Single Antenna Interference Cancellation (SAIC)

In the previous chapter, we studied what interference and noise are. Basically, noise is totally unwanted

signal and is not injected into the system by any transmitter, it is created naturally and unintentionally due

to channel variation or by receiver components. Of these, in a single user scenario, the noise is the only

concern in receiver design.However, the situation is different in case of amulti-user scenario, wheremany

transmitters are injecting signals into the system. The signal from one transmitter looks like an undesired

signal to all other un-intended receivers, except for the intended one. This signal is know as an interference

signal. As discussed previously, several types of interference exist, such as, in the frequency scale adjacent

channel interference (ACI) and co-channel interference (CCI), and in the time scale inter symbol

interference (ISI).
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Figure 3.20 MIMO principle
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For reduction of ISI, we design a system to have various equalization techniques. For reduction of

ACI, we design the filters and RF components to reject or stop the signal coming from the adjacent

channels. Also there is a limit put in the standard for the maximum allowed adjacent channel

interference. Co-channel interference (CCI) refers to the power coming to the receiver within the

band of interest due to a certain frequency reuse in distance cells in the cellular network. Frequency

reuse as employed in GSM means that frequencies are repeated according to a certain reuse pattern.

The larger the number of frequencies used in the reuse pattern, the lower the network capacity

(measured in users/MHz/cell). Cell layout, with frequency reuse factors of 7 and 3 is shown in

Figure 7.14 of Chapter 7. So smaller cell size means less transmitted power is required, but as cells are

closely spaced so more frequency reuse factor means more co-channel interference.

During the initial rollout phase of GSM networks themain concern was to ensure sufficient coverage at

a reasonable cost. Although today coverage is still an important factor, due to huge demand many

networks are now limited by the number of users they can serve simultaneously with a good quality. Thus

in order to accommodate more users many networks have introduced smaller cells and a tighter frequency

reuse to increase the number of physical channels over a geographical area. This approach helps to

increase the user support capacity but leads to higher co-channel interference and today the capacity of

many networks is in fact limited by interference. Hence the scenario has been changed from capacity

limited to interference limited.

It is known that maximum GSM/EDGE spectral efficiency is obtained in an interference limited

operation, and interference therefore constitutes a major limiting factor for the performance. Hence,

introduction of techniques tomitigate the effects of interference inGSM/GPRS/EDGEnetworks is of high

importance. The interference sources typically depend on the implementation of different network

elements, locations of the interfered and interfering sites with respect to each other aswell as type and size

of the cells/sectors.

An alternative to multiple antennas or antenna arrays (MIMO) technique is the single antenna

interference cancellation (SAIC) technique, where a single antenna is used along with interference

suppression or a cancellation algorithm. SAIC techniques can considerably improve the receiver

performance with minimum software upgrade in a communications device. SAIC was introduced by

3GPP in Release 6. SAIC is introduced mainly to boost the capacity of GSM networks. To improve the

receiver quality there are several features recommended in the downlink, out of these one is the use of

SAIC. Thus SAIC capable mobiles are also often referred to as DARP mobiles (downlink advanced

receiver performance).

There are several advantages of using the SAIC technique:

1. Requires one antenna only, so, easier to fit into a mobile.

2. With a given amount of system resources, a network is able to support more SAIC mobile terminals

than conventional non-SAIC terminals.

3. For a given number of mobile terminals in a network, SAIC mobile terminals experience more user

satisfaction in terms of frame error rate than conventional mobile terminals.

4. Owing to better receiver performance, base stations serving SAIC terminals can transmit at

lower power levels. This reduces the overall level of interference in the network, which

enables all terminals to transmit at lower power levels, reducing the interference in the network

even further. Because of this effect one would also expect to see an improvement in the performance

of non-SAIC terminals.

By their nature, SAIC terminals improve the bit-error-rate performance, and the mobile reported bit-

error-rate governs the power output by the base station. Thus, a lower bit-error-rate reported will in turn

trigger less power from the base station, and hence less interference into the system. Consequently,

SAIC terminals will be able to run with lower power from the base station even if the network does not
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know the SAIC capability of the terminal. This has a positive effect even on conventional terminals, as

they will experience lower interference levels caused by the reduced power when transmitting to SAIC

terminals. Thus, the benefit from SAIC terminals is fairly evenly shared within the terminal population,

without any change of the standard or any modification in the network. The result shows that there is

40–60% increased capacity due to the use of SAIC and link level gains of 6–7 dB for GMSK

modulation. The supporting companies for SAIC include Cingular, Philips, Nortel Networks, Nokia,

Motorola, Ericsson, AT&T Wireless, and Intel.

Working Principle
GSM uses GMSK modulation, which has I and Q channels and carries the same information in both

channels. This can be considered as two separate channels carrying the same information and experiences

channel impairments independently. The real (I channel) and imaginary (Q channel) data are considered

as if they are coming from two separate antennas and then use standard combining algorithms to suppress

interference. The oversampling helps further, so, a received signal is over sampled at 2� and treat the real

and imaginary parts for the on-time and delayed samples as four separate antennas. It makes use of four

virtual channels:- space (2 channels) – I and Q channels, and time (2� Over sampled), which implies on

time and delayed samples.

It then estimates the interference in themidamble (training sequence) part and applies the inverse of this

correlation matrix to suppress the interference in the data part.

SAIC Implementation Algorithms
As mentioned before, SAIC refers to a class of processing algorithms (see Figure 3.21) that attempt to

cancel or suppress interference using a single receive antenna.

The twomost prominent families of SAIC algorithms are: (1) joint demodulation (JD), also called joint

detection and (2) blind interference cancellation (BIC). The basic difference between JD and BIC is that

the JD receivers attempt to jointly process (demodulate) both the desired signal and one or more of the

interferers, while BIC receivers only process (demodulate) the desired signal while canceling or

suppressing the interference. As the BIC algorithm only specifically deals with the desired signal, it

is said to be “blind” to the interferer. BIC algorithmsmay not be applicable to allwireless systems, but they

can be applied to GMSK signals used in GSM due to the nature of the modulation.

A receiver including BIC is estimated to be between 1.5 and 3 times more complex than a conventional

receiver and some JD-based algorithms with reduced complexity have claimed similar complexity.

Classical JD algorithms are even more complex due to the requirement to jointly perform simultaneous

demodulation, and to detect the modulation type of the interfering signal. Nevertheless, JD SAIC

algorithms can sometimes offer better performance in certain interference scenarios, and thus, there is a

classic trade-off in performance versus complexity between the two approaches. Most SAIC results

I-Q decomposition Constant modulus algorithm Mono interference
cancellation

Serial interference
cancellation

Joint interference
cancellation

MUDBIC

SAIC algorithms

Figure 3.21 SAIC implementation algorithm
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presented to date have been for GMSK modulation that is used for basic voice services and GPRS.

Conceptually, the JD technique can also be applied to 8PSK. However, the current complexity of this

approach for 8PSK makes it impractical for mass volume handsets.

As shown in Figure 3.22, in an SAIC receiver the timing estimation block corrects the burst timing

with respect to burst reception. The basic idea of I–Q whitening is to perform joint space–time

whitening of the received signal based on an estimate of the interference signal. Generally, an auto-

regressive (AR) filter model is used for better interferer power estimation. The effect of removing I–Q

correlation (ideally I andQ correlation is zero), that is, decorrelating the signal real and imaginary parts, is

what we understand by I–Q whitening. Conventional equalizers are based on the assumption that the

residual signal is white and Gaussian. So, using I–Q whitening, we transfer the color noise to white noise

by using an adaptive decorrelating filter. To perform whitening we need to estimate the residual signal

correlationmatrix. The I–Q correlation is only partially captured by the correlationmatrix of the complex

interferer. We unfold the complex signal into a real-valued vector signal with twice as many samples by

multiplexing the real and imaginary parts. The correlation matrix of this unfolded signal fully captures

the I–Q correlation. Based on the I–Q correlation, the signal is then whitened. Next, the channel is

re-estimated from the whitened signal, the pre-filter down-samples to 1� oversampling and converts the

channel estimate into its minimum phase equivalent, thus moving the energy towards the first channel

taps. Then the equalizer detects the received softbits.

3.5 Channel Coding

As discussed inChapter 2, owing to the inevitable presence of noise and fading in thewireless channel, the

transmitted data sequences are corrupted. This increases the bit error probability at the receiver and this

level of reliability is unacceptable for many applications. The design goal of channel coding is to detect

and correct the bit errors in the received data sequence by adding some extra redundant bits into the

transmitted data sequence.

Apparently it appears as if the source encoder (discussed in a later chapter) and the channel encoderwork

towards opposite goals. The source encoder extracts redundancy from the information source module and

removes uncontrolled redundancy, so that the generated source data volume is less and can be easily

transmitted via the channel satisfying the channel data rate, especially for any bandwidth limited system.

However, the channel encoder adds redundant bits in order to provide protection against wireless channel

impairment or a degree of error control for the received signal. There are two different approaches for error

control coding. (1) We can add a small number of redundant bits to the original data sequence to allow the

receiver only to detect the errors (see Figure 3.23). Now if the error is detected, the receiver can ignore the

data or it may request a retransmission. This is known as automatic retransmission request (ARQ). This is

mostly implementedby the link layer protocol (L2). (2)Wecan insert a largenumberof redundantbits to the

data sequence to allow the receiver both to detect and then correct the error bits in the data sequence. This

strategy is known as forward error correction (FEC). This ismostly taken care of by the physical layer (L1).
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from
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Figure 3.22 Blocks for SAIC receiver
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Generally, the error correction and detection codes can be broadly classified into three categories: block

codes, convolution codes, and turbo codes.

3.5.1 Block Codes

A block code operates on fixed-length input blocks of information bits, which are known as message

blocks. Here the general principle is to segment the information into blocks and add a parity check

number, which is normally the product of information bits contained in the block. Block codes are FEC

codes that help to detect and correct a limited number of errors. In a block encoder, k is the input

information bits to the encoder unit and the encoder then uses different generator polynomials and adds r

numbers of extra bits to k bits. So the total number of output bits from the encoder will be n¼ r þ k. The

block code is referred to as an (n,k) code, and the throughput or rate of the code is defined asRc¼ k/n.With

a k input bit sequence, 2k distinct codewords can be transmitted. For each codeword, there is a specific

mapping between the k message bits and the r check bits. The code is systematic because a part of the

sequence in the codeword coincides with the k message bits. As a result, it is possible to make a clear

distinction in the codeword between the message bits and the parity bits. The code is binary as these are

constructed from bits and linear as each codeword can be created by a linear modulo-2 addition of two or

more codewords.

Besides code rate, there are some other parameters, which are most commonly used for performance

measurement, and these are:

CodeDistance –The distance between two codewords is known as code distance and it is the number of

elements in which two codewords Ci and Cj differ.

DðCi; CjÞ ¼
XN
l¼1

Ci;1 	 Cj;l ðmodulo qÞ
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Figure 3.23 Channel encoder and decoder blocks
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In the above equation,D is the distance between two codewords and q is total number of possible values

of Ci and Cj. The length of each codeword isN elements or characters. If the code is binary code, then the

distance is known as the Hamming distance. Generally, we define the Hamming distance (or simply the

distance) between two codewords of a binary code, as the number of digits in which they differ. For

example d(0,1)¼ 1, d(001,011)¼ 1, d(000,111)¼ 3, d(111,111)¼ 0.

The minimum distance of a code is the minimum of all distances between distinct codewords. In

symbols, the minimum distance of C¼min {d(x,y) | x,y e C}.
The Euclidean distance between any two signals is: d2ij ¼ jsi�sj j2 (when i is not equal to j). The

relation between the Euclidean distance and the Hamming distance is very simple. If the sequences si and

sj differ in dH
ij locations, then their Euclidean distance dE

ij and Hamming distance dH
ij are related by

ðdE
ij Þ2 ¼ 4 dH

ij E, where E is the energy related to each bit.

Weight of Code – Theweight of a codeword of length N is given by the number of non-zero elements

in the codewords. For a binary code the weight is basically the numbers of 1s in the codewords and is

given by:

WðCiÞ¼N
XN
l¼1

Ci;1

The encoder for a block code is memory-less, which means that the n digits in each codeword depend

only on each other and are independent of any information contained in previous codewords.

3.5.1.1 Examples of Block Codes

There are many types of block codes available, several of these are discussed below.

Hamming Codes
In 1950, Richard Hamming introduced a linear error-correcting code known as Hamming code.

Hamming codes can detect and correct single-bit errors. In other words, theHamming distance between

the transmitted and received codewords must be zero or one for reliable communication. Alternatively,

it can detect (but not correct) up to two simultaneous bit errors, whereas, simple parity code cannot

correct errors and cannot be used to detect more than one error. In mathematical representation,

Hamming codes are a class of binary linear codes. For each integer m> 1 there is a code with

parameters: [2m� 1, 2m�m� 1, 3]. The parity-check matrix of a Hamming code is constructed by

listing all columns of length m that are pair-wise independent. For example (7, 4) Hamming code,

encodes 4 data bits into 7 bits by adding 3 parity bits. This can detect and correct single-bit errors and

can detect double-bit errors. The code generator matrix and the parity-check matrix are:

G: ¼

1 1 0 1

1 0 1 1

1 0 0 0

0 1 1 1

0 1 0 0

0 0 1 0

0 0 0 1

0
BBBBBBBB@

1
CCCCCCCCA
; H: ¼

1 0 1 0 1 0 1

0 1 1 0 0 1 1

0 0 0 1 1 1 1

0
@

1
A

For example, 1011 is encoded into 0110011.
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Golay Codes
Marcel J.E. Golay generalized Hamming’s idea for perfect single-error correcting codes based on any

prime number. An x-error-correcting codemust have aminimum distance of at least 2x þ 1. For the code

to be perfect, the number of vertices of the unit n-cube inside a packing sphere of radius xmust be a power

of r, where r is the radix of the code. In the binary case:
Xx
i¼0

n

i

� �
¼ 2k for some integer k. This is the sum

of the first x þ 1 entries of the nth row of the Pascal triangle. Golay found two such numbers,

X2
i¼0

90

i

� �
¼ 212 and

X3
i¼0

23

i

� �
¼ 211. For n¼ 23, Golay found a 3-error correcting (23,12) code and

provided a matrix for it. Golay codes are linear binary (23,12) codes with a minimum distance of 7 and an

error correction capability of 3 bits. This is the only nontrivial example of perfect code.

Cyclic Codes
A code is defined as cyclic, if any cyclic shift of any codeword is also a codeword. For example, if

101101 is a codeword, then after shifting the last bit to the first bit position and then all other bits to the

right by one position, the resultant codeword is 110110. This subcategory of codes is simple to

implement using hardware by linear shift registers with feedback. Two important types of cyclic block

codes used in practical systems are Bose–Chaudhiri–Hocquenghem (BCH) and the Reed–Solomon

(RS) codes.

BCH Code
BCH codes are a class of linear cyclic block codes discovered by R.C. Bose and D.K. Ray-Chaudhuri and

independently by A. Hocquenghem. This allows multiple error correction and provides a large choice of

block lengths and code rates. Themost commonly used BCH codes are binary with following parameters:

Codeword length: n¼ 2m� 1 bits, wherem¼ 3, 4, . . .Number of check bits: n� k<¼m t, where t is

the number of correctable errors per codeword.

Reed–Solomon Code
Reed–Solomon code is non-binary code, which is capable of correcting errors that appear in bursts and are

commonly used in concatenated coding systems. In non-binary block codes, the input bit stream is

converted into symbols ofm bits long. These symbols are segregated into message blocks, each of which

are k symbols in length. The encoder then adds r check symbols ofm bits long and creates a codeword of

length n symbols. RS (n,k) codes exist for all n and k for which: 0< k< n< 2m þ 2.

However, for the most commonly used RS (n, k) code, (n, k)¼ (2m� 1, 2m� 1� 2t), where, t is the

number of symbols that are correctable per codeword. The number of parity symbols, n� k, equals 2t. For

RS codes, the code minimum distance dmin¼ n� k þ 1.

3.5.2 Convolution Codes

Historically, convolution codes were first introduced by Elias in 1954 and become popular after the

discovery of an efficient decoding algorithmbyA.J. Viterbi in 1967.As for block codes, the convolution

codes divide the bit stream from the source into k-bit blocks. Each k-bit block is then encoded into an

n-bit block, but unlike block codes, the values of n bits depend not only on the values of the k bits in the

corresponding source block but also on the values of the bits in the previous k-bit source blocks.

Although covolution code is more complex, these are more powerful than block codes as they exploit

past history.

The idea is to make every codeword symbol to be the weighted sum of the various input message

symbols. This is like the convolution used inLTI systems to find the output of a system,whenyou know the
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input and impulse response. It is also known as tree codes, the encoder has memory and the output

codeword depends on the current bit values aswell as on the previous bit values heldwithin the registers.A

binary convolution encoder is structured as amechanism of shift registers andmodulo-2 adders, where the

output bits are modulo-2 additions of selective shift registers content and present input bits.

The convolution codes are commonly specified by three parameters: k – the number of input bits that

form the block input to the encoder, so k is the number of input bits being shifted into the encoder at any

time tick; n – the number of coded output bits; andm – the number of input registers. These represent the

number of previous k-bit blocks that influence the encoding of the present block.

Often manufacturers of convolution code chips specify the code parameters as (n, k, L), where the

quantity L is called the constraint length of the code and is defined by L¼ k (m� 1). It represents the

number of bits in the encoder memory that affect the generation of the output bits. The L parameter is

known as the constraint length, which is equal to the number of k-tuple stages in the encoder shift

register. Each tuple stage of the shift register contains k registers to hold the k number of input bits

coming at a time.

The encoder shift register of L.k bit stages and n output generators are shown in Figure 3.24. From the

figure it is evident that the first register is unnecessary (as it stores the last input bit), and therefore the

required number of shift register stages is (L.k� 1), instead of L.k stages.

It consists of n modulo-2 adders. At each shift instant, k bits are shifted into the first k stage of

the register and all other bits, which were already in the register, are shifted by k bits to the right.

The outputs of n adders are then sequentially sampled by the commutator to generate n output code

bits at a time.

The output bits are generated according to the bits present in the registers and the generator polynomials

used to connect different registers to the adders. A convolution code is usually defined in terms of

sequences of the convolution code, denoted by g1, g2, g3, . . ., gn. For example, the generator sequence

L.k stage shift register

Output codewords (n bits)

1

1

2

2
n

3 k 1 2 3 k 1 2 3 k

Shift k bit
input information
at a time

k-stages (2nd)k-stages (1st) k-stages (L-th)

Figure 3.24 Convolution encoder of rate k/n with constraint length L
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can be represented by: g1¼ [00101001], g2¼ [000000001], and g3¼ [100000001]. Here, 0 indicates that

the register number is not connected to the adder, and 1 indicates that the register is connected to the adder.

We can also define the generator matrix of the convolution code:

G: ¼
g1
g2
g3

2
4

3
5 ¼

0 0 1 0 1 0 0 1

0 0 0 0 0 0 0 1

1 0 0 0 0 0 0 1

0
@

1
A

An encoder for the binary (2,1,2) convolution code is shown in Figure 3.25b, where u is the information

sequence and v is the corresponding code sequence (codeword).

The input bit sequence u¼ 11101, and generator sequence g1¼ [111], g2¼ [101].

Here 1 input at a time is inserted. When the first bit “1” is inserted, v1¼ 1	 0	 0¼ 1, v2¼ 1	 0¼ 1.

V1¼ (1, 1). (Register bit sequence: 1 0 0.) When the second bit “0” is inserted, v1¼ 0 	 1 (þ ) 0¼ 1,

v2¼ 0	 0¼ 0.V1¼ (1, 0). (Register bit sequence: 0 1 0.)When the third bit “1” is inserted, v1¼ 1	 0	
1¼ 0, v2¼ 1 	 1¼ 0. V1¼ (0, 0). (Register bit sequence: 1 0 1.)

Similarly, the other sequences will be generated: V¼ (11 01 10 01 00 10 11), where the

encoded sequence:

=V

v2

v1

Output codeword

Input bits

(a)

(b)

(u)

(0) (1) (2)

Input bits
(u)
(11101)

time

(2) vi2 = (1101001)

vi1 = (1010011)

Vi = (vi1, vi2)

= (11011....)

Figure 3.25 (a) Half-rate convolution encoders with constant length L¼ 2. (b) Equivalent representa-

tion of (a) with input and output data stream
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v ¼ u:G

¼ ð1; 1; 1; 0; 1Þ �

11 10 11

11 10 11

11 10 11

11 10 11

11 10 11

0
BBBBB@

1
CCCCCA

¼ ð11; 01; 10; 01; 00; 10; 11Þ
It is assumed the shift registers that generate convolution code is loaded with “0” before the first

information bit enters. Thus the information bit sequence is paddedwith (L� 1).k number of “0”s to bring

back the convolutional encoder to an all zero state. We assume that the length of the information bit

sequence is a multiple of k. If the length of the input sequence is not a multiple of k, we pad it with 0s such

that the resulting length is a multiple of k.

The encoder for the convolutional code uses a look-up table to do the encoding. The look-up table

consists of four items: (1) input bit, (2) the state of the encoder, which is one of the eight possible states, (3)

the output bits, and (4) the output state that will be the input state for the next bit.

3.5.2.1 Representation of Convolution Codes

The encoder can be represented in several different but equivalent ways. These are described below.

Generator Polynomial Representation
We can represent a convolution encoder by a set of n generator polynomials, one for each of the n

modulo-2 adders. We simply write a polynomial Gj (x)¼ gj1 þ gj2x þ . . . þ gjkx
k�1, based on the

K-tupple encoder connection vector Gj¼ (gj1, gj2, . . ., gjk). Generator representation shows the

hardware connection of the shift register taps to the modulo-2 adders. A generator vector represents

the position of the taps for an output. A “1” represents a connection and a “0” represents no connection.

This has already been shown in Figure 3.25.

State Diagram Representation
Here 1/01 represents that the input binary digit to the encoder was 1 and the corresponding codeword

output is 01, for example, input bits/output bits (see Figure 3.27). The encoder states are just a sequence

of bits. The (2,1,2) code has a constraint length of 2 (see Figure 3.26). The shaded registers hold these

u0 u–1u1u1

G(x) = 1 + x + x2

(1,1,1)

(1,0,1)
G(x) = 1 + x2 V2

V1

Figure 3.26 Binary (2, 1, 2) convolutional code
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bits and the unshaded register holds the incoming bit. This means that 2 bits or 4 different combinations

of these bits can be presented in the memory registers. These 4 different combinations will determine

what output we will get for v1 and v2, the coded sequence. The number of combinations of bits in the

shaded registers are called the states of the code and are defined by: number of states¼ 2L, where L is the

constraint length of the code and it is equal to k�(m� 1).

The corresponding state diagram representation of the encoder (which is shown in Figure 3.25)

is shown in Figure 3.27, where L¼ k. (m� 1)¼ 1. (3� 1)¼ 2. So the total number of possible

states¼ 2L¼ 22¼ 4 and these are 00, 01, 10, 11.

In the state diagram, the state information of the encoder is shown inside the circle. Each input

information bit causes a transition from one state to another. In the figure, the path information between the

states in denoted as x/c, where x represents the input information bit, and c the output encoded bits. It is

customary to begin convolution encoding from the all zero state. For example, let us consider that the initial

state was “00”, now if “0” comes as input the state will change to the “00” state again and the output

codeword will be (0 	 0 	 0, 0 	 0)¼ (0,0). Thus the path is represented by 0/00 with self transition.

However, if 1 comes as input, the statewill change to (10)0, for example, 10, as 0 (the right most bit) will be

pushed out. Now the output code will be (1	 0	 0, 1	 0)¼ (1,1). The path will be represented as 1/11.

Similarly, from state 10, if 0 arrives as input, the next state transition will be shifted to (01)0, for example,

0 will be pushed out, and the output codeword will be (0	 1	 0, 0	 0)¼ (1, 0). The path will be

represented as 0/10. If 1 arrives as input, the statewill switch to the 11 state and the output bit sequencewill

be (1	 1	 0, 1	 0)¼ (0,1). The pathwill be represented as 1/01.Now, at state (11) if 0 arrives as input the

statewill change to (01) and the output bit seqencewill be (0	 1	 1, 0	 1)¼ (0,1). Then if 1 arrives as an

input, the statewill switch to (11) and theoutputwill be (1	 1	 1, 1	 1)¼ (1,0). Fromstate (01) if 0 arrives

as input, the next state transition will be to state (00) and output state will be (0	 0	1, 0	1)¼ (11). If 1

arrives as the input bit, the next statewill be (10) and the output sequencewill be (1	 0	1, 1	 1)¼ (0,0).

0/00

0 0

0/10

1/00 1/10

1 1

0/11 0/01

0 1

1/11 1/01

1 0

Figure 3.27 State diagram representation of the encoder with code (2,1,4)
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Tree Diagram Representation
The tree diagram attempts to show the passage of time aswe go deeper into the tree branches. Here instead

of jumping from one state to another, we go down the branches of the tree depending onwhether a 1 or 0 is

received. The starting state is assumed to be 000. If a 0 is received, we go up and if a 1 is received, then we

go downwards. It is somewhat better than a state diagram, but still not the preferred approach for

representing convolutional codes.

Trellis Diagram Representation
A close observation of tree representation shows that the structure repeats itself once the number of stages

is greater than the constraint length. Two nodes having the same transition label can be merged and by

doing this throughout the tree diagram, we can obtain another diagram called a trellis diagram, which is a

more compact representation. A trellis diagram is a state transition diagram plotted versus time. All

possible states are shown on the y-axis and the discrete time along x-axis. A code of (n,k,L) will have a

trellis diagramwith 2(L�1)k states, and each state is represented by dots arranged across a vertical column

and this column is repeated horizontally across the x-axis with the number of received bit sequence. We

move horizontally through the trellis with the passage of time and each transition means new bits have

been received. The transitions between the states are indicated by branches connecting these dots. On each

branch connecting the states of the present and the next column, a transition label ismarked and “n” binary

symbols indicate the encoder output corresponding to that transition. Also note that we always start from

the all-0 state (for example, 000 in the case of L¼ 3), move through the trellis following the branches

corresponding to the given input sequence, and return to the all-0 state. So, the codewords of a

convolutional code correspond to paths through the corresponding trellis, starting at the all-0 state and

returning to the all-0 state. Although the trellis diagrams are messy they are generally preferred over both

the tree and the state diagrams because they represent a linear time sequencing of events. As with state or

tree diagrams, the trellis diagram is unique to each code.We can draw the trellis for as many periods as we

want. Each period repeats the possible transitions. We always begin at an all-0 state, such as 000. Starting

from here, the trellis expands and in L bits becomes fully populated such that all transitions are possible.

The transitions then repeat from this point on.

As example of trellis diagram representation is shown in the Figure 3.28, where for example the total

number of states is 8, generator polynomials g1 ¼ (1,1,1,1), g2 ¼ (1,1,0,1) and each vertical column of

nodes corresponds to the possible states at a single time step.As shown, the trellis indicates the assumption

that the decoder is always initialized to a 000 state at time 0. Based on the value offirst input bit (0 or 1), the

encoder can remain in state 000 or transition to 100 for time 1. Remaining in state 000 is indicated by the

upper branch (solid line) leaving state 000 time 0 and entering state 000 time 1. This transition branch is

labeled 0(00), indicating that 0 is the input bit and (00) is the output bit from the coder.

To understand this more clearly, the Figure 3.29 shows the trellis diagram of code (2,1,4) with an input

bit sequence 1011000 and the corresponding generated output bit sequence 11011111010111. The

incoming bits are shown on the top. Here the total number of states¼ 2(4�1)�1¼ 8, for example, from 000

to 111, as shown by the dots in a column (nodes). We will start at an all-0 state at the top left most corner

dot, where k¼ 1, so each time 1 input bit arrives and n¼ 2 for example, two output bits. The input bit

sequence is 1011000. In the branch line the 1 input bit is indicated first and then the corresponding 2 output

bits are indicated inside the brace. Thus first input bit 1 and then output bit (11), so the label represented is 1

(11). The previous state was 000, when 1 pushes inside the register, so the new sequence will be 100 (and

the right most 0 goes out). Hence it goes to the 100 state. It continues like this depending on the input bit.

3.5.2.2 Decoding

Several methods exist for decoding of convolution codes. These are broadly classified into two basic

categories: (a) sequential decoding, for example the Fano algorithm and (b) maximum likelihood

decoding, for example Viterbi decoding.
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Other decoding algorithms also exists, such as the stack algorithm, feedback decoding, and although the

basic principle of decoding is same, the former two decodingmethods represent two different approaches.

If a data string of length n bits is sent after passing through a 1/2 rate convolution coder, thenwe receive 2
�n

number of bits. Now, these 2�n received bits may or may not have errors. We know from the encoding

process that these bits map uniquely. So an n bit sequence will have a unique 2�n output bits. However,

owing to errors, we can receive any and all possible combinations of the 2�n bits.We can then apply one of

the following to make a decision:

a. We can compare this received sequence with all possible sequences and select the one

with the smallest Hamming distance (or bit disagreement) – this is the idea behind hard

decision decoding.

b. We can do a correlation and pick the sequences with the best correlation – this is the idea behind soft-

decision decoding. Soft-decision decoding is superior by about 2–3 dB.

If a data stream of length 2n bits is received, then the possible number of codewords is 22n. As the number

of bits increases, the number of calculations required to do decoding in this brute force manner increases

such that it is no longer practical to do decoding thisway.Weneed to find amore efficientmethod that does

not examine all options and has a way of resolving the ambiguity.

STATE
0(00) 0(00)

0(10)

0(11)

1(00)
1(11)

1(01)
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1(10)
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1(10)
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0(
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)
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) 0(
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)
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)
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0(00)0(00)

1(11)
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011
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110
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0(10)

Repeats
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Figure 3.28 Trellis diagram of (2,1,4) code
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Sequential Decoding
Sequential decoding is one of the first methods proposed for decoding a convolutionally coded

bit stream. This was first proposed byWozencraft and later a better version of it was proposed by Fano.

This decoding mechanism is best described by analogy. For example, you are given some directions

about how to get to a place, which consists of particular landmarks. However, the given direction

was not correct, which is why occasionally you do not recognize a landmark and you end up on the

wrong path. When you end up in a wrong path the landmarks do not match, so you realize that you may

be on a wrong path. Thus you backtrack to a point where you do recognize a landmark and take

an alternate path until you see the next landmark. In this way finally you arrive at the destination.

In this process, you may back track several times based on how good the directions were.

Similarly, in sequential decoding we are dealing with just one path at a time. This allows

both forwards and backwards movement through the trellis, and the decoder keeps track of its

decisions, each time it makes an ambiguous decision, it tallies it. If the tally increases faster than

some threshold value, then the decoder gives up that path and retraces the path back to the last

fork where the tally was below the threshold. The memory requirement of sequential decoding

is manageable and so this method is used with long constraint length codes where the S/N is

also low.

Incoming bit

state

000

001

010

011

100

101

110

111

Time t=0 t=1 t=2 t=3 t=4 t=5 t=6 t=7

1 1 10 0 0 0

1(11)

1(01)

0(11)

1(11)

0(01)

0(01)

0(11)

Figure 3.29 Encoded sequence of input bits 1011000, output bit 11011111010111 for (2,1,

4) code
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3.5.2.3 Maximum Likelihood and Viterbi Decoding

In 1967 A.J. Viterbi came up with an algorithm, which is known as the Viterbi algorithm and this

is most widely used decoding method for convolution codes. Viterbi decoding is the best

known implementation of the maximum likelihood decoding. In such a decoder, the received

sequence is compared with each possible transmitted code vector and the one closest to the received

sequence is selected as the correct transmitted code sequence. The term closest is used in the sense of

the minimum number of differing binary symbols (Hamming distance) between the code vectors

under investigation. We narrow the options systematically at each time tick. These concepts are used

to reduce the choices, the errors occur infrequently and the probability of error is small. The

probability of two errors in a row is much smaller than a single error, which indicates that the errors

are randomly distributed.

Given a convolution code and a received bit sequence, the Viterbi algorithm can be summarized

as below.

1. Parse the received sequence into m subsequences each of length n. k is the information bits in each

block.Draw a trellis of depthm for the code under study.As a code tree is equivalent to a trellis, wemay

equally limit our choice to possible paths in the trellis representation of the code. The reason for

preferring a trellis over a tree is that the number of nodes at any level of the trellis do not continue to

grow as the number of incoming message bits increases; rather it remains constant at 2L�1, where L is

the constraint length of the convolution code.

2. For the lastL� 1 stages of the trellis, drawonly paths corresponding to the all-0 sequences. This is done

aswe know that the input sequence has been paddedwith k(L� 1) 0s. Set l¼ 1 and set themetric of all-

0 state equal to 0. Find the distance of the l-th subsequence of the received sequence to all branches

connecting the l-th stage to the (l þ 1)-th stage states of the trellis.

The Viterbi decoder examines an entire received sequence of a given length. The decoder computes a

metric for each path and makes a decision based on this metric. All paths are followed until two paths

converge on one node. Then the path with the higher metric is kept and the one with lower metric is

discarded. The paths selected are called the survivors. For an N-bit sequence, the total number of

possible received sequences is 2N. Of these only 2kL are valid. The Viterbi algorithm applies the

maximum-likelihood principles to limit the comparison to 2 to the power of kL surviving paths

instead of checking all paths. The most common metric used is the Hamming distance metric. This

is just the dot product between the received codeword and the allowable codeword. These metrics

are cumulative. If the hard decision decoding is used, this algorithm finds the path that is at

the minimum Hamming distance from the received sequence, and if the soft-decision decoding

is employed, the Viterbi algorithm finds the path that is at the maximum Euclidean distance from

the received sequence.

Example – Let us consider a simple convolution encoder with code (2,1,2) as shown in Figure 3.30.

Say the input bit sequence to encoder is 100010100, where the 2-bit tail of zeros is added at the

end to flush out the encoder (so, total 7 þ 2¼ 9 input information bit). Output bit sequence y¼ (g0,

g1)¼ ((u1	 u2	 u3), (u1	 u3)).

The initial state was 000, when input bit 1 is inserted, the state transition will be 000 ! 100, output

will be ((1	 0	 0) (1	 0))¼ (11). When the second input bit 0 is inserted, the state transition will be

100 ! 010, output will be ((0	 1	 0) (0	 0))¼ (10). When the third input bit 0 is inserted, the state

transition will be 010 ! 001, output will be ((0	 0	 1) (0	 1))¼ (11). When the fourth input bit 0 is

inserted, the state transition will be 001 ! 000, output will be ((0	 0	 0) (0	 0))¼ (00). When the

fifth input bit 1 is inserted, the state transition will be 000 ! 100, output will be ((1	 0	 0)

(1	 0))¼ (11). When the sixth input bit 0 is inserted, the state transition will be 100 ! 010, output

will be ((0	 1	 1) (0	 0))¼ (10). When the seventh input bit 1 is inserted, the state transition will be
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010 ! 101, output will be ((1	 0	 1) (1	 1))¼ (00). When the eighth input bit 0 is inserted, the state

transition will be 101 ! 010, output will be ((0	 1	 0) (0	 0))¼ (10). When the ninth input bit 0 is

inserted, the state transition will be 010 ! 001, output will be ((0	 0	 1) (0	 1))¼ (11).

Thus the 9� 2¼ 18 bit output generated by the encoder is – 11 10 11 00 11 10 00 10 11.

This is transmitted through the channel and suppose that two bit errors occurred, then the received code

sequence is 10 10 11 00 11 11 00 10 11.

The length of the received sequence is 9. We have to draw a trellis of depth 9. Also, note that as the

input information sequence is padded with k.(L� 1)¼ 2 number of 0s, for all final two stages of the

trellis, we will draw only the branches corresponding to all-0 inputs. This also means that the actual

length of the input sequence is 7, which after padding with two 0s, has increased to 9. The total number

of states in the trellis will be 2(L�1)k¼ 4, so 4 numbers of nodes are drawn in a column (at a given time

click) (see Figure 3.31).

g1 = u1⊕u3

g0 = u1⊕u2 ⊕ u3

Output y = (g0, g1)

Input bits u1 u2 u3

Figure 3.30 Simple convolution encoder (2,1,2)

output:

State

11 10 11 10 1100

00
00

10

10 10 10 10 10 10 10

10

320 1 4 5 6 7 8 9

10 10 10 10

01 01 01 01 01 01 01

01 01 01 01 01 01

11

11 11 11 11 11 11 11

11 11 11 11 11 11 11
00 00 00 00 00 00 00 00

00 00 00 00 00

0011 10

TIME:

Figure 3.31 Encoder trellis diagram showing the path traversed to encode input sequence

100010100
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The receiver knows:

a. The generator polynomials y¼ (g0,g1)¼ ((u1	 u2	 u3), (u1	 u3) and for each two output bits there

was one input bit inserted into the encoder in the transmitter side.

b. It also knows that the encoder started at the 00 state.

c. Received code sequence is 10 10 11 00 11 11 00 10 11 and there might be several errors in this received

sequence when it passed through the channel.

Now from this, the decoder has to decode the correct transmitted output bit sequence, which is 11 10 11 00

11 10 00 10 11. Then from this it can easily find out the input bit sequence 100010100 using a mapping

table or generator polynomials or paths. As shown in the Figure 3.32, the starting point will be state 00 at

time 0 (left most corner node in the trellis). Therefore, after receiving the first two output bits 10 (which

corresponds to one input information bit – either 0 or 1), the receiver knows that one of two possibilities

might have occurred:

1. If the first input information bit was 0, then the state transition from time 0 to time 1 will be 00 ! 00.

The output will be y¼ (g0,g1)¼ ((0	 0	 0), (0	 0) ¼ (00), which is marked as transition label.

2. If the first input information bit was 1, then the state transition from time 0 to time 1 will be 00 ! 10.

The output will be y ¼ (g0,g1)¼ ((1	 0	 0), (1	 0) ¼ (11).

The received sequence is (10), so the error if option (1) is chosen will be simply the bit difference between

(10) and (00)¼ 1. Similarly, the error if option (2) is chosen will be simply the bit difference between (10)

and (11)¼ 1. The two possibilities are equally likely, as each implies that one bit error was introduced by

the channel. The result is summarized in Figure 3.32.

Upon receiving the second symbol (10), the receiver knows that one of four possibilities must have

occurred. (1) It was at state 00 and the input bit was 0. Then the state transition from time 1 to time 2will be

00 ! 00. The output will be y¼ (g0,g1)¼ ((0	 0	 0), (0	 0)¼ (00). (2) It was at state 00 and the input

bit was 1. Then the state transition from time 1 to time 2 will be 00 ! 10. The output will be y¼ (g0,

g1)¼ ((1	 0	 0), (1 XOR 0)¼ (11). (3) It was at state 10 and the input bit was 0. Then the state transition

from time 1 to time 2 will be 10 ! 01. The output will be y¼ (g0,g1)¼ ((0	 1	 0), (0	 0)¼ (10). (4) It

first received symbol - 10
Starting node 00 if 0 is input output

error in this path = 1

error in this path = 1
1 (11)

0 (00)

10

00
State

Time

11

0 1

01

Figure 3.32 Partial encoder trellis at time tick 1

Design Solutions Analysis for Mobile Handsets 99



was at state 10 and the input bit was 1. Then the state transition from time 1 to time 2will be 10 ! 11. The

output will be y¼ (g0,g1)¼ ((1	 1	 0), (1	 0)¼ (01).

When the received sequence is (10), so the error if option (1) is chosenwill be the bit difference between

(10) and (00)¼ 1. Similarly, the error if option (2) is chosen will be the bit difference between (10) and

(11)¼ 1. The error if option (3) is chosen will be the bit difference between (10) and (10)¼ 0. The error if

option (4) is chosen will be the bit difference between (10) and (01)¼ 2. The total error in path connected

(time 0, node 00) to (time 2, node 00) is 1 þ 1¼ 2, and (time 0, node 00) to (time 2, node 10) is 1 þ 1¼ 2,

and (time 0, node 00) to (time 2, node 01) is 1 þ 0¼ 1, and (time 0, node 00) to (time 2, node 11) is

1 þ 2¼ 3. The result is summarized in Figure 3.33.

Upon receiving the third symbol (11), the receiver knows one of the eight possibilities must have

occurred:

1. Itwas at state 00 and the input bitwas 0. Then the state transition from time 2 to time 3will be 00 ! 00.

The output will be y¼ (g0,g1)¼ ((0 XOR 0 XOR 0), (0 XOR 0)¼ (00).

2. Itwas at state 00 and the input bitwas 1. Then the state transition from time 2 to time 3will be 00 ! 10.

The output will be y¼ (g0,g1)¼ ((1 XOR 0 XOR 0), (1 XOR 0)¼ (11).

3. Itwas at state 10 and the input bitwas 0. Then the state transition from time 2 to time 3will be 10 ! 01.

The output will be y¼ (g0,g1)¼ ((0 XOR 1 XOR 0), (0 XOR 0)¼ (10).

4. Itwas at state 10 and the input bitwas 1. Then the state transition from time 2 to time 3will be 10 ! 11.

The output will be y¼ (g0,g1)¼ ((1 XOR 1 XOR 0), (1 XOR 0)¼ (01).

5. Itwas at state 01 and the input bitwas 0. Then the state transition from time 2 to time 3will be 01 ! 00.

The output will be y¼ (g0,g1)¼ ((0 XOR 0 XOR 1), (0 XOR 1)¼ (11).

6. Itwas at state 01 and the input bitwas 1. Then the state transition from time 2 to time 3will be 01 ! 10.

The output will be y¼ (g0,g1)¼ ((1 XOR 0 XOR 1), (1 XOR 1)¼ (00).

7. Itwas at state 11 and the input bitwas 0. Then the state transition from time 2 to time 3will be 11 ! 01.

The output will be y¼ (g0,g1)¼ ((0 XOR 1 XOR 1), (0 XOR 1)¼ (01).

8. Itwas at state 11 and the input bitwas 1. Then the state transition from time 2 to time 3will be 11 ! 11.

The output will be y¼ (g0,g1)¼ ((1 XOR 1 XOR 1), (1 XOR 1)¼ (10).

State

Time

10

00
0 (00)

10Received:

1 (11)

0 (00)
error in this path = 1 + 1 = 2

error in this path = 1 + 1 = 2

error in this path = 1 + 0 = 1

error in this path = 1 + 2 = 3

10

1 (11)

0 (10)

1 (01)

11

0 1 2

01

Figure 3.33 Partial encoder trellis at time tick 2
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When the received sequence is (11), so the error if option (1) is chosen will be the bit difference

between (11) and (00)¼ 1. Similarly, the error if option (2) is chosen will be the bit difference

between (11) and (11)¼ 0. The error for option (3)¼ dif (11), (10)¼ 1, error for option (4)¼ dif (11),

(01)¼ 1, error for option (5)¼ dif (11), (11)¼ 0, error for option (6)¼ dif (11), (00)¼ 2, error

for option (7)¼ dif (11), (01)¼ 1, error for option (8)¼ dif (11), (10)¼ 1. The total error in

path connected (time 0, node 00) to (time 3, node 00) via (time 2, node 00) is 1 þ 1 þ 2¼ 4,

similarly total errors for different paths are shown in the Figure 3.34. Of the two paths arriving at each

node for time 3, the less likely one (more errors) can be pruned away as shown in Figures 3.34, 3.35

and 3.36.

State

received: 10 10 11
4 errors

1 error

2 errors

3 errors

3 errors

4 errors

3 errors

4 errors

Time

10

00
00

11 11 11

11

10 10

10

01

01

01

00 00

00

11

0 1 2 3

01

Figure 3.34 Partial encoder trellis at time tick 3
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10

01
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11

11

111010

00

11

0 21 3

3 errors

3 errors

2 errors

1 error

01

Figure 3.35 Partial encoder trellis at time tick 3 after removing the non-survivor paths

Design Solutions Analysis for Mobile Handsets 101



In general, the trellis for time k shows all eight possible transitions from states at time k� 1. Then, in

the trellis for time k þ 1, non-surviving paths from k� 1 to time k are pruned away. In cases of a tie, the

surviving path can be selected arbitrarily. The soft decision metrics greatly reduce the indices of a tie.

This way, the process continues and is finally reached at time 9. The partial encoder trellis for time 9 is

shown in Figure 3.37. From this we can select the best path and the transition on the best path provides

the output bits, and so the corresponding input bits are chosen. Thus the correct input information bits

are found.

3.5.2.4 Viterbi Decoding with Soft Decision

In the previous example, we considered when the Viterbi decoders involved only hard decisions and the

input to the decoder were 00, 01, 10, and 11. However, instead of hard input bits, if we input to the decoder

the soft decision values from the demodulator, then in this situation the Viterbi decoder performs better.

STATE

received 10 10 11 00

TIME

10

00

11 11 11
0000
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01
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00

00
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11

11

11

1010

10
11

0 1 2 3 4

4

01
4

3

3

3

3

5

1

Figure 3.36 Partial encoder trellis at time tick 4
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Figure 3.37 Partial encoder trellis at time 9
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The soft decisions convey an indication of received signal quality and how confident the receiver is

regarding the decisions that have been made (indicates with confidence value).

Generally, in a detector circuit we try to estimate the energy value over a bit period by integrating the

signal energy over the bit period as shown in Figure 3.38, and then take a decision of 1 or 0 comparing

with a threshold value. This is basically making a hard decision by deciding whether it is strictly 1 or 0.

Assume a demodulator output voltage of þ 1V corresponds to a bit value of 1 and an output voltage of

�1V corresponds to a bit value of 0.Making a hard decisionmeans that a simple decision threshold that

is usually between the two signals is chosen. In very simple terms, this also means the maximum-

likelihood decoding.

However, when the received signal is corrupted by the noise, then determining the 0 or 1 bit from the

received signal energy spectrum becomes difficult. The demodulator output for binary 1 or 0 will have a

probability density function (PDF) as shown in Figure 3.39b. The signal spreads out and the energy from

one signal leaks into the other, which is a function of S/N. If the added noise power is small, that is, noise

X

Y r

r_out r_in

Convolutional
Encoder

Convolutional
decoder

BPSK modulator
c = 0 => send −1
c = 1 => send +1

C

Soft-decision

Simple detectorHard decision
r_in <= 0 then r_out = 0
r_in > 0 then r_out = 1 Output

energy

Noise Channel

BPSK
demodulator

Figure 3.38 Hard decision and soft decision decoding

p1(v)p0(v)

(a)

(b)

21

v

vA σ

A−A

−A

10

Figure 3.39 (a) Two signals representing a 1 and 0 bit (hard decision representation), and (b) noise of

S/N¼ 2 spreads out to spill energy from one decision region into another (soft decision representation)
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variance (s) is small, then the spread will be less. Intuitively we can say that decoding errors will be less

likely if the S/N is high or noise variance is small.

We can quantify the error that is made with this decision method. The probability that “1” was sent but

decoded as “0,” is a function of the two shaded areas as shown in the Figure 3.39b. Here the area “1”

represents the energy that belongs to the signal corresponding to “1” that has leaked into the opposite

decision region and hence erroneously leads to the decoding of the bit as “0”, and area 2, which is the

energy from the bit 0 that has leaked into the region of “1”. This affects the value of the sampled received

voltage, hence potentially causes an error in the decision. Given that a 1 was sent, the probability that it

will be decoded as 0 will be

Pe1 ¼ 1

2
erfc

A�vt

2s

� �

where, vt¼ decision threshold voltage, which is considered as 0 for this case, and s¼ variance of noise or

its power. We can also rewrite the above equation as a function of S/N:

Pe1 ¼ 1

2
erfc

ffiffiffiffi
S

N

r !

The above equation is the well known bit error rate equation. Here we are making a hard-decision,

but instead of having just two regions of decision, we divided the area into 4 or more regions as shown

in the Figure 3.40.

As shown in the Figure 3.40, the probability that the decision is correct can be computed from the area

under the Gaussian curve. We chose four regions as follows:

Region 1¼ if (received voltage >0.8V), region 2¼ if (0 < received voltage < 0.8V), region 3¼ if

(�0.8V < received voltage < 0V), region 4¼ if (received voltage < �0.8V).

Now say the received voltage falls in region 3, thenwhat is the probability of error that a 1was sent? If a

hard decision method is used then the answer is easy as it can be calculated using the above equation.

However, if soft decision method is used, then to calculate the similar probabilities for a multi-region

space, we use theQ function. TheQ function gives us the area under the tail defined by the distance from

themean to anyother value. ThusQ(2) for a signal, themean ofwhich is 2, would give us the probability of

a value that is 4 or greater.

In this example as shown in Figure 3.41, we have assumed a vt of 0.8 but it can be any number. Pe1

(probability that a 1was sent if the received voltage is in region 1)¼ 1�Q(A� vt/s). Pe4 (probability that
a 1was sent if the received voltage is in region4)¼Q(2(A þ vt)/s). Pe2 (probability that a 1was sent if the

Received voltage, v

vσ

p1(v)p0(v)

4
3

2

1

−1 −8 0 .8 1

v > .8.8 > v > 0−.8 < v < 0v < −.8

Figure 3.40 Creating four regions for making decision
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received voltage is in region 2)¼ 1� Pe1�Q(A/s). Pe3 (probability that a 1 was sent if the received

voltage is in region 3)¼ 1� Pe1� Pe2� Pe4.

We have computed these for S/N¼ 1 assuming that vt is 0.8A andA¼ 1.0 and also that both bits 0 and 1

are equi-probable. This is also called the a priori probabilities for bits 0 and 1.

So the area of region4or Pe4 is equal toQ(1.8),whichwe can lookup from the tables. The area of region

1 is then equal to 1�Q(.2). The others can be quickly calculated in this manner.

This process of subdividing the decision space into regions greater than two is called soft decision.

These probabilities are also called the transition probabilities. Here the soft bit will indicate the sign value

(which is shown as 1 or 0) and is followed by the confidencevalue (for example, howconfident the detector

is about this decision ofwhether it is 1 or 0). Soft decision improves the sensitivity of the decodingmetrics

and improves the performance by as much as 3 dB in the case of an 8-level soft decision.

In the decoding section, we calculated a Hamming metric by multiplying the received bits with the

codewords. We do the same thing now, except, instead of receiving 0 and 1, we get one of these voltages.

The decoder looks up the metric for that voltage in its memory and makes the following calculation.

Assume voltage pair (v3, v2) are received. The allowed codewords are 01, 10.

Metric for 01 ¼ pð0jv3Þþ pð1jv2Þ ¼ �4þ�4 ¼ �8

Metric for 10 ¼ pð1jv3Þþ pð0jv2Þ ¼ �1þ�1 ¼ �2

We can say, just by looking at these two, that 01 is much more likely than 10. When these metrics add,

they exaggerate the differences and help the decoding results.

The decoder trellis for the same example in the previous section using soft decision is shown

in the Figure 3.42.

Area = Q((A-vt/s))

For A = 1 and vt = .8
σ = 1, the Area = Q(.2)

σ0 vt A v

Figure 3.41 The Q function to determine the probabilities of a normally distributed variable
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Figure 3.42 Decoder trellis using soft decision method
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The decoding delay and amount of memory required for decoding a long information sequence are

unacceptable. The decoding can not be started until the whole sequence is received and also the total

surviving paths have to be stored.

q-Format Representation
The q-format is specified by a value representing the number of bits on the right side of the decimal

separator. In a soft decision of an x-bit value, the sign tells the polarity of the decision and the amplitude

tells its certainty. The magnitude of decision represents the confidence in that decision; for example, for

0.3, its q� x representation will be 0.3� 2x and a q15 representation will be 0.3� 215.

Generally, all fixed-point formats are specified using 2s complement notation and are defined through

the two types of Q formats (signed and unsigned) as given in Table 3.1.

Log-Likelihood Ratio
There are other ways of improving decoding performance by playing around with the metrics. One

important metric to know about is called the log-likelihood metric. This metric takes into account the

channel error probability and is defined by

Metric for agreement ¼ log102ð1�pÞ
log102

Metric for disagreement ¼ log102ðpÞ
log102

For p¼ 0.1, the metric for agreement is¼�20 and the metric for disagreement¼�1. Thus, if we have

received bits 01 and the codeword is 00, the total metric would be �20 þ �1¼�21 and the metric for

complete agreement would be �40. A Fano algorithm used for sequential decoding uses a slightly

different metric and the purpose of all these is to improve the sensitivity. Viterbi decoding is fairly

important as it also applies to decoding of block codes. This form of trellis decoding is also used for trellis-

coded modulation (TCM).

3.5.3 Turbo Codes

Turbo codes are a class of advanced error correcting codes, which offer robust error correction

capabilities for a wide variety of channels. Using these codes, it is possible to get as close as a fraction

of a dB to a Shannon limit at low SNR. Turbo codes are a special class of concatenated codes, where

an interleaver is placed between two parallel or serial encoders (constituent codes). The basic

structure of a Turbo encoder and decoder are shown in Figures 3.43 and 3.44. The constituent codes

Table 3.1 Q format representation

Attributes uQy_x Qy_x

Total number of bits x x

Number of fractional bits y y

Number of sign bits 0 1

Number of integer bits x� y x� y� 1

Range [0; 2x�y� 2�y] [�2x�y�1; 2x�y�1� 2�y]

Resolution 2�y 2�y
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are usually recursive systematic convolutional codes (RSCC) of rate 1/2 and usually the same code is used

in encoder 1 and 2. Recursive convolutional codes (inside the encoder) have a feedback path from the

delay elements back to the input. As the conventional convolutional code does not have the feedback

path, so it behaves as an FIR digital filter, whereas the RSCC are like IIR filters. Here, the N information

bits enter the first encoder, and pass through the interleaver and then through the second encoder. As the

encoders are systematic, so each one generates N parity bits. After the encoding a total N information bits

and 2N parity bits, that is a total of 3N bits are transmitted. On the decoder side an iterative algorithm is

used. Generally, the maximum a posteriori probability (MAP) decoding method or soft-output Viterbi

algorithm (SOVA) is used. In the first decoder, using this method the likelihood of different bits are

computed and passed to the second decoder. The second decoder computes the likelihood ratios and passes

them to the first decoder. This process is repeated until the likelihoods suggest a high probability of correct

decoding for each bit. Then the final decision is made.

3.5.3.1 Coding Gain

Coding gain indicates how much better the user’s decoded message performs as compared with

the raw bit error performance of the coded transmission within the channel. Each error control code

has a particular coding gain, which depends on the code used, decoder implementation, and channel
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BER probability (Pch). A good approximation for the decoded message error probability (PB) is

given by:

PB 
¼ ð1=nÞ � Si¼kþ 1
ni ðni ÞPi

ch ð1�PchÞn�i

where k denotes the number of errors that can be corrected in an (n,k) block code.

3.6 Automatic Repeat Request (ARQ) and Incremental Redundancy

So far, we have discussed different physical layer procedures for error free transmission, but in spite of

this, errors can still happen and then it is up to the higher layer to decide what to do in this scenario, for

example, whether to request for repetition or discard it (or automatically repeat the same information

many times or add many error protection bits).

Automatic repeat request (ARQ) is an error detection mechanism used in the link layer (L2). Basically,

the receiver informs the transmitter that a block has been incorrectly received and the transmitter

resends it. This is not very efficient as it involves delay and throughput loss.

This can be done with a stop and wait (SAW) procedure, where the transmitter sends a block

and waits for the receiver response before sending a new block or resending the incorrect one. This

is not very efficient, as the transmitter is inactive until it gets a response. The solution used for

HSDPA is N-channel SAW, which is a generalized version of the dual channel and can be used by

multiple users.

Hybrid-ARQ-I is a combination of ARQ and forward error correction (FEC). In Hybrid-ARQ-II,

the erroneous blocks are kept and are used for a combined detection with the retransmissions. This is

of three types.

a. Code Combining – a maximum-likelihood decoding approach for combining an arbitrary number of

noisy packets, code selection, packet format, and reliability weighting of packets, and so on.

b. Incremental Redundancy (IR) – successive retransmissions of an erroneous block are sent with

additional redundancy that is increased with each retransmission.

c. ChaseCombining–with chase combining, the retransmitted data frames are identicalwith the original

but when combined for detection, they are weighted with their SNR.

3.7 Interleaving

In the mobile environment the error in the transmitted bits tend to occur in bursts, as the signal enters into

and goes out of deep fades and also because of the environmental impulse noise. The burst error is more

severe, as it completely corrupts a part of the transmitted message. The convolutional error correcting

codes are most effective, when the errors are randomly distributed throughout the bit stream. However,

when errors are clustered in a specific area, then the convolution encoderwill not bevery effective. For this

reason the coded data are interleaved before they are transmitted over the radio interface. This helps to

convert the burst noise effect into a random noise effect by separating the consecutive message bits across

the time scale. Hence the two consecutive message bits will not experience a similar type of channel

fading effect. This implies that after the time separation the probability of both the original consecutive

bits being corrupted will be less.
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To understand the interleaving concept, we can take a simple example. Suppose we want to transmit a

message- “MIKKI IS NOTWELL,” and in this message some information such as “NOTWELL” is very

important and if this part is corrupted during the transmission then it will have a major impact compared

with other parts. However, if the deep fade condition occurs at the time when “NOT WELL” is passing

through the channel then there is a high probability of corrupting this part of message completely and it

will be very difficult to interpret themeaning of themessage at the receiver end. One solution to this can be

to rearrange the entire message in such away that each different letter of the alphabet of the various words

are separated by some distance, for example, arranged as MINW ISOE KTL KI. Then because of the

impulse/burst noise, some portion such as ISOE may be corrupted, but as some letters of the different

words arrive at the receiver without the effect of burst error, so the message recovery will be feasible

through error correction. The channel characteristics generally change over a period of coherent time, so

the separation of consecutivemessage bits in time should bemore than the coherent time of the channel to

achieve the maximum gain from of it.

An interleaver can be of two forms: a block interleaver or a convolutional interleaver.Abock interleaver

formats the encoded data into a rectangular array of m rows and n columns, and interleaves nm bits at a

time, for example, fills data row wise and sends the data column wise. The reverse operation happens on

the receiver side. Convolutional interleavers can be used in place of block interleavers in the same way.

These are ideally suited for use along with convolution codes.

3.8 Modulation

The original user information generated from a microphone or camera sensor is analog,

whereas information from a computer or any digital equipment is a digital signal. These original

signals, which are generated by the source (or the input transducer) or digital machine, are known as

baseband signals.

A. Baseband Communication – Baseband signals can be sent without any carrier. In this instance, it is

known as baseband communication. In baseband communication, the baseband signals have sizable

power at low frequencies, so that they can be transmitted as they are, for example, without any carrier

and without shifting the frequency range. They can be transmitted via pairs of cables, coaxial cables,

but they can not be transmitted directly via radio links. Local telephone communication, pulse code

modulation (PCM) is an example of baseband communication.

B. Carrier Communication – Transmitting and receiving the baseband signal without any carrier via a

channel causes lot of problems. In the case of wireless communication, the analog and digital

baseband signal (lower frequency, for example, larger wavelength signals) can not be sent directly, as

theywill require very large sized antenna (required antenna size/wavelength) for signal transmission

and reception. The second problem is that as the baseband signal from thevarious users lies in the same

frequency band, so they will interfere with each other and distort the signals heavily. Thus there is a

problem of channel multiplexing. In wire-line communication, the digital signal looks like a square

wave pulse and cannot be sent as it is via the channel, as the data shapewill be distorted because of the

channels characteristics (capacitive, conductive, resistive transmission line load) and the bandwidth

requirement will be too high. Therefore, we need to convert it into the analog domain for long distance

transmission.

The purpose of digital modulation is to convert an information-bearing discrete-time symbol sequence

into a continuous-time waveform (analog). This means transferring the digital domain information into a

real world analog domain signal. A modem (modulator and demodulator) is used for this digital–-analog

(or vice versa) conversion purpose.
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In analog modulation, the low frequency analog signal is shifted from the low frequency domain to the

high frequency domain by modulating it, using a carrier signal. The baseband signal (modulating signal)

and the carrier signal forms a new signal pattern, and the resultant signal is called the modulated signal.

Based on the nature of the baseband signal the modulation techniques may be of different types. If the

baseband signal is analog then the analog modulation techniques are used and if the baseband signal is

digital then digital modulation techniques are used.

3.8.1 Analog Modulation

In the case of analog modulation, the baseband signal or the modulating signal is a low frequency

information signal, which is modulated by another high frequency carrier signal and the resultant signal

is called amodulated signal. Analogmodulation schemes are employed in the first generation of mobile

radio systems. We will first discuss some of the analog and then the digital modulation techniques.

There are three components of an RF carrier that can be changed during the modulation: the amplitude,

the frequency, or the phase, and maybe a combination of amplitude, and frequency or phase. On this

basis, the modulation type varies.

3.8.1.1 Amplitude Modulation (AM)

In amplitudemodulation (AM), the carrier signalA cos(ot) has its amplitude “A”modulated in proportion

to the baseband information signalm(t) and provides amodulated output signal asA[1 þ m (t)] cosoct as

shown in Figure 3.45. Themagnitude ofm(t) is chosen to be less than or equal to 1. Themodulation index

is then defined to be b¼maxtm(t).

The modulation index is often expressed as a percentage. The AM signal can be expressed as

A (1 þ b sinomt) cos oct¼A cos oct þ (A b/2) {cos [(oc þ om] t} þ cos [(oc�om) t)]. The

frequency components are the carrier (oc) and two sidebands (oc þ om and oc�om). As both the

sidebands of an AM signal carry the same information, so one of these can be removed without losing

any information. It is more efficient to transmit only one of the sidebands (the so-called single sideband

AM, known as the USBAM (upper sideband AM) and the LSBAM (lower sideband AM), respectively).

Two common techniques used for generating an SSB signal are the filter method and the balanced

modulator method.

Amplitude modulation envelope

Time domain plot Frequency domain plot

Frequency

RF carrier

Time FC

Lower
sideband

Upper
sideband

A
m
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A
m

plitude

Figure 3.45 AM modulation with modulation index 0.2
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3.8.1.2 Frequency Modulation (FM)

In frequencymodulation the amplitude is kept constant and the carrier signal’s frequency is modulated by

the amplitude of the modulating signal. The frequency of the carrier signal is varied linearly with the

baseband message signalm(t). If ac is the amplitude of the carrier, fc is the carrier frequency, and kf is the

frequency deviation constant, the modulating signal is a sinusoid of amplitude Am and frequency fm, then

the FM signal can be represented as: v¼ ac sin [oct þ (kf.Am/fm) sinomt]. This can be rewritten as a sum

of components of constant frequency using the properties of the Bessel functions.

v ¼ acfJoðmÞ sinðoctÞþ J1ðmÞ½sinðoc þomÞt�sinðoc�omÞt� þ J2ðmÞ½sinðoc þ 2omÞt
þ sinðoc�2omÞt� þ J3ðmÞ½sinðoc þ 3omÞt�sinðoc�3omÞt� þ . . .

This expression implies that the FM spectrum consists of a component atoc and an infinite number of

lines at oc� nom and that the amplitudes of the components are given by the Bessel functions. If we

replace the carrier frequency term with a time-varying frequency and with Df as the peak frequency

deviation, then the carrier frequency term fc þ (Df/Vmo).Vm(t) now varies between the limits of fc�Df
and fc þ Df. The modulation index for FM is defined as b¼Df/fm, where fm is the maximummodulating

frequency used.

Performance of FM system: (1) Bandwidth – FM has a significantly larger bandwidth than AM. The

bandwidth of an FMsignal is: BW� 2 (b þ 1) fm. (2)Efficiency –The efficiencyof a signal is the power in

the sidebands as a fraction of the total. In FM signals, because of the considerable sidebands produced, the

efficiency is generally high. (3) Noise – FM systems are inherently immune to random noise and far better

at rejecting noise than AM systems. The noise is generally spread uniformly across the spectrum. In the

AM system the change in amplitude can actually modulate the signal and be picked up. As a result, AM

systems are very sensitive to random noise.

3.8.2 Digital Modulation

As digital systems are becoming more common, so the use of digital modulation is also becoming very

popular. The baseband or modulating signal is digital baseband data and modulated signal is an analog

signal. The digital signals can be of various types, as discussed in Chapter 1.

3.8.2.1 Amplitude Shift Keying (ASK)

In ASK the amplitude of the carrier is changed according to the baseband data signal (1 or 0). Generally, if

0 needs to be transmitted then there is no signal (or zero signal amplitude) and a signal with a particular

amplitude is sent when 1 needs to be transmitted (see Figure 3.46).

Baseband
data

1 0 0

0 0

1

ASK modulated
signal

A.cos ωct A.cos ωct

Figure 3.46 ASK signal
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3.8.2.2 Frequency Shift Keying (FSK)

In frequency shift keying (FSK), the frequency of the carrier is changed according to the baseband data.

One particular frequency is used for 1 and another for 0 as shown in the Figure 3.47.

FSKðtÞ ¼ sin2pf1t for bit 1

sin2pf2t for bit 0

(

Typically a binary FSK signal is implemented using a simple modulator and demodulator circuit (see

Figure 3.48). Themodulator is a voltage controlled oscillator (VCO)which is biased to produce the center

frequency, when no modulation is applied. The demodulator is implemented as a phase locked loop, for

example, a VCO, a phase detector, and a loop filter. The phase detector measures the difference in phase

between the FSK signal and theVCOoutput. The loopfilter necessarily slows the demodulator response to

minimize the effects of noise.

3.8.2.3 I/Q Format

Although it is common to describe the signal vector by its rectangular coordinates of I (in-phase) and Q

(quadrature), polar notations are also the basis ofmany representations used in digital communications. In

digital communications, modulation is often expressed in terms of I and Q. This is a rectangular

representation of the polar diagram (see Figure 3.49). On a polar diagram, the I axis lies on the zero degree

phase reference, and the Q axis is rotated by 90. The signal vector’s projection onto the I axis is its “I”
component (in-phase) and the projection onto the Q axis is its “Q” component (quadrature phase).

Baseband
data

FSK modulated
signal

f1

f0 = A cos(ωc-Δω)t  and  f1 = A cos(ωc+Δω)t

f0 f0 f1

1 0 0 1

Figure 3.47 FSK signal
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Figure 3.48 FSK modulator and demodulator
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In polar coordinates:

A ejot ¼ Aðcosotþ j sinotÞ ¼ Aðcosotþ j sinðotþ 90Þ ¼ Iþ j Q

Digital modulation is easy to accomplish using the I/Q modulation technique. Most of the digital

modulation techniquesmap the input data to a number of discrete points on the I/Q plane. These are known

as constellation points. As the signal moves from one point to another, simultaneous amplitude and phase

modulation usually results.

I and Q Modulation in a Radio Transmitter – In the transmitter, I and Q signals are mixed with the

same local oscillator (LO) signal and a 90 phase shifter is placed in one of the LO paths. This creates two

signals separated by 90 and are orthogonal to each other or in quadrature. As the signals are in quadrature,
they do not interfere with each other when these signals are combined to a composite output signal (as the

sin and cos signals are orthogonal). This simplifies the design of digital radios. Themain advantage of I/Q

modulation is the symmetric ease of combining independent signal components into a single composite

signal and later splitting such a composite signal into its independent component parts.

I andQModulation in aRadioReceiver –The composite signal withmagnitude and phase (or I andQ)

information arrives at the receiver input (see Figure 3.50). This composite input signal (in terms of

magnitude and phase) is thus broken into an in-phase (I) and a quadrature (Q) component by mixing with

the local oscillator signal at the carrier frequency.

3.8.2.4 Phase Shift Keying (PSK)

In phase shift keying (PSK) the phase of the signal is varied when the input data bit changes. In

Figure 3.51, the input data stream is 1001 and the signal is a0 sin (o.t þ y0).When a bit changes from 1 to

0, then a phase value of y is added to the signal phase, for example, the signal will become a0 sin

(o t þ y0 þ y). Similarly, when the data changes from 0 to 1 a phase value of y is subtracted, for

example, the signal will become a0 sin (ot þ y0� y). Thus there will be an abrupt phase change at

that instant. Based on thevariation of the phasey, themodulation level can be changed. Themaximumvalue

of y is 360. Hence, we can divide this maximum value of y into 2, 4, 8, . . ., sectors and change the

modulation level.

90 degree
"Q"

Q value

Projected signal
to "I" and "Q" axis

0 degree

"I"

I - value

Figure 3.49 Polar to rectangular conversion
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Binary Phase Shift Keying (BPSK)
If we divide max y by 2, then y¼ 360/2¼ 180. Now, if we plot these in a Cartesian graph as shown in
Figure 3.51, there will be two points, which are separated by 180. Using two points, only 1 bit value can
be represented, either 1 or 0. So one point will be 0 and the other 1. Depending on the input data stream the

phase will vary. For example, if the input data is 100011 then the phase variation will be 1 to 1 no change,

and: y¼ 0, 1 to 0 y¼�180, 0 to 0 y¼ 0, 0 to 0 y¼ 0, 0 to 1 y¼ 180.
The probability of bit error of a BPSK (binary phase shift keying) signal can be represented by the Q

function: Q [H(2Eb/No)], where Eb is the energy per bit.

Quadrature Phase Shift Keying (QPSK)
If we divide max y by 4, then y¼ 360/4¼ 90. Now, if we plot these in a Cartesian graph as shown in

Figure 3.52, there will be four points, which are separated by 90. Using four points, only 2 bit values can
be represented: 11, 10, 01, and 00. Thus the points will be 11, 10, 01, 00. Here two bits will be taken at a

time as input. These two bits together will form a symbol. Now break into even and odd symbols and pass

the even one to the I and odd one toQ path. Depending on the input symbol stream the phase of the I andQ
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Quadrature
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Figure 3.50 IQ signal modulation circuit and demodulation circuit
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Figure 3.51 BPSK modulation
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signals will vary. For example, the input binary bit stream {dk}, dk¼ d0, d1, d2, . . .¼ 11000111. . .
arrives at the modulator input at a rate 1/T bits/s, which is then separated into two data streams dI (t) and

dQ(t) containing even and odd bits, respectively, for example, dI(t)¼ d0, d2, d4, . . .¼ 1001 and

dQ(t)¼ d1, d3, d5, . . .¼ 1011, as if two separate pulse streams are modulated simultaneously (see

Figure 3.53). The pulse stream dI(t) modulates the cosine function with an amplitude of �1, which is

equivalent to shifting the phase of the cosine function by 0 or p; consequently this produces a BPSK

waveform. Similarly, the pulse stream dQ(t) modulates the sine function, yielding a BPSK waveform

orthogonal to the cosine function. The summation of these two orthogonal waveforms is the QPSK

(quadrature phase shift keying) waveform. This is possible because the two signals I andQ are orthogonal

to each other and can be transmitted without interfering with each other. This resultant modulated signal

can be achieved by amplitude modulating two square data streams (odd and even in this instance) by

following mathematical expression:

sðtÞ ¼ ð1=H2Þ dIðtÞ cos ð2pftþ p=4Þþ ð1=H2Þ dQðtÞ sin ð2pftþ p=4Þ
¼ A cos ½2pftþ p=4þ yðtÞ�

Quadrature phase component (Q)

Input data 90

10100010100101

In-phase component (I )

10 10 01
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10
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Figure 3.52 QPSK modulation
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The values of y(t)¼ 0,�(p/2), p/2, p represent the four possible combinations of aI (t) and aQ (t). Each

of the four possible phases of carriers represents two bits of data. Thus there are twobits per symbol.As the

symbol rate for QPSK is half the bit rate, twice as much data can be carried in the same amount of channel

bandwidth as compared with BPSK. In QPSK the carrier phase can change only once every 2T s. If from

one T interval to the next one, neither bit stream changes sign, the carrier phase remains unchanged. If one

component aI (t) or aQ (t) changes sign, a phase change of p/2 occurs. However, if both components

change sign then a phase shift of p occurs.

The probability of bit error for a QPSK signal can be represented by theQ function as:Q [H(2Eb/No)],

where Eb is the energy per bit.

3.8.2.5 Minimum Shift Keying (MSK)

Minimum shift keying (MSK) modulation is derived from offsetting QPSK, where, instead of a

rectangular pulse wave, we use a half-cycle sinusoidal pulse as shown in the Figure 3.54.

The MSK signal is defined as: S(t)¼ d(t) cos (pt/2T) cos 2pft þ d(t) sin (pt/2T) sin 2pft. The phase
modulation is improved by minimizing the amplitude fluctuations (number of types of phase). MSK is a

continuous phase modulation scheme, where the modulated carrier contains no phase discontinuities and

frequency changes occur at the carrier zero crossings. MSK is unique due to the relationship between the

frequency of a logical zero and one: the difference between the frequency of a logical zero and a logical

one is always equal to half the data rate. In other words, the modulation index is 0.5 for MSK, and is

defined as:

m ¼ Df � T

d0

dI (t) cos (πt/2T )

dI (t) cos (π t/2T ) cos ω0t
dQ(t) sin (πt/2T ) sin ω0t

s(t)

MSK Modulated signal

dQ(t) sin (πt/2T )
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Figure 3.54 Replacing a rectangular pulse with half-cycle sinusoidal pulse for even sequences,

replacing a rectangular pulse with half-cycle sinusoidal pulse for odd sequences, and MSK

modulated signal
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where

Df ¼ jflogic 1�flogic 0j
T ¼ 1=bit rate

MSKhas several advantages over othermodulation schemes but the disadvantage ofMSK is that its power

spectrum density does not fall fast enough to completely reduce interference between adjacent signals.

Therefore the spectrum is not compact enough to realize data rates approaching the RF channel BW. For

wireless data transmission systems, which requiremore efficient use of the RF channel BW, it is necessary

to reduce the energy of the MSK upper side lobes. A straightforward means of reducing this energy is

low-pass filtering the data stream prior to presenting it to the modulator (pre-modulation filtering). The

pre-modulation low pass filter must have a narrow BW with a sharp cut-off frequency and very little

overshoot in its impulse response. This is where the Gaussian filter characteristic comes in. It has an

impulse response characterized by a classical Gaussian distribution.AGaussian-shaped impulse response

filter generates a signal with low side lobes and a narrower main lobe than the rectangular pulse. This type

of filtering has a delayed and shaped impulse response that has a Gaussian-like shape. This modulation is

called Gaussian minimum shift keying (GMSK).

3.8.2.6 Gaussian Minimum Shift Keying (GMSK)

Figure 3.55 depicts the impulse response of a Gaussian filter for BT¼ 0.3 and 0.5. BT is related to the

filter’s �3 dB BW and data rate by BT¼ f�3 dB/bit rate.

The reduced side lobe energy for GMSK and a bit is spread over approximately 3 bit periods for

BT¼ 0.3 (and two bit periods for BT¼ 0.5), lead to inter symbol interference (ISI), which is inherently

introduced here in order tomake the spectrummore compact. Thus the channel spacingmay be tighter for

GMSK compared with MSK for the same adjacent channel interference.

1.0

BT = 0.5 BT = 0.3

0 0.5 1 1.5

Bit period

2 2.5 3 3.5 4

0

g (t )

Figure 3.55 Gausssian filter impulse response for BT¼ 0.3 and BT¼ 0.5
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GMSK Modulation Implementation
There are two commonly used methods to generate GMSK, one is frequency shift keyed modulation and

the other is quadrature phase shift keyed modulation. The first method as shown in Figure 3.56, based on

GMSKVCO-modulator architecture, but this is not suitable for coherent demodulation due to component

tolerance problemsAblock diagramof themodulator based on the secondmethodis shown in Figure 3.57.

The steps followed in themodulator are as: (a) create theNRZ (�1,1) sequence from the binary (0,1) input

sequence; (b) create N samples per symbols; (c) integrate the NRZ sequence; and (d) convolute with a

Gaussian function then compute the corresponding I and Q components (at this stage, we have the

quadrature components of the basebandGMSKequivalent signal); (e)multiply the I andQ components by

the corresponding cosnot and sin not carriers, and (f) then add the two signals.

GSMusesGMSKwith amodulation index h¼ 0.5, BTequal to 0.3 and amodulation rate of 271 (2705/6)

kbauds.ThismeansB¼ 81.3 kHzwhenT is about 3.7ms.TheGMSKmodulation is chosen as a compromise

between spectrum efficiency and a reasonable demodulation complexity (see Figure 3.58). The constant

envelope allows the use of simple power amplifiers and the lowout-of-band radiationminimizes the effect of

adjacent channel interference.

RF amplifierm(t )VCO
m = 0.5

Gaussian
LPF

Input data stream

Figure 3.56 GMSK VCO-modulator
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Figure 3.57 GMSK modulation block diagram
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Figure 3.58 GMSK demodulation blocks
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In GSM, differential encoding combined with 90 rotation converts MSK into BPSK type of

modulation. This rotation helps to avoid zero crossing, during the switch from one constellation point

to the other, which in turn helps to reduce the distortion inRF amplification. Thus, for GMSK p/2 and in 8-
PSK 3p/8, rotation is defined in GSM and EGDE.

3.9 Bit Rate, Baud Rate, and Symbol Rate

To understand and compare different modulation format efficiencies, it is important to first understand the

difference between bit rate and symbol rate. The signal bandwidth for the communications channel

required depends on the symbol rate, not on the bit rate.

. Bit rate is the rate at which information is passed.

. Baud rate (or signaling rate) defines the number of symbols per second.

. Symbol rate¼ bit rate/the number of bits transmitted with each symbol.

As the symbol rate is the bit rate divided by the number of bits that can be transmittedwith each symbol, so

if one bit is transmitted per symbol, aswithBPSK, then the symbol ratewould be the same as the bit rate. If

two bits are transmitted per symbol, as in QPSK, then the symbol rate would be half of the bit rate. The

symbol rate is also sometimes called the baud rate.

The baud (or signaling) rate defines the number of symbols per second. Each symbol represents n bits,

and has M signal states, where M¼ 2n. This is called M-ary signaling.

Different methods of modulation provide different data rates as shown in Table 3.2.

Several parameters are used to compare the efficiency of the various modulation techniques. These are

described below.

1. Power efficiency is ameasure of howmuch the signal power should be increased to achieve a particular

BER for a given modulation scheme. Signal energy per bit/noise power spectral density¼Eb/N0.

2. Bandwidth efficiency is measured as data rate per hertz (rate/bandwidth – bits/s/Hz). This is also

known as spectral efficiency.

3. Channel capacity per bandwidth.

Table 3.2 Theoretical bandwidth efficiency limits for different modulations

Modulation

Theoretical bandwidth

efficiency limits

MSK 1 bit/s/Hz

GMSK 1 bit/s/Hz

BPSK 1 bit/s/Hz

QPSK 2 bits/s/Hz

8 PSK 3 bits/s/Hz

16 QAM 4 bits/s/Hz

32 QAM 5 bits/s/Hz

64 QAM 6 bits/s/Hz

256 QAM 8 bits/s/Hz
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In the case of coherent detection, the received signal is processedwith a local carrier of the same frequency

and phase. However, for non-coherent detection it requires no reference values. For example, PSK is a

coherentmodulationwhereasASK is non-coherent. Avariety of types ofmodulation are used for different

wireless systems based on the system requirements, data rate requirement, and cost. These are shown

in Table 3.3.

3.10 Inband Signaling

An inband signaling modem communicates digital data over a voice channel of a wireless telecommu-

nications network. As an input it receives the digital data. An encoder converts the digital data into audio

tones, which synthesize the frequency characteristics of human speech. The digital data is also encoded to

prevent voice encoding circuitry in the telecommunications network from corrupting the synthesized

audio tones representing the digital data. It then outputs the synthesized audio tones to a voice channel of

a digital wireless telecommunications network.
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4

Mobile RF Transmitter and
Receiver Design Solutions

4.1 Introduction to RF Transceiver

In Section 1.3.3.1 of Chapter 1, we discussed the basic building blocks of a mobile phone. For a digital

mobile phone, themodempart can be broadly divided into twomain blocks: (a) theRFmodule and (b) the

basebandmodule. TheRFmodule is the analog front-endmodule.On the receiver side it is responsible for

signal reception from the air and downconversion onto the baseband signal, and on the transmitter side it is

responsible for up conversion of the baseband signal to the RF signal, then transmission in the air. The

baseband module deals with digital processing of the baseband signal and protocols. An ADC and DAC

are placed in between the analog RF and digital baseband units. In this chapter, we will discuss the

different design solutions for analog RF front-end modules. The basic building blocks of a typical radio

RF front-end section of any mobile device (using digital baseband) is shown in the Figure 4.1.

1. Antenna – This acts as a transducer. It converts the incoming EMwave into an electrical signal on the

receiver side and the outgoing electrical signal into an EM wave on the transmitter side. The basic

principle of antenna action has already been discussed in Chapter 1, and different types of mobile

phone antennas are discussed in detail in Chapter 10.

2. Tx–Rx Path Separation Block (Duplexer or Tx–Rx Switch or Diplexer) – Generally the same

antenna is used for transmission as well reception purposes. So we have to have a mechanism

to multiplex the same antenna between the transmit and receive path. There are several

techniques available:

a. Tx–Rx Switch – Here the same antenna is time switched between the Rx and Tx paths

(Figure 4.2). Systems where the Tx and Rx path signals are not present simultaneously

(for example, a half duplex system GSM), then a Tx–Rx switch can be used. Diodes can be

used as switching elements and switching is controlled by the processor to connect the Tx or Rx

pathwith the antenna. Single frequency can also be used for Tx andRx,which is suitable for a time

division based system.

b. Diplexer – The Tx and Rx frequency bands are different and they are first separated by filters and

then connected to the Rx or Tx path (Figure 4.3). It only works for systems with separated Rx and

Tx frequency bands (FDD).
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c. Duplexer – The Tx circuit, Rx circuit, and antenna are connected to the three port duplexer

(Figure 4.4). Tx and Rx are separated by a path difference of l/2¼ phase difference of “p”,
for example, they are opposite in phase (�ve) and will cancel each other out. Thus the Tx port is

isolated from the Rx port, but the signal from Tx and Rx will arrive at the antenna at same phase

(p/2) as the path difference between Tx or Rx with an antenna port is l/4.

Antenna

Switch control signal from processor

Tx-Rx Switch
Receiver

Frequency

dB

Transmitter

Figure 4.2 Antenna multiplexing by using a Tx–Rx switch
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Figure 4.1 Various blocks of an RF transceiver (analog front end)
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A comparison of these three techniques for antennamultiplexing between Tx and Rx path is given in

the Table 4.1.

Electrically a duplexer is a device that uses sharply tuned resonate circuits to isolate the transmitter

circuit from the receiver circuit. This allows both of them to use the same antenna at the same timewithout

the transmitter RF frying the receiver circuit. The separation or isolation between the transmit and receive

signal paths ismandatory in order to avoid anydestruction of the receiverwhen theTx signal is injected, or

at least to avoid any degradation of the receiver sensitivity due to the frequency proximity of the high

power signal from the transmitter block.

Antenna

Receiver

Diplexer
dB

Frequency

Rx FilterTx FilterTransmitter

Figure 4.3 Diplexer

Transmitter Receiver

dB
Path seperation = λ /2 = phase seperation of π => they will cancel each other 

Path seperation (λ /4) = phase seperation (π/2)Path seperation (λ /4) = phase seperation (π/2)

Frequency

Tx + Rx band in all duplexer paths

Duplexer

Figure 4.4 Duplexer

Mobile RF Transmitter and Receiver Design Solutions 125



In the cellular band, the duplexer’s jobs are: (1) to isolate the transmitted signal from the received

signal in the receive band to avoid any degradation of the receiver sensitivity; (2) attenuating the

power amplifier (PA) output signal to avoid driving the low-noise amplifier (LNA) into compression;

(3) attenuating the receiver’s spurious responses (first image and others); (4) attenuating first local

oscillator (LO) feed-through using the first mixer LO-RF ports; and (5) attenuating transmitter output

harmonics and other undesired spurious products.

3. Band-Pass Filter – This is used to extract the desired band of signal from the entire band of the

received signal. Whatever EM waves impinge on the antenna, based on their length (�wavelength)

the antenna will convert those waves into RF electrical signals. In the reception path there will be

many such RF signals with different frequencies, which will be mixed up and appear in the receiver

circuit. Out of these, we need to take only the desired frequency band by using an appropriate

band-pass filter.

4. Low-Noise Amplifier – The amplitude of the received signal will be much less. So we need to boost

this received feeble signal without adding any extra noise signal into it, for example, this stage of

amplification should have a very low level of noise. This is why we use a low-noise amplifier (LNA).

5. Mixer – Mixers are key components in receivers as well as in transmitters. Mixers translate the

signals from one frequency band into another, by mixing frequencies. The output of the mixer

consists ofmultiple images of the input signals to themixer, where each image is shifted up or down

by multiplication of the local oscillator (LO) frequency. The mixer’s output signals are usually the

signals translated up and down by one LO frequency. Generally mixers (sometimes known

as frequency converters), modulators, and balanced modulator circuits work on the same

basic principle.

This module contains local oscillators to generate RF signal locally and mixers to mix the

incoming and locally generated LO signal in order to down convert the incoming RF signal.

Table 4.1 Comparison between different antenna multiplexing techniques

Duplexer Diplexer Tx-Rx switch

This is a passive device, so no

power supply is needed

This is a passive device, so no

power supply is needed

Power supply may be required

Power handling capability is less Power handling capability

medium

Power handling capability is

good but it is switch

dependent

High isolation, low insertion loss

is critical for it’s operation

(typical isolation: 20 dB)

Isolation is dependent on the

filter performance

Isolation and insertion loss is

not very critical

Size can be smaller than diplexer Filters are normally bulky This is space saving design

Permanent VSWR matching Lowest third inter-modulation

products

Less problem

As isolation is dependent on

wavelength, so it offers

narrower frequency bands

Narrower frequency band (as

filters are designed

accordingly)

Wider frequency bands

Tx and Rx can be of same

frequency, and they can be

transmitted simultaneously,

can be used for both TDD and

FDD system; good for

multi-mode receiver

Tx and Rx should be different

frequency, can not be used

for FDD system

Tx and Rx should not be

operational at the same

instant; can be used for

TDD system
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Suppose the received RF signal is Ar sinort and the local oscillator signal is Ao sinoot. If these are

mixed (that is, multiplied) the resultant signal will beAr sinort. Ao sinoot¼ (ArAo/2) cos2 p (fo� fr)

t þ cos2 p (fo þ fr) t. That means it generates two frequencies (fo� fr) and (fo þ fr). This signal is

passed through a channel select filter, which will filter out the frequency (fo þ fr), so that only

(fo� fr), known as the intermediate frequency (IF) will be passed forward. In some receivers, two or

more such IF stages are used. Thus the RF signal is down converted in several steps and finally it

arrives at the last stage, where the (fo� fr) becomes equal to the baseband signal frequency fbaseband.

This is then sampled at a minimum rate of 2 � fbaseband¼Nyquist rate, to recover the baseband

data signal and then digitally demodulated. Similarly, the mixer is used for frequency up

conversion in the Tx path.

In an ideal situation, the mixer output would be an exact replica of the input signal. However, the

reality is that the mixer output is distorted due to non-linearity in the mixer. In addition, the mixer

components and a non-ideal LO signal introduce more noise in the output. Bad design might also

cause leakage effects, complicating the design of the complete system. The mixer design is

discussed in more detail in Section 4.2.

6. Digital Demodulation – For the receiving system, which uses digital technology, the received

analog signal is digitally demodulated. Various techniques are used for digital modulation–

demodulation, such as ASK, FSK, PSK, QPSK, MSK, GMSK, and QAM. Modulation/

demodulation has already been discussed further in Chapter 3.

7. A/D Converter – The received signal is sampled and converted into a digital signal. There are

different types of ADC used for this purpose. Among these, sigma delta is very popular, which is

discussed in Chapter 10.

8. Digital Modulation – The transmitted digital data from the baseband is digitally modulated using

different digital modulation techniques.

9. D/A Converter – This converts the baseband digital signal into a baseband analog signal.

10. Power Amplifier – The feeble RF signal is amplified to high power by a power amplifier,sent to a

duplexer unit, and then to an antenna.

4.2 Mixer Implementations

The mixer is implemented using various properties, and below some commonly used mixer implementa-

tions are discussed.

Ideal Mixer – The ideal mixer will perform the mathematical multiplication of the two input signals,

creating components positioned at frequencies equal to the sum and difference of the input signals with no

additional components. This is why the mixing (multiplying) device must be perfectly linear and there

must be no leakage of the input signals to the output port.

Single Balanced Mixer and Double Balanced Mixer – The term balanced mixer is used to imply that

neither of the input terms will appear at the mixer output. However, in practice, suppression of these input

components is never perfect in an analog mixer circuit. A balanced mixer can be implemented using a

transformer coupled diode arrangement, or by using an active transistor based design. Both types ofmixer

produce signals at odd harmonics of the carrier frequency, particularly the diode ring mixer. In most

instances, these can be easily filtered out.

The single balanced mixer (SBM) performs multiplicative mixing because its RF and LO signals are

applied to different ports. This is more commonly seen in two diode mixer configurations, a balanced

transformer drives the diodes out of phase for the LO and in phase for signals present at the RF port.

Adding twomore diodes and another transformer to the singly balancedmixer results in a double balanced

mixer (DBM), as shown in Figure 4.5. Its frequency response is largely determined by the frequency

response of its transformers. As second-order harmonics are the most difficult to suppress, so double

balanced mixers are the favored solution.
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4.2.1 Design Parameters

The mixer performance is dependent on parameters such as conversion loss, isolation, dynamic range, dc

offset, dc polarity, two-tone third-order inter-modulation distortion, and intercept point. Although amixer

works bymeans of amplitude non-linear behavior, we generally want it to act as a linear frequency shifter.

The degree to which the frequency-shifted signal is attenuated or amplified is an important parameter in

mixer design.Amixer also contributes noise to the output frequency shifted signals. The degree towhich a

mixer’s noise degrades the SNR of the signals is evaluated in terms of noise factor and noise figure. The

load presented by amixer’s ports to the outsideworld can be of critical importance to a designer forVSWR

matching. Isolation between ports plays a major role in reducing dc offset in a mixer. The dynamic range

of any RF/wireless system can be defined as the difference between the 1 dB compression point and the

minimum discernible signal.

4.2.1.1 Inter-Modulation Distortion and Intercept Points

If there is a large interfering signal presents within the bandwidth of the RF input filter, then mixer

distortion heavily limits the sensitivity of a receiver. There are two aspects of distortion that are of concern:

(1) compression, and (2) inter-modulation distortion. The 1 dBcompression point (CP1) is the pointwhere

the output power of the fundamental crosses the line that represents the output power extrapolated from

small-signal conditionsminus 1 dB. The third-order intercept point (IP3) is the pointwhere the third-order

term, as extrapolated from small-signal conditions, crosses the extrapolated power of the fundamental.

Both CP1 and IP3 illustrated in Figure 4.6.
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Figure 4.6 Intercept points
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Distortion of the output signal occurs, because several of the odd-order inter-modulation

tones fall within the bandwidth of the circuit. Inter-modulation distortion is typically measured

in the form of an intercept point. As shown in Figure 4.6, the third-order intercept point (IP3) is

determined by plotting the power of the fundamental and the third-order inter-modulation product

versus the input power.

4.2.1.2 Basic Difference Between Mixer and an Amplitude Modulator

Themixer and AMmodulator work in the same fashion and generate three output signal frequencies. The

only difference is that in a mixer the two different signals are multiplied (Ar sinort Ao sinoot), whereas in

an AM modulator the amplitude of the RF carrier signal is varied according to the input signal: v(t)¼
A(1 þ m sinomt) sinoct.

4.3 Receiver Front-End Architecture

In the previous section, we saw the various blocks of a radio receiver. The receiver architecture mainly

varies based on the RF front end.

4.3.1 Different Types of RF Down Conversion Techniques

Typically, radio communication systems operate with carrier frequencies at many hundreds of MHz to

several GHz. If we want to sample the received signal at the antenna itself (this will help to bypass RF

hardware blocks and will help to process everything in the digital domain, which is most desirable for

software defined radio), then the minimum sampling frequency requirement will be 2�fs (�2�1GHz, for
example, 2 giga samples will be generated per second and then each sampled level will be converted into

several bit streams by the ADC), and the sampled data will be too huge to handle by any of the present

day’s DSP (digital signal processor). Also, directly converting the antenna signals into digital form in an

integrated ADC would require prohibitively large sensitivity, selectivity, linearity, and very high

conversion speed. As of today, such analog-to-digital converters that could offer this services do not

exist. As a result, the received RF signals need to be converted into lower frequencies (baseband

frequency), for the signal processing steps, such as channel selections, amplification, and detection. This

conversion is accomplished by a mixing process, producing a down-converted (in the receiver block) and

an up-converted (used in the transmitter block) component.

Now, based on the mixing of the local oscillator (LO) frequency with the desired incoming RF

frequency, several down-conversion techniques exist. We can mainly classify these into two broad

categories: heterodyne and homodyne receivers. (1) In a heterodyne receiver the LO frequency and

desired RF frequency is set to be different –examples of such architecture are super heterodyne, low IF,

and wide IF receivers. (2) Whereas in the case of a homodyne receiver (same mixing) the LO frequency

and the desired RF frequency are set to be the same, so the IF (intermediate frequency) is zero. Prior to the

selection of optimum receiver architecture, different types of RF down-conversion receiver architectures

will be reviewed and compared.

4.3.1.1 Heterodyne Receiver

Conventional radio receivers utilize the so called heterodyne architecture (hetero¼ different, dyne¼
mix). This architecture, translates the desired RF frequency into one or more intermediate frequencies,

before demodulation.

Mobile RF Transmitter and Receiver Design Solutions 129



What is Heterodyning? – “Heterodyne” means mixing two different frequencies together (one

incoming signal frequency from the antenna and other locally generated from the local oscillator),

to produce a beat frequency, namely the difference between the two and the sum of the two. Example:

Ar sin ort Ao sin oot¼ (ArAo/2) cos 2 p (fo� fr) t þ cos 2 p (fo þ fr) t.

What is Superheterodyning? –When we use only the lower sideband (the difference between the two

frequencies), we are superheterodyning. Strictly speaking, the term superheterodyne refers to creating a

beat frequency that is lower than the original signal. EdwinArmstrong came upwith the idea of converting

all incoming frequencies into a common frequency. The superheterodyne receiver, invented in 1917, has

enjoyed a long run of popularity.

We have discussed that superheterodyning is simply reducing the incoming signal frequency by

mixing. In a radio application (Figure 4.7), we are reducing the incoming AM or FM signal frequency

(which is transmitted on the carrier frequency) to some intermediate frequency, called the IF (intermediate

frequency)¼ fo� fr .

This is essentially the conventional receiverwith the addition of amixer and a local oscillator. The local

oscillator is linked to the tuner, because they must both vary with the carrier frequency. Let us look at a

specific example.AnFMradio is tuned to a station operating at 89.9MHz. This signal ismixedwith anLO

signal at a frequency of 100.6MHz. The difference frequency at the output of the mixer is 10.7MHz. This

is the IF signal. If the FM radio is tuned to a different station at 107.9MHz, the LO frequency is also re-

tuned to 118.6MHz. The mixer once again produces an IF signal of 10.7MHz. In fact, as the FM radio is

tuned across the band from 87.9 to 107.9MHz, the local oscillator (LO) is tuned from 98.6 10 118.6MHz.

No matter what frequency the radio is tuned to (in its operating range), the mixer’s output will

be 10.7MHz.

The superheterodyne overcomes the variable sensitivity and selectivity problems of the RF receiver

module by doing most of the amplification at the intermediate frequency, where the gain and selectivity

can be controlled carefully (Figure 4.8). However, the superheterodyne introduces some new challenges.

Firstly, the LO signal must always differ from the input signal by exactly the IF frequency, regardless of

whatever input frequency is selected. This is known as “tracking”. Secondly, there are two different

frequencies that can mix with the LO signal to produce the IF signal. One of these frequencies is our input

signal frequency; the other is known as the “image frequency.” The image, input, IF, and LO frequencies

are related as follows.

Intermediate frequency signal,
at constant frequency, IF

Speaker
(transducer)

AGC

Antenna

Signals

Incoming signal, centered at
the carrier frequency

Mixer
Tuner (bandpass) Pre-amplifier Demodulator Amplifier

Local oscillator
mixing frequency

Figure 4.7 Basic block diagram of a super-heterodyne receiver (analog receiver)
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The image is another incoming frequency that is mistakenly treated as the desired input signal.

IF ¼ LO�input : IF ¼ image�LO; for example; image ¼ IFþLO ¼ IFþ IFþ input:

Thus; image ¼ inputþ 2*IF

Let us take an example that references our earlier discussion about the FM radio. When the receiver is

tuned to 89.9MHz, the 89.9MHz signal canmixwith the LO signal of 100.6MHz to create a 10.7MHz IF

signal. However, a signal (or noise) at 111.3MHz can alsomixwith the LO signal to create a 10.7MHz IF.

Therefore, any incoming noise or interference signals at this frequency have to be rejected. One filter is

used to stop (f0 þ fi) and pass (f0� fi) to the demodulator unit. fif¼ f0� fi, which is allowed to pass, but

there may be another frequency that is (f0 þ fif) when this is input to the mixer, then the resultant will be

(f0 þ fif)� f0¼ fif. Thus this will also pass via the filter. However here, IF is not because of the desired

input signal (fi) rather it is another input signal (f0 þ fif). This is known as image frequency as discussed

earlier (f0 þ fif)¼ fimage. This also needs to be rejected as it causes the following issues.

Image Frequency Problem
The desired RF input signal frequency¼ fif¼ f0� fi (which is allowed to pass via the filter). However,

there is another RF input signal frequency f0 þ fif¼ fimage, and when this is fed to the mixer, the resultant

frequency¼ f0� fimage¼ f0� f0 þ fif¼ fif. As this resultant frequency is same as the IF frequency, so this

will also pass via the filter (Figure 4.9). This is derived from unwanted RF signal, and is known as the
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image frequency, which needs to be stopped, otherwise this will corrupt the original signal and appear in

the detector.

To reject the mirror/image frequency signal, an additional filter is often applied as front of the mixer,

which is known as an image rejection filter (IR). This is bulkier andmakes the on-chip integration difficult.

On-Chip Superheterodyne Receiver Architecture
The on-chip architecture of the above discussed superheterodyne receiver is shown in Figure 4.10. A

passive band-pass filter limits the input spectrum provided by the antenna. Noise is introduced into the

mixer, so the signal is first amplified by a low-noise amplifier (LNA) before mixing. Mixers translate the

RF signal into IF frequencies. The LO signal, which is tuned at a particular spacing above or below the RF

signal, is injected into the mixer circuits. Hence, first these bands have to be removed by an image reject

filter. For this, the signal goes off-chip into an image rejection (IR) filter using passives with high-quality

factors. Then, on mixing with a tuneable LO signal, the selected input channel frequency is down

converted to an IF. This LO1 output needs to be variable in small frequency steps for narrow band

selection. To alleviate the aforementioned sensitivity–selectivity trade-off in image rejection, an off-chip,

high-Q band-pass filter performs partial channel filtering at a relatively high intermediate frequency. A

second down-conversion mixing step translates the signal down to baseband frequency, which can be

treated in the digital domain. This reduces the requirement for the final, integrated analog channel

selection filter, as now it can be done digitally.

Digital modulation schemes, which use both in-phase (I) and quadrature (Q) elements of a signal, and

thus both components can be generated in the second mixing stage, as shown in Figure 4.10. As the

channel of interest has already been selected by the first mixer, the frequency of the second LO is fixed.

Off-chip passive components provide filters with a high Q-factor and result in good performance for

both sensitivity and selectivity, whichmakes the heterodyne architecture a common choice. Furthermore,

noise introduced by the local oscillator is less problematic, as it is filtered by the subsequent channel

selection. Image rejection and adjacent channel selectivity is better in this type of architecture. The filters

can be manufactured using different technologies such as SAW (surface acoustic wave external filter),

bipolar, and CMOS. However, off-chip filtering comes at the expense of extra signal buffering (driving

typically 50 ohm loads), increased complexity, higher power consumption, and larger size. Narrow-

bandwidth passive IF filtering is typically accomplished using crystal, ceramic, or SAW filters (these are

On-chip

Antenna Band
select

Image
reject

SAW
filter

Mixer

Mixer

Mixer

Q

I

Channel select

Base band

ADC

ADCLPF

LPF

PI/2

L0

L0

Chan.
select

Off-chip

Switch LNA

Figure 4.10 Heterodyne RF converter (with on-chip and off-chip components)

132 Mobile Handset Design



passive filters). These filters offer better protection than the receivers of zero-IF gyrator filters (active

filter) against signals close to the desired signal because passive filters are not degraded by

the compression of a signal resulting from large signals. The active gyrator circuit does not provide

such protection.

However, undesired signals that cause a response at the IF frequency in addition to the desired signal

are known as spurious responses. In the case of the heterodyne receiver, spurious responses must be

filtered out before reaching the mixer stages. One spurious response is known as an image frequency. An

RFfilter (known as a pre-selector filter) is required for protection against the image unless an image-reject

mixer is used. Additional crystal-stabilized oscillators are required for the heterodyne receiver.

Generally, superheterodyne (superhet) receivers cost more than zero-IF receivers due to the additional

oscillators and passive filters. These items also require extra receiver housing space, for example,

increased size. However, the superior selectivity of a superheterodyne receivermay justify the greater cost

and size in many applications.

The benefits of the superhet architecture are enormous: Most of the filtering and gain takes

place at one fixed frequency, rather than requiring tunable high-Q band-pass filters or stabilized

wideband gain stages. In some systems, multiple IFs are used to distribute the gain and selectivity for

better linearity.

Advantages and Disadvantages of Superheterodyne Receiver

Advantages: (1) High selectivity and sensitivity as a result of the use of high-Q filters and the double

RF down conversion scheme. (2) Good image rejection capability.

Disadvantages: (1) Image frequency problem; to reject themirror frequency signal (image frequency)

an additional filter (IR) is often applied in front of themixer. (2) Poor integration; port integration becomes

difficult as it uses high-Q devices, a double conversion scheme, IR, and channel filter (passive). Hence, it

cannot be integrated in small packages such as inside a chip or set of chips. (3) Larger in size and weight.

(4) It consumesmore direct current (dc) power. (5) Only a fixed data bandwidth. (6) Higher cost for higher

number of components, improved protection and larger physical size, requires extra printed circuit board

(PCB) real estate.

Applications: The superhet receiver is typically used in radio receivers and satellite receivers.

4.3.2 Homodyne Receiver

4.3.2.1 Zero-IF Receiver (DCR)

The homodyne (homo¼ same, dyne¼mix) architecture uses a single frequency translation step to

convert the incoming RF channel directly into baseband, without any operations at intermediate

frequencies. It is therefore also called as zero-IF or direct conversion receiver (DCR) architecture. Here,

the IF frequency is chosen as 0Hz (dc frequency) by selecting the local oscillator frequency to be the same

as the desiredRF input signal frequency. So aftermixing at both I andQ channels, the generated frequency

components will be (f0� fi)¼ 0, and (f0 þ fi)¼ 2fi as f0¼ fi. This is shown in Figure 4.11. The portion of

the channel translated into the negative frequency half-axis becomes the image to the other half of the

same channel translated into the positive frequency half-axis. After the down conversion the input signal

has a bandwidth of BHz around the center 0. Figure 4.12 shows this architecture in the case of quadrature

down conversion (I–Q de-modulation receiver) receiver. As with the heterodyne receiver, in this

architecture an off-chip RF filter first performs band limitation, before the received signal is amplified

by an integrated LNA. Channel selection is done by tuning the RF frequency of the LO to the center of the

desired channel, making the image equal to the desired channel. Thus in this situation the problem of

images is not present and the off-chip IR filter can be omitted. A subsequent channel selection low-pass

filter (LPF) then removes nearby channels or interferers prior to A/D conversion.
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Owing to the direct conversion to DC, homodyne receivers aremore susceptible to disturbances arising

from I/Q phase mismatches, non-linearities, and flicker noise, than heterodyne designs. To control the

performance loss, additional circuitry and design efforts are required. However, there is no need for image

rejection or other off-chip filters, which helps to save power and reduces the total receiver size.

Advantages of this Architecture

1. No image frequency problem – an advantage of the zero-IF receiver is that no image exists and an

image-reject filter (or image-reject mixer) is not required.

2. LPF can be integrated – channel filtering is now possible entirely on-chip as after the down conversion

the frequency is now at the baseband frequency. The zero-IF receiver can provide narrow baseband

filteringwith integrated low-pass (LP) filters. Often the filters are active op-amp-based filters known as

gyrators. The gyrators provide protection from most undesired signals. The gyrator filters eliminate
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the need for expensive crystal and ceramic IF filters, which take up more space on a printed

circuit board.

3. Eliminate passive IF and image-reject filter – the IF SAW filter, IR filter, and subsequent stages are

replaced with low-pass filters (LPF’s) and baseband amplifiers that are amenable to monolithic

integration. The LNA need not drive a 50 ohm load because no image rejection filter is required.

4. Increased ADC dynamic range because of limited filtering.

5. Good SSB digital modulation.

6. Reduced component numbers.

7. Reduced power consumption – the filtering and gain can now take place at dc, where gain is easier to

achieve with low power, and filtering can be accomplished with on-chip resistors and capacitors

instead of the expensive and bulky SAW filters.

8. High level of integration – the zero-IF topology offers the only fully integrated receiver currently

possible. This fully integrated receiver solutionminimizes the required board real estate, the number of

required parts, receiver complexity, and cost. Most zero-IF receiver architectures also do not require

image-reject filters, thus reducing cost, size, and weight.

9. Good multi-standard ability – the placement of the filter at the baseband (usually split between the

analog and digital domains) permitsmultiple filter bandwidths to be included at no penalty to the board

area, as the filtering is accomplished on-chip. Thus, direct conversion is the key tomultimode receivers

for the future.

Problems of this Architecture and Possible Alternative Design Solutions
Several well known issues that have historically plagued direct-conversion receivers are: self-detection

due to LO-RF leakage, dc offset, and AM detection.

1. Local Oscillator Leakage – One of the most well know problems in direct-conversion receiver

architecture is the spurious LO leakage. This arises because the LO in a direct-conversion receiver is

tuned exactly to the desired input signal frequency, which is the center of the LNA and antenna pass-

band. Owing to imcorrect isolation, a small fraction of this LO signal leaks through the mixer and

travels towards the input signal side, passes through the LNA and arrives at the antenna (Figure 4.13).

Then it radiates out through the antenna. This becomes an in-band interferer to other nearby receivers

tuned to the same band, and for some of them, it may even be stronger than the desired signal.

Regulatory bodies, such as the FCC strictly limit the magnitude of this type of spurious LO emission.

Eachwireless standard and the regulations of the Federal CommunicationsCommission (FCC) impose

upper boundariess on the amount of in-bandLO radiation, typically between 50 and 80 dBm. The issue

is less severe in heterodyne and image-reject mixers because their LO frequency usually falls out of the

reception band. Also, it leaks to other side of the entire receiver signal chain, which appears as a dc
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offset. The problem of LO leakage becomes severe as more sections of the RF transceivers are

fabricated on the same chip.

Design Option – With differential local oscillators, the net coupling to the antenna can approach

acceptably low levels.

2. Self-reception – Because the local oscillator is tuned to the RF frequency, self-reception may also be

an issue (Figure 4.14).

DesignOption – Self-reception can be reduced by running the LOat twice theRF frequency and then

dividing by two before injecting into the mixer. Because the zero-IF local oscillator is tuned to RF

frequencies, the receiver LOmay also interferewith other nearby receivers tuned to the same frequency.

However, the RF amplifier reverse isolation prevents most LO leakage to the receiver antenna.

3. DcOffset Problem –The basic operation of a direct-conversion receiver can be described asmixing an

input signal frequency of (fC þ fm), where fm is the bandwidth of themodulation,with a local oscillator

at fLO, yielding an output at fMIXOUT¼ (fC þ fm – fLO) and (fC þ fm þ fLO). The second term is at a

frequency twice that of the carrier frequency and can be filtered out very easily by the channel select

filter. However, the first term is much more interesting, as fLO¼ fC, and substitution yields fMIXOUT

fLO þ fm� fLO¼ fm. This means that the modulation has been converted into a band from dc to

the modulation bandwidth, where gain, filtering, and A/D conversion are readily accomplished. The

dc-offset problem occurs when some of the on-channel LO (at fC) leaks to the mixer RF port, creating

the effect that fLO� fLO¼ 0 (or dc). This can corrupt desired information that has been mixed down

around zero Hz.

So, when the leaked LO signal appears at the input of the mixer, then leaked LO signal and LO

signal aremixed, this will result in a zero frequency output or dc output as they are at same frequency.

Also, remember, in DCR the desired down converted signal is centered around zero frequency. Thus,

self-mixing caused by leakage from the local oscillator to the LNA (or vice versa) will corrupt the

baseband signal at dc and saturate subsequent processing blocks. This leads to a narrower dynamic
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range of the electronics, because the active components become saturated easier than in the case of a

zero offset.

Dc offsets is a severe problem in homodyne receivers. If the receiver moves spatially, it receives

reflected LO signals at the antenna, which generates time varying offsets. Causes of dc offset are either

drift in the baseband components (for example, op amps, filters, A/D converters), or dc from themixer

output caused by the LOmixing with itself or with the mixers acting as square law detectors for strong

input signals. Dc offsets from various sources lie directly in the signal band, and in theworst case they

can saturate the back-end of the receiver at high gain values.

Design Options – From the above discussion, we infer that DCRs require some means of offset

removal or cancellation.

a. Ac Coupling: A possible approach to remove the offset is to use ac coupling, that is, high-pass

filtering, in the down-converted signal path. However, as the spectrum of random binary (or

M-ary) data exhibits a peak at dc, such a signal may be corrupted if it is filtered with a high

corner frequency.

One technique is todisregard a small part of the signal band close todc and employ a high-passfilter

with a very sharp cutoff profile at low corner frequencies. This requires large time constants, and

hence, large capacitors, that is, area. It is only practical for wideband applications (WCDMA), where

the loss of a few tens of hertz bandwidth at dc does not degrade the receiver performance significantly.

The system can either be ac coupled or incorporate some form of dc notch filtering after the mixer.

However, for narrow band applications (GSM), this would cause large performance losses.

A low corner frequency in the HPF may also lead to temporary loss of data in the presence of the

wrong initial conditions. If no data are received for a relatively long time, the output dc voltage of the

HPFdrops to zero. Now if data are applied, the time constant of the filter causes the first several bits to

be greatly offset with respect to the detector threshold, thereby introducing errors.

Apossible solution to the above problems is tominimize the signal energynear dcby choosing “dc-

free” modulation schemes. A simple example is the type of binary frequency shift keying (BFSK)

used in pager applications.

b. OffsetCancellation:Wireless standards, which incorporate time-divisionmultiple access (TDMA)

schemes, where eachmobile station periodically enters an idle mode, so as to allow other mobiles to

communicate with the base station. Thus, in the idle time slot, the offset voltage in the receive path

can be stored on a capacitor and this is subtracted from the signal during actual reception.

Figure 4.15 shows a simple example, where the capacitor stores the offset between consecutive

TDMA bursts while introducing a virtually zero corner frequency during the reception of data.

However, the major issues are the thermal noise and difficulty with offset cancellation in a receiver

as interferersmay be stored alongwith offsets. This occurs because reflections of the LO signal from
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nearby objectsmust be included in offset cancellation and hence the antenna cannot be disconnected

(or “shorted”) during this period. While the timing of the actual signal (the TDMA burst) is well

defined, interferers can appear any time. A possible approach for alleviating this issue is to sample

the offset (and the interferer) several times and average the results.

c. Shielding and Other Layout Techniques: These are often used to reduce this effect.

Another approach is to convert an off-channel (or even out-of-band) LO signal to an on-channel

LO inside the chip, reducing leakage paths. Also, operating the LO at half (or twice) the necessary

injection frequency is a good solution for single-band applications; a regenerative divider simplifies

multi-band designs. Once the dc offset due to LO-RF leakage has been reduced, a second problem

arises: inherent dc offset in the baseband amplifier stages and its drift with temperature. Here, the

best solution is to employ extreme care in the design of the gain stages and tomake sure that enough

gain, but not too much, is provided. Excessive gain in the baseband section may cause offsets that

can be corrected momentarily but that may drift excessively and require additional temperature

compensation. There are three possible methods by which offsets may be handled in the receiver:

continuous feedback, track-and-hold, and open-loop. The continuous-feedback scheme (in soft-

ware or hardware) attempts to null dc error at the mixer output. This generally requires tight

coupling between the baseband processor and software andmakes it difficult tomate anRF IC from

one vendor with a baseband controller and software from another vendor. In the “track and hold”

method, the dc offset is estimated just prior to the active burst (track mode) and then stored (hold

mode) during the active burst. Such schemes are generally completely integrated with the radio IC

and can be made transparent to the user by locally generating all the necessary timing signals.

Practical issues with the scheme include dealing with multi-slot data (GPRS) where the baseband

gain may be changing on a slot-by-slot basis (without adequate time to recalibrate) and also

ensuring that the dc estimate obtained during the track mode is accurate. Such schemes can be

implemented in either digital or the analog domains.

The latest-generation radios using the open-loop approach have substantially lowered dc offsets

and can operatewith lower-performanceA/D converters (typically 60–65 dBof available dynamic

range), without any special software requirements.

4. Need for High-Q VCO – As neither image rejection filter nor channel select filtering is done prior to

mixing, all adjacent channel energy is untreated. This requires the LPF andADC to have a sharp cutoff

profile and high linearity, respectively. With respect to low-Q values of integrated components this

implies tougher design challenges.

5. Even-Order Distortion – Even-order distortion, especially second-order non-linearity, can degrade

the direct-conversion receiver’s performance significantly, because any signal containing amplitude

modulation generates a low-frequency beat at the baseband.

Design Options – Because of the inherent cancellation of even-order products, differential LNAs

and double-balanced mixers are less susceptible to distortion. However, the phenomenon is also

critical for balanced topologies, due to unavoidable asymmetry between the differential signal paths.

However, the problem is, if the LNA is designed as a differential circuit, it requires higher power

dissipation than the single-ended counterpart to achieve a comparable noise figure.

6. Flicker Noise (1/f Noise) – As the down-converted spectrum is located around zero frequency,

the noise of devices has a profound effect on the signal, a severe problem in MOS implementations.

Design Options – The effect of flicker noise can be reduced by a combination of techniques. As the

stages following the mixer operate at relatively low frequencies, they can incorporate very large

devices (several thousand microns wide) to minimize the magnitude of the flicker noise. Moreover,

periodic offset cancellation also suppresses low-frequency noise components through correlated

double sampling. A bipolar transistor front-end may be superior in this respect to an FET circuit,

but it is also possible to use auto-zero or double-correlated sampling to suppress flicker noise in MOS

op-amp-based circuits.
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7. I/QMismatch –As discussed earlier, in I–Qmodulation, to achievemaximum information, we should

take both parts of the signal. This is done by a method known as quadrature down-conversion. The

principle of this method is that the signal is at first divided into two channels and then down-converted

by an LO signal, which has a phase shift of 90� in one channel with respect to another. The vector of the
resulting signal is described as:

��Signal�� ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2 þQ2

p
, argðSignalÞ ¼ j ¼ arctg Q

I
.

The problemof the homodyne receiver, or,more concretely, of the I–Q (in-phase–quadrature)mixer,

is mismatches in its branches. Assuming a mismatch of e for the amplitude and y for the phase, we can
estimate the error caused by these mismatches. In this way we get:

EIQ ¼ Sideal�Smiss

Sideal

����� �
1

2
þ e

� �
y2

����� ð4:1Þ

For typical values of e ¼ 0:3 and y ¼ 30 this gives an error of 1:5 � 10�3.

I–Q modulation requires an exact 90� phase shift between the RF and LO signal or vice versa. In

either case, the error results a in 90� phase shift and mismatches between the amplitudes. Signals

corrupt the down-converted signal constellation, thereby increasing the bit error rate.All sections of the

circuit and paths contribute to gain and phase error. This will show the resulting signal constellation

with finite error. This effect can be better seen by examining the down-converted signals in the time

domain.Gain error simply appears as a non-unity scale factor in the amplitude. Phase imbalance, on the

other hand, corrupts one channel with a fraction of the data pulses in the other channel, in essence

degrading the signal-to-noise ratio if data streams are uncorrelated. However, the mismatch is much

less troublesome in DCR than in image-reject architectures.

8. Need for AGC and AFC – Sensitivity and rejection of some undesired signals, such as inter-

modulation distortion, can be difficult to achieve in DCR in order to enhance the performance. The

active gyrator filters compress with some large undesired signals. Once the gyrator is compressed,

filter rejection is reduced, thus limiting the protection. Zero-IF receivers typically require an

automatic gain control (AGC) circuit to protect against large signal interference that compresses the

gyrator filters.

Zero-IF receiver limitations require tighter frequency centering of the LO and RF frequencies.

Significant offsets in the RF or LO frequencies degrade the bit error rate (BER). One solution for

zero-IF designs is to add automatic frequency control (AFC). AFC prevents the centering problem

by adjusting the frequency of the LO automatically.

Applications of this Architecture
Different modulation schemes exhibit varying susceptibilities to the problems in DCR. Quadrature-phase

shift keying (QPSK) modulated spread spectrum schemes such as CDMA and WCDMA have almost no

signal energy near dc and are more immune to dc offsets. This architecture is particularly suitable for the

DS-SS (direct sequence spread spectrum) standard because of the wide channel bandwidth, and the

removal of some small amounts of energy near zero for dc offset compensationwill not havemuch impact

on the over all received energy. Conversely, Gaussian minimum shift keying (GMSK) modulated GSM

signals dohave a dc component in the data and are under time constraints placed by theTDMAsystem. For

this reason, the GSM signal cannot simply be ac-coupled at the baseband, nor can the dc offsets be easily

filtered, because either of these methods would simultaneously remove wanted and unwanted signals.

This is why, zero-IF DCR are not very useful for a GSM receiver. As discussed earlier, recent work using

this architecture suggests that the effects of various imperfections can be alleviated by means of circuit

design techniques.
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The direct-conversion receiver architecture was successfully used in pagers (where ac coupling is

allowed) and satellite receivers.

Direct conversion based transceiver solutions currently do not benefit from the most cost effective

CMOS technologies due to the susceptibility to 1/f noise. This is because the 1/f noise in the mixer

and baseband filtering stages appears directly on top of the down-converted signal in a direct

conversion radio. This effectively increases the receiver noise figure (NF), especially in narrowband

applications such as GSM. In practice, bipolar transistors will prove more appropriate for the LNA and

mixer design, withMOS transistors allocated to the subsequent baseband stages. BiCMOS designs will

be forced into more expensive and larger feature-size processes, hindering radio integration roadmaps

aimed at cost-reduction.

Again careful design can minimize this problem, but still with the present scenarios, due some

limitations, this could be the reason why direct conversion will not work for every application. Its

monolithic integration capabilities make the homodyne architecture an attractive alternative for wireless

receivers. If the RF signal is down-converted in a single step to a low (but not to dc) frequency, then

limitations at dc have less impact on the receiver performance. This approach is followed in low-IF

architectures, discussed next.

4.3.3 Low-IF Receiver

The digital low-IF receiver leverages the performance advantages of the superheterodyne with the

economic and integration advantages of the direct conversion approach. This is accomplished by band

selecting and down-converting the desired RF signal into a frequency very close to the baseband (for

example 100 kHz) instead of zero, as illustrated in Figure 4.16. Next, the low-IF signal is filtered with an

LPF and amplified before conversion into the digital domain by the analog-to-digital converter (ADC).

The final stage of down conversion to baseband and fine gain control is then performed digitally.

High-resolution, over-sampling, delta-sigma converters allow the channel filtering to be implemented

withDSP techniques rather thanwith bulky analog filters. The signal can then directly interface to a digital

BBIC input or a digital-to-analog converter (DAC) can be used to output analog I and Q signals to a

conventional baseband integrated circuit (BBIC).

Similar to theDCR, the digital low-IF receiver is able to eliminate the off-chip IF SAWsnecessitated by

the superheterodyne approach. While the digital low-IF approach does encounter an image frequency at

the adjacent channel, an appropriate level of image rejection can still readily be achieved with a well

designed quadrature down-converter and integrated I and Q signal paths. This nullifies the need for

external image reject filters.At the low-IF frequency, the ratio of the analog channel filter center frequency
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to the channel bandwidth (moderate Q) enables the on-chip integration of this filter. Followed by

amplification, the signal is then converted into the digital domain with an ADC. This ADC requires a

higher level of performance than the equivalent DCR implementation because the signal is not at

baseband.Adigitalmixer operating at 100 kHz can then be used for the final down-conversion to baseband

where digital channel filtering is performed (Figure 4.17).

The migration of these traditionally analog functions into the digital domain offers significant

advantages. Fundamentally, digital logic is immune to operating condition variations that would corrupt

sensitive analog circuits. Using digital signal processing improves design flexibility and leverages the

high integration potential, scalability, and low cost structure of CMOS process technologies. While the

digital low-IF receiver does add a down-conversion stage (mixer and filter), because the extra stage is

digital, it is possible to implement this functionality in an area smaller than that occupied by the analog

baseband filter of the DCR architecture. Digital low-IF receivers will also find it easy to comply with the

developing DigRF BBIC interface standard for the next generation transceiver applications.

The digital low-IF architecture described curtails issues associatedwith dc offsets. As the desired signal

is 100 kHz above the baseband after the first analog down-conversion, any dc offsets and low frequency

noise due to second-order distortion of blockers, LO self-mixing, and 1/f noise can easily be eliminated by

filtering. Once in the digital domain and after the down-conversion to baseband, dc offsets are of

negligible concern. The desired signal is no longer as small and vulnerable and digital filtering is

successful in removing any potential issues.

With dc offset issues avoided at the system level, digital low-IF receivers will greatly relax IP2 linearity

requirements and will still meet the critical AM suppression specification with relative ease.

Manufacturers adamantly demand the most reliable, easy to implement, and low-cost components and

ICs for each handset function. The immunity of digital low-IF receiver to dc offsets has the benefit of

expanding part selection and improving manufacturing. At the front end, the common-mode balance

requirements on the input SAW filters are relaxed, and the PCB design is simplified. At the radio’s

opposite end, the BBIC is one of the handset’s largest BOM contributors. It is not uncommon for a DCR

solution to be compatible only with its own BBIC in order to address the complex dc offset issues.

Fortunately, digital low-IF based transceiver solutions can empower the system designer with multiple

choices when considering BBIC offerings. This is because there is no requirement for BBIC support of

complex dc offset calibration techniques.
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In addition to flexibility, digital low-IF based transceivers may be able to capture notable sensitivity

improvement fromtheBBIC.ManyBBICs forGSMsystemsemploydcfilteringasadefault to compensate

for largedc drifts thatmayoccurwhen theyare coupledwith aDCRbaseddesign.When these sameBBICs

arepairedwith low-IF transceivers, suchfiltering is notneeded.Thehandset designer is then in aposition to

workwiththeBBICvendortodisable theunwantedfilteringinthesoftware.Thishasthebenefitofregaining

thevaluable signal bit energy around baseband frequencies that had been thrown awayby the filtering. The

handset designer can then enjoy a potential sensitivity enhancement of 0.2–0.5 dB at little expense!

4.3.3.1 Advantages

The gain and filtering are done at a lower frequency than the conventional high-IF superhet. This reduces

the power and opens up the possibility of integrating the filter components on-chip, thus reducing the total

number of components. If the gain stage is ac coupled, any issues relating to dc offsets should be

eliminated. The main advantages are: (a) no image frequency problems, (b) LPF can be integrated in the

IC/digital module, (c) eliminates the passive IF and image reject filter, (d) high level of integration,

(e) reduced number of components compared with a superheterodyne receiver, (f) reduced dc offset

problem, and (g) less 1/f noise compared with a zero-IF receiver.

4.3.3.2 Disadvantages

(1) More baseband processing power requirement (MIPS). (2) ADC requires a higher level of

performance than the equivalent DCR implementation because the signal is not at baseband.

(3) Receiver’s polyphase filter requires more components than an equivalent low-pass filter used in a

DCR. We know that in true mathematics cos (ot)¼ cos (�ot), so the negative frequency can not be

identified. As mentioned before, we want to discriminate between positive and negative frequencies in

order to realize on chip selectivity. This is not possible with real signals but is possible with two-

dimensional signals or complex signals. We can imagine positive and negative frequencies as being

phasors rotating in the complex plan in opposite directions. The complex signals used in a receiver are

called polyphase signals, which consist of a number of real signals with different phases. A quadrature

signal consists of two real signals with p/2 phase shift. The polyphase bandpass filter ensures the rejection
of themirror frequency and provides the antialiasing necessary in the digital signal processor (DSP)which

does the final down-conversion to baseband and demodulation of the signal. The wanted signal is

multiplied with a single positive frequency at fLO. The mirror signal will be mixed down from fmirror

to� fIF and the wanted signal at fIF. With a polyphase filter it is possible to discriminate between the

negative and positive frequencies and therefore, the mirror frequency will be filtered out. (4) Image

cancellation is dependent on the LO quadrature accuracy. (5) In hybrid implementations, where the

image-reject function is divided into analog and digital phase-shift stages, the A/D conversion process

occurs at the IF frequency. This generally requires higher power than baseband converters and more

stringent control of the sampling clock, as clock jitter will degrade the conversion of an IF signal.

4.3.3.3 Applications

It is best suited to GSM (GMSK) receivers, but can also be used in multi-mode receivers.

4.3.4 Wideband-IF Receiver

An alternative to the low-IF design is the wideband-IF architecture shown in Figure 4.18, this receiver

system takes all of the potential channels and frequencies translates them from RF into IF using a mixer
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with a fixed frequency local oscillator (LO1). A simple low-pass filter is used at IF to remove any up-

converted frequency components, allowing all channels to pass to the second stage of themixers.All of the

channels at IF are then frequency translated directly to baseband using a tunable, channel-select frequency

synthesizer (LO2). Alternate channel energy is then removed with a baseband filtering network where

variable gain may be provided.

This approach is similar to a superheterodyne receiver architecture in that the frequency translation is

accomplished in multiple steps. However, unlike a conventional superheterodyne receiver, the first local

oscillator frequency translates all of the received channels,maintaining a large bandwidth signal at IF. The

channel selection is then realized with the lower frequency tunable second LO. As in the case of direct

conversion, channel filtering can be performed at baseband, where digitally programmable filter

implementations can potentially enable more multi-standard capable receiver features.

In contrast to the previous architectures, the first local oscillator frequency is fixed. All available

channels are converted into an intermediate frequency, resulting in a wide bandwidth at IF. Up-converted

frequency components are removed by a simple low-pass filter. Channel selection and filtering are done at

IF. Owing to the lower operation frequency, the requirements for the tunable LO and low-pass filter in the

second down-conversion stage are relaxed. Hence, a narrow channel can be selected and filtered without

off-chip components. Furthermore, filtering can be performed partly in the digital domain, which adds to

multi-standard operation capabilities of this architecture. This flexibility comes at the expense of higher

linearity requirements of the ADC.

Thewideband IF architecture offers two potential advantages with respect to integrating the frequency

synthesizer as compared with a direct conversion approach. The foremost advantage is the fact that the

channel tuning is performed using the second lower frequency, or IF, local oscillator and not the first, or

RF, synthesizer. Consequently, the RF local oscillator can be implemented as a fixed-frequency crystal-

controlled oscillator, and can be realized by several techniques that allow the realization of low-phase

noise in the local oscillator output with low-Q on-chip components. One such approach is the use of wide

phase-locked loop (PLL) bandwidth in the synthesizer to suppress the VCO contribution to phase noise

near the carrier. Note that the VCO phase noise transfer function has a high-pass transfer function close to

the carrier and the bandwidth of suppression is related to the PLL loop bandwidth. In addition, as channel
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Figure 4.18 (a) Wide-IF RF converter and (b) on-chip implementation of wide-IF receiver
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tuning is performed by the IF local oscillator, operating at a lower frequency results in a reduction in the

required divider ratio of the phase-locked loop necessary to perform channel selection. The noise

generated by the reference oscillator, phase detector, and divider circuits of a PLL all contribute to the

phase noise performance of a frequency synthesizer. With a lower divider ratio, the contribution to the

frequency synthesizer output phase noise from the reference oscillator, phase detector, and divider circuits

can be significantly reduced. Moreover, a lower divider ratio implies a reduction in spurious tones

generated by the PLL. An additional advantage associated with the wideband IF architecture is that there

are no local oscillators operating at the same frequency as the incoming RF carrier. This eliminates the

potential for the LO re-radiation problem that results in time-varying dc offsets. Although the second local

oscillator is at the same frequency as the IF desired carrier in thewideband IF system, the offset that results

at baseband from self mixing is relatively constant and is easily cancelled.

As the first local oscillator output is fixed and is different from the channel frequencies, the problem of

dc offset is alleviated in thewideband-IF architecture. The still existing self-mixing in LO1 or LO2 results

in constant dc offsets that can be removed either in the analog or digital domain. Isolation from the

channel selection oscillator (LO2) to the antenna is much larger than in the heterodyne case. This greatly

reduces problems associated with time varying offsets. Using a fixed frequency at LO1 allows for

phase noise optimization for this oscillator. Frequency conversion into IF introduces images again. These

can be removed using a Weaver architecture, but mismatches between the I and Q paths limit the

image suppression.

Also, additional components from the second conversion stage inevitably result in larger power

consumption. These problems are balanced by good monolithic integration capabilities and improved

multi-standard prospects due to programmable filtering in the DSP.

4.3.4.1 Advantages

(1)Allows for high level of integration, (2) relaxedRFPLL specification,VCOcould bemade on chip, (3)

channel selection performed by IF PLL lower the required divider ratio, (4) good multi-standard ability,

and (5) alleviated dc offset problem.

4.3.4.2 Disadvantages

(1) Increase of 1 dB compression point for the second set of the mixer, and (2) increased ADC dynamic

range requirement because of limited filtering in comparison with the heterodyne receiver.

Applications – Feasibility has not been proven for GSM, but can be used in satellite radio receivers.

4.4 Receiver Performance Evaluation Parameters

Optimizing the design of a communications receiver is inherently a process of compromise. There are

several factors that govern the performance of a radio receiver:

1. Selectivity and Sensitivity: The most important characteristics of a receiver are its sensitivity and

selectivity. Sensitivity expresses the level of the smallest possible input signal that can still be detected

correctly (that is, within a given BER). Selectivity, on the other hand, describes the receiver’s ability to

detect a weak desired signal in the presence of strong adjacent channels, so called interferers. Thus,

sensitivity is the lowest signal power level that the receiver can sense and selectivity is the selection of

the desired signal from the many (which are received by the antenna). For a good receiver the

selectivity and sensitivity should be higher than the reference level.
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2. Noise Figure (NF): Indicates howmuch the SNR degrades as a signal passes through the system. Low

NF enables successful reception, even for low levels of received signal power.

The equation which relates the noise figure and sensitivity is as below:

S ¼ F:B:k:T0
S0

N0

� �
ð4:2Þ

where

S¼ sensitivity in watts

F¼ numeric system noise figure

B¼ receiver bandwidth in Hz

k¼Boltzman’s constant¼ 1.38 � 10–23 J/K
T0¼ 290 Kand

S0/N0¼ receiver’s output SNR (numeric)

3. Image Rejection (IR):Measures the ratio of the desired signal to the undesired image. The higher the

IR the better the receiver.

4. Phase Noise: Phase noise describes an oscillator’s short-term random frequency fluctuations. Noise

sidebands appear on both sides of the carrier frequency. Typically, one sideband is considered when

specifying phase noise, thus giving single sideband performance. Thus, low phase noise is crucial for

oscillators in receiver systems.

5. Receiver Non-linear Performance: Amplifiers usually operate as a linear device under small signal

conditions and become more non-linear and distorting with increasing drive level. The amplifier

efficiency also increases with increasing output power, thus, there is a system level trade-off between

the power efficiency or battery life and the resulting distortion. It is desired that the receiver’s non-

linear performance should be good.

6. Processing Power to Drive Different Applications: A higher MIPS is always desirable to drive the

different complex processings but there should be a trade-off between cost and power consumption.

7. Cost and Size: This is the driving factor that is most required for design.

8. Complexity: The implementation of receiver architecture should be simple.

4.4.1 Receiver Architecture Comparison

The parameters for various receiver architectures are compared in the Table 4.2.

4.5 Transmitter Front-End Architecture

As discussed in the first section, the RF transmitter module mainly consists of a root raised cosine filter,

modulator, power amplifier, RF filter, duplexer, and antenna.

4.5.1 Power-Limited and Bandwidth Limited Digital Communication
System Design Issues

Communication system design involves trade-offs between performance and cost. Performance para-

meters include transmission speed, accuracy, and reliability, whilst cost parameters include hardware

complexity, computational power, channel bandwidth, and required power to transmit the signal.

Generally, a communication system is designed based on the criteria:

1. bandwidth limited system

2. power limited system.
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In bandwidth limited systems, spectrally efficient modulation techniques can be used to save the

bandwidth at the expense of power, whereas in power limited systems, power efficient modulation

techniques can be used to save power at the expense of the bandwidth. In a system that is designed to be

both bandwidth and power limited, error correction coding (channel coding) can be used to save power or

improve error performance at the expense of bandwidth. Trellis coded modulation (TCM) schemes

can also be used to improve the error performance of bandwidth limited channels, without an increase

in bandwidth.

Generally, there are twomain causes of error in a communication system: noise and distortion. Wewill

first just consider distortion as noisewas discussed inChapter 2. The distortion occurs in an ideal baseband

channel, only if the bandwidth of the transmitted signal exceeds the bandwidth of the channel and also at

the transmitter’s power amplifier module.

Table 4.2 Receiver architecture comparison

Parameter Super heterodyne DCR Low-IF

Transceiver IC process

Technology

Bipolar

BiCMOS,

GaAS

BiCMOS, CMOS

(rarely chosen)

CMOS

Integration Low High High

Off-chip IR filter Required Not Required Not required

IF-filtering Requires IF SAW On-chip LPF

(may need

external

capacitors)

On-chip

Noise-figure 10.7 dB Same Same

Image rejection �11 dB �25 dB �28 dB

Second intercept point (IP2) N/A 43 dBm 18 dBm

Factory IP2 calibration N/A 43 dBm 18 dBm

Third intercept point (IP3) �19 dBm Same Same

Dc off-sets Not there,

easily filtered

Yes there and

inherently

susceptible

Not there and

easily filtered

Flicker noise (1/f) No Yes No

LO-self mixing No Yes No

Interferer leakage No Yes No

RCVR dc off-set

calibration

No Yes No

BBIC dc off-set

calibration support

No May be required No

Option to disable dc

filtering

N/A No Yes – potential

sensitivity

improvement

Die size Large Small Moderate to small

Power consumption Moderate Small Small

Component selection Difficult Moderate Easy

PCB layout Moderate Difficult Easy

Cost reduction roadmap Difficult Moderate Easy

Cost High Low Moderate

Solution risk Low Moderate Low
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In order to come up with a proper design trade-off between accuracy, transmitted power, and

transmission speed or bandwidth requirement, we need to examine how the energy of the baseband

data pulse is distributed throughout the frequency band. The time and frequency band representations of

single rectangular pulses of height A and width t, is shown in the Figure 4.19.

From this, we can calculate and plot an average normalized power spectral density for a series of n

number of such pulses as shown in Figure 4.20 and its value will be:

Gðf Þ ¼ nA2t2sin c2
ðp:f :tÞ
nt

� �
¼ A2tsin c2ðp:f tÞ ð4:3Þ
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Figure 4.19 Rectangular pulse, its frequency domain representation and power spectral density
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From Figure 4.20, it is obvious that most the power lies in the main lobe and inside the calculated BW.

We can quantify the accuracy of the received signal for an ideal baseband channel by stating the

percentage of the transmitted signal’s power that lies within the frequency band passed by the channel.

From Equation 4.2, it is evident that the accuracy (which is dependent on the transmitted power spectral

density G(f) at a pre-defined label), bandwidth or speed of transmission (t) and the amplitude of the data

pulse are interdependent. This indicates that if the transmission rate is more, which requires more

bandwidth, then to keep the accuracy at the same label (for example, 95%), we need to increase the

amplitude or power level of the data pulse and vice versa. More BW means more average transmitted

power will lie inside the frequency band, so the amplitude of the signal A (for example, transmitted power

level) can be reduced. Thus more available BW requires less transmitted power for the same level of

accuracy (desired power in the selected band).

If we increase the amplitude of the pulse, this will lead to more power consumption, more interference,

and more non-linear distortion in the amplifier. Hence we need to investigate how we can increase

transmission speed without reducing accuracy or increasing the bandwidth and amplitude of the

transmitted pulse. Special shaped pulses, which require less bandwidth than rectangular pulse need to

be considered. We know that bandwidth is inversely proportional to pulse width t and wewant the pulses
to be as wide as possible to reduce bandwidth, but we do not want the pulses to overlap. This is

accomplished by selecting a pulse width of t¼ T, making each pulse as wide as its corresponding bit

period. Thus we can relate the optimum pulse width and transmission speed by: topt¼ 1/rb.

Our requirement should be: (1) a spectrally compact and smooth shaped pulse, as this will contain

lower frequency components; and (2) the pulse transmitted to represent a particular bit should not

interfere at the receiver with the pulse transmitted previously, for example, there should not be any inter

symbol interference (ISI).

Keeping these two points in mind, the sync-shaped pulse in the time domain satisfies both the

requirements. It is important to observe that therewill be no ISI at exactly the center of each bit period. So

at the receiver we need to sample the received signal exactly in the center of each bit period to avoid ISI.

However, if the receiver is not completely synchronized with the transmitter, then this will cause timing

jitter. Now the question is howwe can reduce the timing jitter or ISI. This indicates we need to use a pulse

that is smooth, like a sync pulse, but has a narrower main lobe and flatter tails. Consider the waveform as

shown in Figure 4.21, which is a sync-shaped pulsemultiplied by a damping factor, and is known as raised

cosine pulse shape. The larger the damping factor b, the narrow the main lobe and the flatter the tail of the

pulse. Thus a larger value of bmeans less effects of ISI and less susceptibility to timing jitter, but, greater

the value of b, the greater is the bandwidth. The roll-off factor a¼ b/(rb/2) allows us to express the

2
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Aτamp
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Figure 4.21 Damped sync pulse
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trade-off of additional bandwidth for less susceptibility to jitter in a manner that is independent of

transmission speed.

PðtÞ ¼ A sin cðp:t:rbÞ
½cosð2:p:b:t=1�ð4btÞ2� ð4:4Þ

The trade-offs for selecting the pulse shapes for binary PAM is shown Table 4.3.

Obtaining tighter synchronization requires more complex equipment within the receiver, thus

transmitting raised cosine pulses will reduce the receiver’s complexity relative to transmitting sync

pulses. A filter, composed of discrete components, is designed to produce an impulse response

resembling a time delayed version of the raised cosine pulse. Then a series of narrow pulses are

input to the filter, one pulse per bit period, with a positive narrow pulse representing each “1” whereas a

negative narrow pulse represents each “0.” The drawback of the analog method is it requires large

numbers of discrete components.

Generating raised-cosine shaped pulses using digital circuitry ismuch easier than using analog circuits.

As we have observed, these design parameters such as accuracy, transmitted power, BW, data rate, and

complexity are all inter-related and hence the proper trade-offs depend on system’s application.

4.5.2 Investigation of the Trade-offs between Modulation and Amplifier
Non-Linearity

The choice of modulation has always been a function of hardware implementation, and required

modulation and BW efficiency. Amplifiers usually operate as a linear device under small signal

conditions and become more non-linear and distorting with increasing drive level. The amplifier

efficiency also increases with increasing output power, but this leads to the problem of increased non-

linear distortion and reduced battery life. For most commercial systems, this trade-off is constrained by

interference with adjacent users, power efficiency, battery life, and resulting signal distortion. Thus, in

many cases the amplifier signal levels are reduced or “backed off” from the peak efficiency operating

point. Hence, we need to investigate the amplifier–modulation combination to minimize the energy

required to communicate information.

Linear transmitter power amplifiers, such as class-A or class-B type of amplifiers, offer good quality,

low output signal distortion but with significant penalties in heat dissipation, size, and efficiency.

Alternatively, non-linear amplifiers such as class-C amplifiers offer very good efficiency and low heat

Table 4.3 Advantages and disadvantages of using different pulse shapes

Pulse shape Bandwidth Advantage Disadvantage

Rectangular

t¼ n/rb

2.rb (95%

in-band power)

No ISI, minimum

susceptibility to jitter

High bandwidth

requirement

Sinc t¼ 2/rb 0.5.rb (100%

in-band power)

Low bandwidth, no

ISI only if receiver

is perfectly synchronized

Susceptible to timing

jitter

Raised cosine

(freq. domain)

t¼ n/rb

rb/2.(1 þ a) (100%
in-band power)

No ISI, less susceptibility

to jitter than sync pulse

Requires more

bandwidth than sync

pulse but less than

rectangular pulse
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dissipation but introduce more distortion into the output signal. As the class-C and -AB type of amplifiers

offer good efficiency so, for better power usage purposes, this type of amplifier is generally used as the RF

transmitter power amplifier.

A higher level of modulation states is used to carry more information bits per symbol. However, every

time a modulation level is doubled an additional 3 dB of signal energy are needed to maintain the

equivalent demodulator bit error rate performance.

For GSM, the modulation used is GMSK, where the filtering ensures the modulation is a constant

envelope, the disadvantage is that decision points are not always achieved, resulting in residual

demodulator bit error rate. TDMA systems have always required close control of burst shaping, the

rise and fall of the power envelope either side of the slot burst. InGPRS this process has to be implemented

on multiple slots with significant variations in power from burst to burst. As OFDM shows how highly

sensitive it is to non-linear effects, so it requiresmore linear amplification than othermodulation schemes.

A multi-carrier modulated signal has a very large peak power, so the influence of the non-linear amplifier

becomes large. Increase in peak power leads to input signal saturation, which leads to non-linear

amplitude distortion and this leads to out of band radiation and degradation of BER.

The modulation schemes used for WLAN, UMTS, and GSM can be broadly divided into

two categories.

4.5.2.1 Constant Envelope (Non-Linear) Modulation

In this case the signal envelope is fixed. It employs only phase information to carry the user data, along

with a constant carrier amplitude. This allows the use of non-linear amplifier stages,which can be operated

in class-AB or -C, so good power efficiency can be achieved. Themost common standard employing non-

linear modulation is GSM (Global Standard forMobile Communication), which uses Gaussianminimum

shift keying (GMSK) with a BT factor of 0.3 and raw data rate of 270.833 kbps.

4.5.2.2 Non-Constant Envelope (Linear) Modulation

In this case the signal envelope varies with time. The user information is conveyed in both the phase and

amplitude of the carrier. Thus the transmitters should not distort the waveform at all, and hence amplifier

stagesmust be operated in a linear class-A fashion. QPSK andBPSK are themodulation types used for the

UMTS and WLAN OFDM systems. This means, WLAN and UMTS use non-constant envelope (linear)

modulation whereas GSM uses a non-linear or constant envelope modulation scheme.

In the case of a multi-mode system, the modulation schemes for different modes are already defined.

Therefore we have no scope to change the modulation scheme. However, we can come up with a best

suitable transmitter architecture and power amplifier for this multi-mode terminal solution.

4.6 Transmitter Architecture Design

Transmitter design has unfortunately not resulted in a single preferred architecture suitable for all

applications, due to the differing requirements for linear and non-linear modulation schemes.

4.6.1 Non-Linear Transmitter

The favored architecture for a constant-envelope transmitter is the offset phase-locked loop. This utilizes

an on-frequency VCO, which is modulated within a phase-locked loop. A block diagram of this

architecture is shown in Figure 4.22.
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Amodulated carrier is generated at an IF of f1 using an I–Q vector modulator. The modulated carrier is

applied to the phase-locked loop, which modulates the VCO phase in order to track the phase of the

feedback part of the phase comparator. The output signal fout is converted back down to f1 using a mixer

with an LO at f2 such that f1¼ fout� f2, for comparison in the phase detector.

This architecture is used in most of the current GSM phones, as it provides optimum power efficiency,

cost, and performance byminimizing the amount of filtering required at the output. It also readily extends to

future GPRS enhancements. The offset approach eliminates the problems of LO leakage, image rejection,

and spurious sideband conversion associated with heterodyne architectures, reducing the filtering require-

ments at thePAoutput.ThePLLhas a low-pass response to thevectormodulator,which invariably has a high

wideband noise floor. The noise is therefore rejected by the loop before the signal reaches the PA.The output

is also protected from the high noise figure of the offset mixer, which is not the case in heterodyne

architectures. As the signal is of constant amplitude, it is possible to apply power control within the power

amplifier stages, which follow. This allows the main transmitter to be optimized for power consumption.

4.6.2 Linear Transmitter

Linear modulation transmitters are required to preserve both the phase and amplitude of the signal. The

consequence of this is that the offset phase-locked loop transmitter cannot be used as it only transmits

phase information. It would be possible to apply the amplitudemodulation component at the VCOoutput,

but there are technical difficulties associated with this technique, in particular AM-to-PM conversion in

the power amplifier, which have yet to be solved to give a viable solution. Instead a conventional

heterodyne architecture is usually employed, comprising an IF modulator and an up-conversion mixer.

The power control requirements of the standards, usually call for power control to be distributed

through the transmitter module. This is because the required dynamic range requires more than one

variable gain stage. For a cellular system the final transmit carrier frequency can be up to 2GHz. Variable

gain amplifiers at the final transmit frequency are difficult to implement with large gain control ranges.

Thus it is necessary to perform some of the gain control earlier in the transmitter chain.

The transmitter architecture for a linear scheme is shown in Figure 4.23. With the offset PLL

architecture, the carrier modulation is achieved at an IF f1. Here the baseband I and Q signals contain

information in both phase and amplitude. The signal is band-pass filtered to remove unwanted products

and wideband noise from the vector modulator output, and a variable gain stage enables some power

control (subject to carrier leakage limitations). This signal is then up-converted in a mixer using an LO
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Figure 4.22 Transmitter architecture for non-linear modulation schemes
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at frequency f2. The output is filtered for image rejection, and so on, and a further variable gain stage is

used to give the total required dynamic range. The distribution of the power control needs to be carefully

planned to maintain the SNR along the chain. In particular, the vector modulator and up-convert mixer

generate wideband noise levels, which need to be considered in the transmitter level plan. The

subsequent power amplifier is required to be linear for the entire dynamic range of the transmitter,

which can lead to power inefficiency. However, some transmitters do switch the PA bias from high to

low power, to help this situation.

4.6.3 Common Architecture for Non-Linear and Linear Transmitter

The future ofwireless communication can be considered as a plethora of heterogeneous systems operating

togetherwithcurrentandlegacytechnologies.AmobilehandsetdesignedtooperateonmultipleRFbandsis

calledmulti-bandphone andwhen it is designed to operate for different cellular standards it is calledmulti-

modephone.Oneviewpoint of the nextgenerationwireless communication is the seamless integrationof a

widevarietyofsystems(cellular–GSM,GPRS,EDGE,UMTS,andWLAN)forefficientserviceprovision.

WLAN handsets offer a significant improved data rate over cellular handsets. However, they have a very

limited range and access nodes can only be found in high use areas. On the other hand, a cellular handset,

whichhas a larger range at the expenseof data rate, can solve this problemof insufficient range. Forcellular

handsets, several standards have been introduced,whichwill co-exist.Also, various frequency bands have

been introduced at different geographical locations. Soonemajor challengewill be tofind a robust solution

to incorporating both WLAN and different cellular modes (GSM-900/1800 and UMTS) into single user

terminal equipment (UE), which should have the capability to select the appropriate mode in any given

coverage area available, ideally with a seamless interface between the different modes of operation.

For each standard, the handset must be able to transmit and receivewith conformity to the ANSI/IEEE

or 3GPP standard. The Table 4.4 tabulates different parameters used for different modes of operation.
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Figure 4.23 Transmitter architecture for linear modulation schemes

Table 4.4 Use of various modulation techniques for different systems

Mode Duplex Multiple access Transmit band Receive band Modulation

GSM-900 FDD TDMA/FDMA 890–915 935–960 Constant

envelope (GMSK)

GSM-1800 FDD TDMA/FDMA 1710–1785 1805–1880 Constant

envelope (GMSK)

UMTS FDD W-CDMA 1920–1980 2110–2170 Non-constant

envelope (BPSK/QPSK)

WLAN TDD OFDMA/CSMA 2400–2483.5 2400–2483.5 Non-constant

envelope (QPSK)
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Anumber of issues arisewhen somany functionalities for different standards co-exist in small single user

equipment, but we will mainly focus on the transmitter design challenges.

Unfortunately, conventional GSM/GPRS transmitter architectures are designed to deliver constant-

envelope half-duplex signals and have little in common with UMTS architectures, which generate

envelope-varying full-duplex signals. As a result, combining these transmitters within one multimode

handset can be an expensive proposition. However, by changing the transmitter’smodulation system from

quadrature (I–Q) to polar, the architectures can be designed to deliver constant-envelope and envelope-

varying signals. Polar transmitter-based architectures have no requirement for linear radio-frequency

(RF) circuitry, whichmeans that circuits can be designedwith an emphasis on optimizing efficiency rather

than linearity.

This describes a new architecture for implementing multi-mode multi-band transmitters, which

provides all the necessary functionality for both linear and non-linear modulation schemes. There are

a number of different architectures that can be employed to implement a multi-mode transmitter.

However, the trade-offs between power consumption, linearity, baseband complexity, and implementa-

tion issues have resulted in a favored architecture for supporting both non-linear and linear modulation. In

Figure 4.24, the architecture of a multi-mode transmitter supporting the linear and non-linear modulation

scheme is shown.

As discussed there are several problems associated with the power amplifier design, and below some

advantages and disadvantages of using a direct conversion linear transmitter are indicated.

Advantages: (1) The circuit BW should not exceed the signal BW. (2) Wide output power dynamic

range. (3)No problem if theRF signal amplitude becomes zero. (4) There iswide experience in design and

manufacturing. (5) Generally it supports any signal type.

Vector modulator
Non-linear

Linear

I-modulation

Σ
φ

0/
90º

Q-modulation

Phase-locked loop

Phase detector
Loop filter TxVCO fout

f2

f1 ∼

∼

∼

IF AGC

LO

fout

RF AGC
f2∼

Composite GMSK out

Figure 4.24 Multi-mode linear-nonlinear transmitter
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Disadvantages: (1)RF circuits are generally not linear leading to compensating design complexity. (2)

Low dc to RF energy efficiency due to back off requirement. (3) High PA operating temperature from

internal power dissipation. (4) High broadband output noise floor. (5) Difficulty maintaining modulation

accuracy. (6) The possibility of self-oscillation. (7) Gain that is dependent on frequency.

To address the PA efficiency problem with envelope varying signals, polar modulation techniques

were proposed.

4.6.4 Polar Transmitter

The polar transmitter transforms the digital I–Q baseband signals from the Cartesian domain to the polar

domain. The quadrature equivalent signal representation is: S(t)¼ I(t) cos oct þ Q(t) sinoct, which can

be represented in the polar domain as A(t) cos [oct þ F(t)]. In this case the amplitude and phase

components of the signal are processed independently. The phase information extracted from the original

signal (either constant envelope or non-constant envelope) is transformed into a constant envelope signal.

This is achieved by phase modulating with the help of a phase lock loop designed to output the desired

transmit frequencies. The resulting signal may now be amplified by compressed amplifiers without any

concern of distorting the amplitude information.

The extracted amplitude information is quantized into control bits. These bits are used to modulate a

digital power amplifier (DPA). Each bit is a digital representation of the amplitude envelope. The control

bits are used to switch amplifier elements of theDPA into on or off states. The examples use a 7-bit control

word offering 128 unique amplitude modulation states. Fewer quantization states can be implemented if

decreased amplitude modulation resolution is acceptable. More quantization states can also be im-

plemented for greater resolution. The digitized amplitude envelope and the phase-modulated RF carrier

are synchronized and recombined within the DPA to produce linear and efficient RF transmission.

Existing developments of polar modulated transmitters generally fall within threemajor categories: polar

loop, polar modulator, direct polar.

Polar Loop: Feedback control is used to correct the output signal into its desired form (Figure 4.25).

One advantage of such a polar loop is improved PA efficiency over the best linear systems, gained from

operating the power amplifier much closer to saturation. Additional benefits from this compressed

PA operation include a low wideband output noise floor and also usually a reduction of circuit

oscillation tendencies with varying output load impedance. Disadvantages include the need for a

precision receiver within the transmitter, control loop bandwidths whichmust greatly exceed the signal

bandwidth, restricted output power dynamic range, maintaining stability of the feedback control loops

across the output dynamic range, and the lack of circuit design techniques when operating with strong

circuit non-linearity.

Polar
conversion

I

Q Θ

ρ

Loop
filter

Phase
mod

PA

To Rx
circuit

Antenna
Loop
filter

Amplitude
modulation

Precision
RX

Figure 4.25 Polar loop transmitter
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Polar Modulator: As shown in Figure 4.26, in this type of transmitter, the output signal is amplified

from the output of this polar modulator using conventional linear amplifier devices. The advantages and

disadvantages of the polar modulator transmitter are given in Table 4.5.

Direct Polar Transmitter: Another method that removes the feedback from the PA is a direct polar

transmitter. This is shown in Figure 4.27. The advantages and disadvantages of the direct polar transmitter

are shown in Table 4.6.

All signals have constant-envelope phase components, so linear RF circuitry is not required in either

architecture. Between theUMTSandGSMmodes,most of the things are implemented digitallywithin the

polar modulator, and therefore have little impact on how the radio design is actually implemented.

Polar
conversion

I

Q Θ

ρ

To receiver

Amplitude
modulation

Phase
modulation

Figure 4.26 Polar modulator transmitter

Table 4.5 Advantages and disadvantages of polar modulator transmitter

Advantages Disadvantages

The modulator noise is much lower than a

quadrature modulator

Linear PA provides no efficiency benefit

Pre-distortion applied to the polar modulator Time alignment of amplitude modulation and phase

modulation is required

Generating output power¼ 0 is not an issue Lack of manufacturing experience for polar

modulator transmitter

Sigma-delta ADC can be used along with this

Modulation accuracy is good

Polar
conversion

I

Q Θ

ρ

Phase
modulation

Amplitude
modulation

Figure 4.27 Direct polar transmitter
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4.7 Transmitter Performance Measure

The performance of a transmitter is generally measured taking the following factors into account:

amplifier power efficiency, amplifier non-linear distortion, modulated signal power efficiency,

and signal bandwidth efficiency. This is based on the total energy needed per transmitted bit, and

bandwidth efficiency.

The average total power consumed by the amplifier is:

Pt ¼ Pdc þPin

¼ Prf 1þð1�PaeÞPdc=Prf½ � ð4:5Þ

where

Pae¼ the instantaneous power-added efficiency of the amplifier

Pae(t)¼ [Prf(t)�Pin(t)]/Pdc(t)

Transmitter figures of merit are dependent on the following parameters: (1) spectral efficiency,

(2) power efficiency, (3) spurious emission, and (4) power level.

4.7.1 Design Challenges

Transmitter architectures for multiple standards include direct up-conversion, translation loop, modula-

tion through a phase-locked loop and a polar loop. The trend has been towards further digitizing to reduce

the analog content in the total transmitter chain. Key challenges include current drain, dynamic-range

requirements, and cost. Loop-phasemodulation using a sigma-delta modulator shows promise in terms of

low power consumption and a simpler architectural approach. For systems such asCDMAandW-CDMA,

separation of AM and PM components is required. This leads to polar loop architectures, which are

gaining wider use. However, challenges remain in their use for wideband systems, where alignment of the

AM and PM components and the effect on spectral distortion are critical.While direct modulation has the

advantage of compatibility with multiple standards, the challenges of meeting noise-floor requirements

remain. Multimode phones require several bulky SAWfilters to attenuate the received band noise. Signal

digitization in the transmitter could include I andQ over-sampledD/A converters to ease the requirements

of the reconstruction filter. As there are no blockers in the transmitter, this eases the design of the converter

somewhat. Sufficient dynamic range to meet spectral mask requirements still has to be considered in the

transmitter chain.

The final stage in the transmitter chain is the power amplifier, which transmits close to 3Watmaximum

output power in certain systems. Maintaining efficiency at such power is critical; traditionally, PAs have

been designed in GaAs or InGaP.

Recent trends point towardCMOSpower amplifiers that can potentially enable on-chip integrationwith

the rest of the transmitter and lower system costs. However, challenges remain in terms of efficiency,

thermal behavior and isolation.

Table 4.6 Advantages and disadvantages of a direct polar transmitter

Advantages Disadvantages

Efficiency is higher than the best linear transmitter Power amplifier (PA) characterization required

within the transmitter

Linear RF circuit is not required AM/AM and AM/PM distortion

Unconditional power amplifier stability Time alignment of AM and PM paths

Modulation accuracy Lack of manufacturing experience
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5

Wireless Channel Multiple Access
Techniques for Mobile Phones

5.1 Introduction to Multiple Access Techniques

As discussed in Chapter 1, for wireless communication we use air or free-space as themedium and an EM

wave as the information carrier. However, there is a problemwith this – the air channel can be considered

as a single line or one communication link, so how can so many users be served using a single line? The

answer is –we need tomultiplex the same air channel betweenmanydifferent simultaneous channel users,

so we will investigate the various technologies that are available for multiplexing the same air medium

between different users. These are mainly: time division multiple access (TDMA), frequency division

multiple access (FDMA), code division multiple access (CDMA), and orthogonal frequency division

multiple access (OFDMA). We will discuss these access technologies in detail, and in later chapters we

will explain how these are used in various mobile communication standards.

5.1.1 Time Division Multiplexing

In this technique, the same channel is shared by various users using different time slots. Each user has a

specific time slot number, and when that particular time slot arrives, it uses the slot to send or receive its

data. This is depicted in Figure 5.1.

In Figure 5.1, the same channel is time multiplexed between 8 users. When user-1 on the left-hand side

(called-party) is connected to the channel, then at the same time user-1 (the calling party) on the right-

hand side is also connected to the channel via the switch. So for a specific time duration these two users

(left side user-1 and right side user-1) will be connected via the channel. Then in the next time slot, it will

switch to slot 2, where the right side user-2 and the left side user-2 will be connected. Similarly, it will

switch step by step up to 8, then again it will revert back to the slot-1 position. This technique of channel

multiplexing is known as time division multiplexing (TDM) and this access technique is called time

division multiple access (TDMA).

In time-divisionmultiplexing (TDM), each signal is transmitted for a certain period of time, and then is

“turned off” and the chances are then given to the next user’s signal.

In particular, for each time slot, only one user is allowed either to transmit or receive. After N number

of slots, the pattern repeats again, this time period is referred to as one frame, for example, one time

frame contains several time slots (Figure 5.2). The characteristics of TDMA are: (a) non-continuous

Mobile Handset Design Sajal Kumar Das
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transmission – buffer and burst, (b) generally, digital data and digital modulation techniques are used,

(c) a certain amount of guard time is required, which allows for different propagation delays between the

mobile andBS, (d) 20–30%data overheads for controlling andmaintaining the channel andmultiplexing,

and (e) trade-offs in data overhead, size of data payload, and latency.

Some advantages of TDMA techniques are: (a) they can share a single carrier frequency with

multiple users, (b) non-continuous transmission makes handoff simpler, (c) slots can be assigned on

demand (concatenation and reassignment) – bandwidth supplied on demand, for example, many slots

can also be allocated to the same user according to the demand (for example, GPRS multi-slot class),

(d) less stringent power control due to reduced inter-user interference, and (e) suitable for digital

system implementation.

Some disadvantages of TDMA techniques are: (a) higher synchronization overhead, (b) equalization

necessary for high data rates due to multi-path, (c) slot allocation complexity, and (d) pulsating power

envelop interferes with other devices.

5.2 Frequency Division Multiplexing

As discussed in Chapter 1, when an EMwave is generated from the source during this time, based on the

oscillation of the charge, the frequency of the generated wave will be different. So by using different

oscillations, we can generate EMwaves of different frequencies. When these waves pass via the channel,

User-1

1 12 2

3

4

5

6

7
8

Channel

3

4

5

6

7

8

User-2

User-3

User-4

User-5

User-6

User-7

User-8

User-1

User-2

User-3
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User-5

User-6

User-7

User-8

Figure 5.1 Time division multiplexing of the same channel

Time slot

Time frame

0 1 2 3 N 0 1

Figure 5.2 Different time slots
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if they have different frequencies then ideally their energies will not mix with each other. Thus, waves

with different frequencies can carry different information through the same channel at the same time

(Figure 5.3). This method of many users using the same channel at the same time using different

frequencies is called frequency division multiplexing (FDM), and this multiple access technique is called

frequency division multiple access (FDMA).

Some specific characteristics of FDMA are: (a) if the channel is not in use, it remains idle, (b) based on

the assigned channel bandwidth, the systems are classified into two categories – narrow-band systems

(such asGSM) andwide-band systems (such asWCDMA), (c) generally, if symbol time� average delay

spread, in that case little or no equalization is required, (d) if only FDMA is used, then it is best suited for

analog links, (e) requires sharp filtering to minimize interference, and (f) usually combined with FDD

for duplexing.

All EM waves travel with the same velocity (c¼ 3� 1010 cm/s) in free space, but their frequencies are

different. The arrangement of the EM radiation according to wavelength or frequency (c¼ f �l) is called
the EM spectrum. The EM spectrum has no definite upper or lower limit and various regions of the EM

spectrum do not have sharp defined boundaries. The EM spectrum and their applications are given in

Table 5.1, whereas in Table 5.2, the various frequency bands used for cellular and wireless systems

are mentioned.

Sectorization, directional antennas, powerfull modulation, coding schemes, information compression,

bit rate control, and improved algorithms in channel assignments allow an increase in the cell capacity of a

cellular system that uses TDMA or FDMA based multiplexing.

Besides the fact that both TDMA and FDMA have some advantages as well as some disadvantages,

TDMA is still preferred, because it allows us to take advantage of the digital processing technology.

TDMA is actually the great competitor of a newly popularmultiple access technique, called CDMA (code

division multiple access).

5.3 Duplexing Techniques

For bi-directional communication, many users want to send data as well as receive data. A half-duplex

systemprovides communication in both directions, but only one direction at a time (not simultaneously).An

example of a half-duplex system is a two-party system, such as a “walkie-talkie.” A full-duplex system

allows communication inbothdirections, andunlike the half-duplex, it allows this tohappen simultaneously.

For two-way communication, the user requires two channels simultaneously, one for sending (uplink/

reverse link) and the other for receiving (downlink/forward link) the information. So any mobile phone

Station-A-

receiver

Station-A

Tx

Channel

Station-B

Tx

Station-B

receiver

f1
f1

f2f2

Figure 5.3 Various stations transmit and receive at the same time using different frequencies
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user requires a duplex channel. The duplex channel can be provided to that user by multiplexing the

available channels for sending and receiving. This technique is called duplexing and this is done by time or

frequency multiplexing.

5.3.1 Frequency Division Duplexing (FDD)

Frequency division duplexing (FDD) provides two distinct bands of frequency for every user – one for

sending and the other for receiving. The forward band provides the traffic from the base station (discussed

later) to the mobile and the reverse band provides the traffic from the mobile to the base station.

5.3.2 Time Division Duplexing (TDD)

Time division duplexing (TDD) uses time instead of frequency to provide both a forward and a reverse

link, for example, sending and receiving are separated by a particular time duration (this duration is very

small which is why the users do not apparently experience it).

5.4 Spectral Efficiency

The spectral efficiencymeasures how the multiple access technique used in a wireless system allows a

better use of the bandwidth with respect to the available time or frequency resource. Another parameter

is spectral efficiency with respect to modulation, which measures how efficient the radio plan or

modulation scheme is. The link spectral efficiency is measured in bit/s/Hz, and is the channel capacity

Table 5.1 Electromagnetic spectrum

Name of EM wave Frequency

range (Hz)

Source Application

Electric wave 60–50 Weak radiation from ac

circuits

Lighting

Radio waves 3�109–3�104 Oscillating circuits Radio comm., television,

mobile comm.

Microwave waves 3�1011–3�108 Oscillation circuits, Gunn,

IMPATT, tunnel diodes

Radar, TV, satellite, remote

sensing, mobile comm.

Infra-red 4�1014–1�1013 Excitation of atom and

molecules

Low range data comm.,

remote sensing

Visible 8�1014–4�1014 Excitation of atoms and

vacuum spark

To study information on

structure of molecules,

optical comm..

UV rays 1�1016–8�1014 Excitation of atoms and

vacuum spark

External atomic electron shell

study, remote sensing,

night vision

X-rays 3�1019–1�1016 Bombardment of high

atomic number target

by electrons

X-ray therapy, radiography,

crystallography

Gamma rays 5�1020–3�1019 Emitted by radioactive

substance

Study of information about

atom, nuclear reactor

Cosmic rays >1020 From other stars and

galaxies

Not used yet
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or maximum throughput of a logical point-to-point link with a given modulation method. If a forward

error correction code is combined with the modulation, a “bit” refers to a user data bit; the FEC

overhead is always excluded.

For example: GSM allows a reuse factor of 3–4 cells per cluster. The number of physical channels in a

25MHz bandwidth (2� 25¼ 50MHz for uplink and downlink) GSM-900 is 124 carriers� 8 channel/

carrier¼ 992.

Spectral efficiency ¼ total number of channels available in the system=

ðcells*spectrum BWÞ ¼ 992=ð4� 50Þ ¼ 4:96 or 5 calls=MHz=cell

5.5 Code Division Multiple Access

Code division multiple access (CDMA), as the name indicates, is where the communication medium (for

example, air) is simultaneously accessed by various users using different codes, for example, each user’s

data are separated by different codes. Put more simply, we can say that each user has a separate code and

whenever he/she wants to send information, the user information is multiplied by that special code and

then transmitted through the medium. The intended receiver, which knows about that code, can only

extract the information from the received signal. These special codes are known as orthogonal codes.

So, code division multiplexing (CDM) allows signals from a series of independent sources to be

transmitted at the same time over the same frequency band. As mentioned, this is accomplished by using

orthogonal codes to spread each signal over a wide, common frequency band. Then at the receiver, the

appropriate orthogonal code is used to recover the particular signal intended for a particular user.

5.5.1 Spectrum Spreading Concepts

Generally, the digital data pulse in the time-domain looks like a squarewave pulse as shown inFigure 5.4a.

If we see this square wave in the frequency domain, the spectrum will look like a sync pulse (using a

Fourier transform). This is shown in Figure 5.4b.

FðoÞ ¼
ð
f ðxÞe� j2potdt ¼

ðT

0

Ae� j2potdt ¼ �A

2pjo
he� j2potiT0 ¼ A

po
sinðpoTÞe� jpoT ð5:1Þ

Apart from themain lobe of the sync pulse, there should also be some side lobes and theoretically thewave

continues to infinity.We know the total energy (here it can be taken as the total area under the pulse curve)

in both these cases should be constant. In the transformed sync pulse, most of the energy lies in the main

lobe curve only. One important thing to notice here is that if the data pulse’s period (T) is decreased, for

A

AT

f(t) F

0

(a) (b)

T Time (t) –2/T –1/T 1/T 2/T Frequency

Figure 5.4 Square wave pulse and its Fourier transform (power spectrum)
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example, the data rate is increased (smaller pulse width) then 1/T¼ f increases, which implies the sync

pulse’s cut-off frequency, for example, bandwidth or the position where themain lobe touches the zero on

the frequency axis, also increases. Hence the sync pulse is stretched along the frequency axis. As

mentioned earlier, to keep the total energy constant in the sync pulse, the peak amplitude value (A.T) will

also reduce and the spectrumwill be flatter as comparedwith the previous one. This indicates the spectrum

is spread across the frequency scale, and the bandwidth is increasing. The higher the data rate themore the

spreading and the more the bandwidth over which it will be spread. This property of spreading the signal

energy across the frequency band is known as spreading (Figure 5.5). This technique is known as spread

spectrum technology.

The next question is how to utilize this concept in a practical scenario. This is very simple: just multiply

your main data stream (which has a lower rate, for example, wider pulse) with a high data rate code

(narrower pulse).We know that if we have data D (with a rate of 1/Td) and high bit rate code C (with a rate

of 1/Tc) and if they are multiplied, then the rate of the resultant signal will be the maximum of these two,

for example, 1/Tc (as 1/Tc> 1/Td). So the resultant signal will follow the high rate code signal (Figure 5.6),

that means, the data signal will be spread by the code signal.

Each bit of the code used for spreading is known as a chip and the rate of the code is called the chip rate.

Generally, the higher the chip rate, the higher the resultant data spreading in the frequency domain. The

ratio of the chip rate to the data rate is known as the spreading factor: spreading factor¼ chip rate/data rate.

The spreading factor is an indication of how well the data are spread across the frequency. If they are

spreadmore (for example, spreading factor is high as in a high chip rate) then the total energy for each data

signal of any transmitterwill be spread over a large frequencyband. This requires awide bandwidth, and is

known asa wideband spread spectrum. If the chip rate is not very high then the spreading factor will also

not be very high and the required bandwidth will not be particularly large; this is known as a narrow-band

Domain

Time

Data

Chip

Resultant

Frequency

User’s data signal

High rate code

Composite signal

Figure 5.6 Data, chip, and spread signal

Time

Increased bit rate => reduced pulse width
=> requires higher BW => spreading in the frequency axis

Frequency
0

Tc

1/Tc

Figure 5.5 Concept of spreading
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spread spectrum. The advantages and disadvantages of spreading over a narrow bandwidth compared

with a wide bandwidth will be discussed later. Before that, we will see how this spreading code not only

helps to spread the energy over a bandwidth, but also assists in sending and receiving the data signal

over the medium without being mixed up with the others user’s send signal (at the same time and at the

same frequency).

As stated earlier, spread spectrum systems afford protection against jamming (intentional interference)

and interference from other users in the same band as well as noise, by “spreading” the signal to be

transmitted and performing the reverse operation “de-spreading” on the signal that arrives at the receiver.

5.5.2 Mathematical Concepts

CDMA exploits the core mathematical properties of orthogonality. Let us represent data signals as

vectors. For example, data¼ 1011, as the binary string “1011”would be represented by the vector (1, 0, 1,

1). We may give this vector a name, for example a. We can use an operation of dot product of vectors, to

“multiply” the vectors, by summing the product of the components. For example, the dot product of vector

a (1, 0, 1, 1) and b (1,�1,�1, 0) would be (1)(1) þ (0)(�1) þ (1)(�1) þ (1)(0)¼ 1 þ (�1)¼ 0. If the

dot product of vectors a and b is 0, then we say that the two vectors are orthogonal. The dot product has a

number of properties, and understanding this will help us to know how CDMAworks.

For vectors a, b, c: a.(b þ c)¼ a.b þ a.c and a.kb¼ k(a.b), where k is a scalar. The square root of a.a is

a real number: ||a||¼H(a.a). Suppose vectors a and b are orthogonal, then, a.b¼ 0, and a.a¼ a, these are

very important properties used in the CDMA. This implies that if two different orthogonal codes are

multiplied the resultant will be zero, but if two same orthogonal codes aremultiplied then themaximawill

be achieved.

a:ðaþ bÞ ¼ kak2 as a:a:þ a:b ¼ kak2 þ 0

a:ð� aþ bÞ ¼ �kak2 as� a:aþ a:b ¼ �kak2 þ 0

b:ðaþ bÞ ¼ kbk2 as b:aþ b:b ¼ 0þkbk2

b:ða� bÞ ¼ �kbk2 as b:a� b:b ¼ 0�kbk2

Thus if the code vectors are orthogonal then their dot product will be zero. In digital communication

language we can say that if two codes are orthogonal then their cross correlation will be zero.

5.5.3 Correlation

Correlation is a measure of how two entities are related. A high correlation means that there is a lot of

resemblance between the two compared entities.

5.5.4 Auto-Correlation

This is the measure of correlation between the same signals but where one is a delayed version. The auto-

correlation for a periodic signal of period T is defined as follow:

RiðtÞ ¼ 1

T

ðT=2

�T=2

SiðtÞSiðt� tÞdt ð5:2Þ

It defines how much a function correlates with a time-shifted version of itself, with respect to that

time shift.
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5.5.4.1 Cross-Correlation

The cross-correlation for periodic signals of period T is defined as:

CijðtÞ ¼ 1

T

ðT=2

�T=2

SiðtÞSjðt� tÞdt ð5:3Þ

It measures howmuch two different signals, Si and Sj (where one is time shifted from the other), correlate

with each other.

5.5.5 Orthogonality

Orthogonality between signals is a very important concept in communication systems. We say that two

periodic signals of period T are orthogonal, when their cross-correlation is null for a zero time shift:

ðT=2

� T=2

SiðtÞSiðt� tÞdt ¼ 0 ð5:4Þ

Therefore, two orthogonal signals can be transmitted at the same time and will not interfere with

each other. This principle is largely applied in CDMA. The orthogonal codes are derived by using a

Hadamard matrix.

5.5.5.1 Hadamard Matrix

AHadamardmatrix is a squarematrixwhose entries are either þ 1 or�1 andwhere the rows aremutually

orthogonal. The definition that a Hadamard matrix H of order n satisfies:

HTH ¼ nIn

IfH is a complexmatrix of order n, whose entries are bounded by |Hij|� 1, then Hadamard’s determinant

bound states that |det(H)|< or¼ nn/2. Equality in this bound is attained for a real matrixH if and only ifH
is a Hadamard matrix. The order of a Hadamard matrix must be 1, 2, or a multiple of 4.

Sylvester first constructed Hadamard matrices in 1867. LetH be amatrix of order n. Then thematrix of

order 2n will be:

H H
H �H

� �
ð5:5Þ

This can be repeated, which then leads to Walsh matrices.

H2 ¼ 1 1

1 � 1

� �

H2k ¼
H2k� 1 H2k� 1

H2k� 1 �H2k� 1

� �
¼ H2 �H2k� 1

For 2� k e N, where � denotes the Kronecker product.

5.5.6 Implementation

In a simpler way, this behavior can bemodeled digitally as below. Suppose there are two orthogonal codes

C1¼ (0,0) and C2¼ (0,1), and two users A and B have data A¼ (1,0) and B¼ (0,1) respectively. If C1 is

used by A and C2 by B then:
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C1 XOR A = (0,0) XOR (1,0) = 1,0

C2 XOR B = (0,1) XOR (1,1) = 1,0

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

SUM = 1,0

whichwill be sent to the receiving party and after receiving it, the intended receiver, who has code C1will

get the data¼ SUM XOR C1¼ (1,0) XOR (0,0)¼ (1,0)¼ a¼ data of A. Similarly, the receiver who has

code C2will get the data¼ SUMXORC2¼ (1,0) XOR (0,1)¼ (0,1)¼ b¼B. So, the transmitted data by

both the parties A and B, which was sent simultaneously (and was mixed up) are separated correctly

at the receiver.

In practice, the data level zero is represented by 1 and data level one is represented by �1, and the

resultant signals are summed up (modulo two addition). On this basis, some examples are shown below.

1. Supposewe have two sendersA andB, both sending simultaneously. The data fromA is 1 (¼>�1) and

from B is 0 (¼> þ 1). The orthogonal code for A is Ca¼ (0,0) and for B is Cb¼ (0,1). Thus, the

spreading sequence for A¼ þ 1, þ 1 and for B¼ þ 1, �1is:

Transmitted sequence from A will be => (-1).(+1, +1) = -1,-1

Transmitted sequence from B will be => (+1).(+1,-1) = +1,-1

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

The resultant signal in the medium during both transmissions will be¼ 0, �2

Once it has arrived at the intended receiver of A, it will multiply the resultant signal by the code Ca

(þ 1,þ 1), for example., (0,�2). (þ 1,þ 1)¼ 0� 2¼�2. As it is negative then the data signal will be

1. Similarly, for the intended receiver of B the signal will be (0,�2).(þ 1,�1)¼ 0 þ 2¼ þ 2, As it is

positive then the data will be 0. Hence the data is recovered correctly from the resultant mixed signal

that was transmitted over the air.

2. Orthogonal code (0,0) and (0,1) and data (1,0) and (0,0). The converted sequencewill be: code¼>(1,1)

and (1,�1) and data ¼> (�1,1) and (1,1). Each data bit is treated as a symbol and the chips of the

orthogonal code are multiplied to that. After the multiplication, the resultant bit numbers for each data

bit will be the same as orthogonal code’s bit number, for example, here each data bit will converted into

two bits as two bit orthogonal codes are used. Because two data bits are taken in the sequence, so a total

of 2� 2¼ 4 bits will be generated for each sender.

(-1,1).(1,1) =-1,-1, 1,1

(1,1).(1,-1) = 1,-1, 1,-1

- - - - - - - - - - - - - - - - - - - - - - - - - - -

SUM = 0,-2 , +2,0

The signal levels will simply be added into the medium by adding the signals from many senders. At

the intended receiver A side, multiply this with the orthogonal code:

0,-2 , 2,0

1, 1, 1,1 (Ca)

- - - - - - - - - - - - - - - - - - - - - (add)

0,-2 , +2, 0 =(-2, 2).

So the data will be ¼> 1, 0.

Similarly, for the intended receiver B side,
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0, -2 , 2,0

1, -1, 1,-1 (Ca)

- - - - - - - - - - - - - - - - - - - - (add)

0,+2 , +2, 0 => (2, 2).

As both are positive this means that the data will be ¼> 0, 0.

3. Data sequence of A¼ (. . .. . ., 1,0)¼> (. . .. . .,�1,1), data sequence of B¼ (. . .. . .. . .1,1)¼ (�1,�1)

0rthogonal code s�equence 1=(0,1,0,1)=>(1,-1,1,-1),

Code s�equence 2 = (0,1,1,0)=>(1,-1,-1,1)

(........,-1,1).(1,-1,1,-1)=(.....,-1,1,-1,1, 1,-1,1,-1)

(........,-1,-1).(1,-1,-1,1)=>(.....,-1,1,1,-1, -1,1,1,-1)

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

(.......,-2,2,0,0, 0,0,2,-2) (Summed in the air medium).

At intended receiver of A (code seq)-> .(1,-1,1,-1), (1,-1,1,-1)

-----------------------------------------------------

Resultant sequence at receiver A=>(.......(-2-2+0+0) , (0+0+2+2))

(........... -4 , +4 ) => (........,1,0)

At intended receiver of B -> (........,-2,2,0,0, 0,0,2,-2)

(summed in the air medium).

Code sequence of B =>(1,-1,-1,1), (1,-1,-1,1)

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

Resultant sequence at receiver B=>(.......(-2-2+0+0) , (0+0-2-2))

(........,-4 ,-4 ) => (......,1,1).

In the above examples only two senders have been taken, and only twoorthogonal codes are used. This can

be extended to an increased number of senders and receivers.

5.5.6.1 Digital Circuit Implementation

We can implement this above mathematical concept into a digital circuit and illustrate the spreading and

de-spreading process in the frequency domain. As shown in Figure 5.7, the sender’s data source is for

exampleA, and this is passed through theXOR circuit for spreading of the source code by orthogonal chip

Resultant spreaded frequency spectrum

Source data

Spreading
code
generator

Spreading
code
generator

DataDemodulator

Recovered data
spectrum

Hz

HzHz

Hz

Hz

Hz

Modulator
Channel

Noise

Frequency spectrum of source data
Frequency spectrum of chip data

+ +

Figure 5.7 CDMA access techniques
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code, such as C. The resultant digital signal R is digitallymodulated thenRF up-converted and sent via the

air. So R¼AXORC.When it is transmitted through the air, apart from the noise signal (N), signals from

some other simultaneous senders (for example, S1, S2, . . .) will also add up in the air medium. On the

receiver side this composite signal is received and first RF down-converted, then digitally demodulated

after that the de-spreading operation is done through the XOR operation on the resultant received signal

(R þ N þ S1 þ S2) with the appropriate same orthogonal code C as used by the transmitter:

Received Data at receiver = (R + N + S1 + S2) XOR C = R XOR C + N XOR C + S1

XOR C + S2 XOR C = (A XOR C ) XOR C + N XOR C + (A1 XOR C1) XOR C + (A2 XOR C2)

XOR C = A . 1 + 0 + 0 + 0 = A.

where C1, C2 are the orthogonal code used by the other senders.

As discussed earlier, from the orthogonal property CXORC¼ 1 but C XORC1¼ 0 or CXORC2¼ 0,

for example, multiplying by another code will give a zero result whereas by the same code will give 1.

The spreading, transmitting, and de-spreading processes for a general signal corrupted in the channel by

additive white Gaussian noise is shown in the Figure 5.7. A PN spreading code is used. Note that the

spreading process flattens (as well as spreads) the spectrum of the information signal (Figure 5.8a), and

that the spread transmitted signal is essentially buried in the noise by the time it arrives at the receiver. The

de-spreading process narrows and heightens the spectrum of the received signal, yet leaves the spectrum

of the received noise essentially unchanged (Figure 5.8b). The receiver can now extract the de-spread

signal from the noise using a band-pass filter.

5.5.7 Multiple Access Using CDMA

Spreading can be used as a multiplexing technique by developing a series of orthogonal spreading codes.

These are PN codes with the additional feature that if any two different orthogonal spreading codes are

Exclusive-ORed bit by bit, the resulting series of bits will itself be a PN code, that is, it will look like a

noise signal. Thus, if a signal is spread using one code and then de-spread using another orthogonal code,

the result will be like a PN code and will have a power spectral density similar to wideband white

Gaussian noise.

Consider the system shown in Figure 5.9, where we have taken three calling and called parties (for

example, each sender has an intended receiver on the other side). Each of these three user pairs is employing

mutually orthogonal spreading codes to transmit information over a common channel. Source A uses one

spreading code (let’s call it spreading code A) and transmits the spread spectrum signal as shown by

medium black color in the Figure 5.9. This signal is wideband. From the viewpoint of the channel and any
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Figure 5.8 (a) The power spectrum of the transmitted data and spectrum after spreading. (b) Received

power spectrum which is the sum of its own plus the other user’s spread power and de-spread data’s

power spectrum
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receiver that does not know the code, the signal will look like additivewhite Gaussian noise. Source B uses

a second, orthogonal spreading code (spreading code B) and transmits another spread spectrum signal,

shown by the light black color in the figure. The same condition also applies here. Source C uses a third,

orthogonal spreading code (spreading code C) to transmit a message, shown by the black color with white

lines, across the channel. In the channel, all these signals will be summed up as they are transmitted at the

same time using the same frequency. Some noise will also be added by the channel itself (this is the brick

portion of the power spectral density in the channel in Figure 5.9).

Let us now look at the receivers. The receiver associated with user B (upper right corner in the figure)

applies spreading code B to the total received signal. This de-spreads the portion of the signal transmitted

from source B (the light gray part of the spectrum in the upper right corner of figure) but leaves all other

portions of the received signal with a wideband noise-like power spectral density (the cross-hatched part

of the spectrum). Using a narrow bandpass filter, user B may now extract the portion of the signal

associated with source B, with the channel noise and the interference from users A and C significantly

reduced. Similarly, userCmay use spreading codeC to extract its intendedmessage from sourceC (see the

spectrum in the center right part of the figure), and user Amay use spreading codeA to extract its intended

message from source A.

Hence, as discussed, when using different orthogonal codes many user pairs can send and receive their

data through the same channel, using the same frequency band, and at the same time. This technique is

multiplexing of the air channel using different orthogonal codes.

5.5.8 Commercialization of CDMA

ACDMA signal uses many chips to convey just one bit of user information. The chip rate decides on the

spreading of information and capacity of the system. In a commercial system therewill bemany users and

Source A

Data signal

Resultant signal

Resultant signal

Resultant signal

Spread signal

Spread signal

Source B

Source C

Signals from different
transmitters get added in the
channel along with noise

Demodulator

Demodulator

Data A

Data B

Data CDemodulatorModulator

Modulator

Modulator

Spreading

code A

Spreading
code A

Spreading
code B

Spreading
code C

Spreading

code B

Spreading

code C

+

+

++

+

+

Figure 5.9 Transmission and reception using CDMA user multiplexing technique

172 Mobile Handset Design



each user requires transmission and reception channels. Soweneed to separate the cells (for example, base

stations), user’s mobiles, and the various channels. Different codes need to be used, to create downlink

(also called forward link) and uplink (reverse link) channels for different users. This implies that we

require a huge set of orthogonal codes for this purpose, which is very expensive and difficult to design. So,

for channelization and user separation, different sets of PN sequence codes are derived and used along

with the orthogonal codes. Original CDMA channels are composed of combinations of three codes. A

forward channel flows in the form of a specific Walsh code assigned to the user, and a specific PN offset

for the sector. A reverse channel flows in the form of the mobile’s specific offset of the long PN sequence

code (Figure 5.10).

Requirements for the spreading codes:

. Good auto-correlation properties – for separating different paths

. Good cross-correlation properties – for separating different channels.

Therefore the orthogonality can be achieved by first multiplying each user’s binary input data by a short

spread sequence, which is orthogonal to that of all users of the same cell. Then this spread signal is

followed by multiplication of a long PN sequence, which is cell specific but common to all users of that

cell in the forward link and user specific in the reverse link. The short orthogonal codes are called

channelization codes; long PN sequence codes are called scrambling codes. Thus each transmission code

is distinguished by the combination of a channelization code and a scrambling code.

In WCDMA standards two levels of spreading are used (see Figure 5.11):

1. Channelization code (short code) provides spreading, which means increasing bandwidth. Channe-

lisation codes are used for channel separation from the same source. The same set of codes are

generally used for all the cells.
. Short codes: used for channel separation in uplink and downlink. This is basicallyWalsh code (using

a Hadamard matrix) and derived from OVSF code structure of different lengths. However, these do

not have good correlation properties, so need additional long code on top of them.

Forward channels

Walse code : for each user separation
Short PN offset : sector separation

Long code:
data scrambling

Reverse channels

Long code offset : individual mobile separation

MS

One
sector

BTS

Figure 5.10 CDMA channels
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2. Scrambling code (long code) provides separation of users/cells, and does not affect the transmission

bandwidth. These have good correlation properties. In uplink these are used for different user’s

separations, and in the downlink direction it is used for separating different base stations (cells). These

are basically gold codes.

5.5.8.1 Spreading Code and Spreading Code Synchronization

There are certain requirements for spreading code: autocorrelation peakmust have acute synchronization

(time shift¼ 0), autocorrelation must be minimal in terms of absolute value when the time shift is not 0,

and autocorrelation must be minimal in absolute value between different codes at all timings. A code that

meets these requirements is gold code.

The Walsh code generated through a Walsh–Hadamard transform is also an orthogonal code with a

period of the power of 2n (n>¼1). The respective number ofWalsh codes and orthogonal gold codes with

a code length of SF is equal to SF. The application of these codes in a cellular system requires spreading

code cell iteration, because of frequency reuse in the case of FDMAbased system. As a result, the number

of spreading codes that can be used in one cell will be limited, and therefore the system capacity can not be

expanded. To make it possible and to use the same orthogonal code sequence repeatedly in each cell, two

layers of spreading codes are assigned bymultiplying the orthogonal code sequence, by scrambling codes

with an iteration period that is substantially longer than the information symbol rate. The iteration period

of the scrambling codes is one radio frame long (¼10ms in the case ofUMTS),which is 38 400 chips long.

It is assigned uniquely to each cell in downlink and to each user in uplink.

In order to extract the information data components, the destination mobile phone needs to execute the

spreading code synchronization, which consists of two processes, namely, acquisition and tracking, in

which tracking maintains the synchronization timing within�1 chip of acquisition. The de-spreader may

be a sliding correlator or amatched filter (MF)with high speed synchronization capabilities. InWCDMA,

a sliding correlator is generally used, while MF is often used at the first step of the three step cell search

process (refer to Chapter 13).

5.5.9 Generation of a Scrambling Code

The spreading code is generated from a binary shift register. The pseudo random codes used are cyclic in

nature. PN sequences are periodic sequences that have a noise-like behavior. Figure 5.12 illustrates the

generation of PN sequences using shift registers, modulo-2 adders (XOR gates), and feedback loops.

Themaximum length of a PN sequence is determined by the length of the register and the configuration

of the feedback network. AnN bits register can take up to 2N different combinations of zeros and ones. As

the feedback network performs linear operations, if all the inputs (that is, the content of the flip-flops) are

zero, the output of the feedback networkwill also be zero. Therefore, the all-zero combinationwill always

give zero output for all subsequent clock cycles, so we do not include it in the sequence. Thus, the

Channelization codes (SF) Scrambling codes

Data

bit rate chip rate chip rate

Figure 5.11 Scrambling and channelization
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maximum length of any PN sequence is 2N� 1 and sequences of that length are called maximum-length

sequences or m-sequences. They are useful because longer sequences have better properties.

5.5.9.1 Gold Codes

In CDMA a multi-user environment needs a set of codes with the same length and with good cross-

correlation properties. Gold codes are product codes generated by theXORing (modulo-2 addition) of two

maximum-length sequences with the same length. The code sequences are added chip by chip by

synchronous clocking. As m-sequences are of the same length, the code generators maintain the same

phase relationship and the codes generated are of the same length as the two base codes, which are added

together, but are non-maximal (Figure 5.13). Every change in the phase position between the two

generated m-sequences causes a new sequence to be generated.

Any two registered gold code generators of lengthL can generate 2L� 1 sequences plus the two basem-

sequences, giving of a total of 2L þ 1 sequences. In addition to their advantage in generating the large

numbers of codes, the gold codes may be chosen so that over a set of codes available from a given

generator the autocorrelation and the cross-correlation between the codes is uniform and bounded.

5.5.10 Process Gain

In a spread spectrum, the data are modulated by a spreading signal, which uses more bandwidth than the

data signal. As multiplication in the time domain corresponds to convolution in the frequency domain, a

narrowband signal multiplied by awide band signal ends up being awide band. In a general sense, wewill

see that the increase in bandwidth above the minimum bandwidth in a spread spectrum system can be

thought of as applying gain to the desired signalwith respect to the undesirable signals.We can now define

the processing gainGP as, GP¼BWRF/BWinfo, where BWRF is the bandwidth that the resultant signal
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occupies and BWinfo is the minimum bandwidth necessary to transmit the information or data signal.

Processing gain can be thought of as the improvement over conventional communication schemes due to

the spreading operation on the signal.

5.5.11 Different Types of Spread Spectrum Techniques

There are two types of spread spectrum techniques usually used in the communication system design. One

is a direct sequence spread spectrum and other is a frequency hopping spread spectrum. These are

discussed below.

5.5.11.1 Direct Sequence Spread Spectrum Techniques (DSSS)

The direct sequence spread spectrum (DSSS) technique is based on directly spreading and de-spreading

the baseband data by means of a pseudorandom noise (PN) sequence. Here each bit to be transmitted is

modulated by the PN sequence. A typical direct sequence transmitter is represented by the block diagram

as shown in Figure 5.14.

Thus a DSSS transmitter is composed of a high-speed PN code generator, mod-2 adder, modulator, up-

converter, power amplifier, and transmitting antenna. A DSSS transmitter converts the data stream into a

symbol stream, where each symbol represents a group of 1 or more bits. These NRZ baseband data are

represented, as “A” in Figure 5.15 and “B” is the high-speed PN sequence. The output of the mod-2 adder

(exclusive OR gate) is C, which in a Boolean expression can be represented by:

C ¼ A�Bþ �AB

The respective waveforms and power spectrums are also shown in Figure 5.16.

Let the baseband data have a duration Td in the time domain, which can be represented by:

VðtÞ ¼ V for 0 < t < Td
VðtÞ ¼ 0 elsewhere

This can be transformed into the frequency domain by Fourier transform:

SðoÞ ¼
ðT

0

V ðtÞ:e� jot:dt ¼ V:Td ½sinðoTd=2Þ=ðoTd=2Þ	 for 0 < 1=f < 1=fd ð5:6Þ
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Figure 5.14 DS transmitter
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and the power spectrum:

PðoÞ ¼ ð1=TdÞjSðoÞj2 ¼ V2 Td ½sinðoTd=2Þ=ðoTd=2Þ	2

Then the energy delivered within the time interval t¼ 0 to t¼ Td will be:

E ¼
ðT

0

PðoÞ:dt ¼ ð1=TÞ
ðT

0

jSðoÞj2:dt ð5:7Þ
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Figure 5.15 Time and frequency domain representation of data, PN sequence, and composite data
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In the power spectrum, the main lobe is the power for the fundamental frequency and the other side

lobes are the power for the other higher harmonics. In the frequency domain the signal crosses the zero

value at 1/T. Now if the time period decreases (that is, frequency¼ 1/T increases), then it will cross zero at

a latter instant. However, as the total energy remains constant, so the amplitude of themain lobe decreases,

that is, the spectrum becomes more flat. The information signal is multiplied by the PN sequence with

narrower pulses of time duration Tc, which is known as the chip time and code is called chip code. If the

multiplicity factor is N then Td¼N.Tc. In Figure 5.16 the input signal A is low-speed NRZ data having a

narrower power spectrum and the second input, B, is a high-speed PN sequence, which has a wider power

spectrum and generates a composite signal C at the output, which will also has a wide-band power

spectrum. However, as the total energy over a specified bandwidth is constant, so the amplitude of the

main lobe in the composite signal power spectrum will be lower. The amplitude level can be decreased

more by reducing the chip time (Tc) or increasing the value ofN. As the resulting spectrum is spread over

the available frequency band, if the BW increases then the amplitude of the signal reduces accordingly.

Ideally, the spreading code should be designed so that the chip amplitudes should be statistically

independent of each other. The entire period of the PN sequence consists ofN time chips. The total number

of random sequences that can be generated by means of anm-bit shift register, will be (2m� 1)¼N. The

mathematical properties of the PN sequence plays an important role in tha case of DSSS systems. A PN

sequence consists of a series of plus and minus ones. It must posses certain auto-correlation properties.

Periodic sequences that meet the criteria of pseudo-randomness are called Barker sequences and are

known to exist only for short sequences. For this reason such sequences are typically too short for

appropriate spreading of signals. In general, only the periodic sequences are of interest to the designers of

DSSS systems.

The reverse process happens in the receiver side.

The received RF signal from the receiver antenna is amplified by LNA and then down converted by

means of a mixer to obtain the IF signal. This IF signal is then demodulated to obtain composite high-

speed data. This composite high-speed data are then added in themod-2 adder with the same PN sequence

code, B, to recover the desired signal A.

Using the Boolean expression – the output of the receiver mod-2 adder will be:
_ _

Y= C 
 B = CB+BC.
_________

_ _ _ _ _
= (AB + AB ) B + ( AB + AB ) B =A (5.8)

Thus if both the transmitter and receiver PN sequences are identical then only the data can be recovered.

One of the major advantages of this technique is that it reduces the effect of narrow-band sources of

interference. One parameter that is used in specifying the performance of a spread spectrum signal in the

presence of interference is known as processing gain (GP), as mentioned previously. This is defined as the

ratio of signal bandwidth Bs (that is, transmission BW) to the message bandwidth Bm (information

bandwidth)�GP¼Bs/Bm¼ 2tm/tc, where tc is the chip duration. The mean square value of the output

interference signal (j20) can be expressed as:

j20 ¼ J=GP ð5:9Þ

where J is the interference power. So if GP increases then j20 decreases, which means intentional or

unintentional interference can be reduced by increasing the length of the PN sequence, whereBj is the BW

of the interfering signal. Now the output signal-to-noise ratio can be calculated as:

ðS=NÞ0 ¼ Pr=ðn20 þ j20Þ ð5:10Þ
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where n20 is the mean square output noise and Pr is the receiver power:

ðS=NÞ0 ¼ Pr=ðN0=2tm þ J=GPÞ ¼ GP:Pr=ððN0=2Þ: ðBs=BmÞ: Bm þ JÞ ¼ GP: Pr=ðN0Bs=2þ JÞ
ð5:11Þ

The output SNR is proportional to the ratio of received signal power to the sum of interference and noise

power in half of the SS bandwidth. Now if we define input signal-to-noise ratio (S/N)I¼Pr/(N0Bs/2 þ J),

then (S/N)0¼ (GP) (S/N)I. Owing to the spreading of the signal there is a loss, which is called the process

loss (PL).Here eachuseruses the same frequencybandat the same timewithdifferentPNcode, the resultant

power spectrum in the frequency domain will appear as a low power wideband noise to an unintentional

receiver.However, the noise-like power spectrumfromeach userwill be added and the desired signal can be

recovered after de-spreading from the noise-like power spectrum, as long as the power spectrum of the

signal is greater than the sum of the interference and noise power level of the resultant spectrums.

One of the greatest advantages of the DSSS is its ability to reject jamming.

The jamming margin is expressed as:

AJ ðin dBÞ ¼ ðGPÞ ðin dBÞ� L ðin dBÞ� ðS=NÞ0 ðin dBÞ ð5:12Þ

Wideband CDMA
From Figure 5.18, it is evident that in the time domain, the resultant bit rate, after spreading the data with

chip becomes the same as the chip rate. So in the frequency domain the resultant signal spectrum follows

the chip signal’s spectrum.As the chip has a higher rate than data, so it occupiesmore bandwidth than data

signal. As shown in Figure 5.15, the chip signal will occupy a bandwidth (BWc) of almost �2�1/Tc,
whereas the data signal will occupy a bandwidth (BWd) of �2�1/Td. From Figure 5.17, we can say that

provided Pd> (P1 þ P2 þ . . . þ Pn), for example, up until that point the data signal can be correctly

recovered from the receivedsignal at the receiver. However, if the chip rate is less, then the signals from

different users will not be stretched much in the frequency scale. Hence when only a few users are added

into the system, the above equation will be violated, for example, the sum of the noise and interference

levels from different users will be more than the energy from a single user’s data. This issue can be

resolved by stretching each user’s signal energy further along the frequency axis, which leads to the

reduction of noise and interference energy level from the various users, as shown in Figure 5.18. This is

because now the same amount of energy should be residing over a greater area. As the length is now

increased, so the thickness of each layer will reduce and this will allow to add on more layers. To stretch

the signal energy for each user along the frequency axis, we need to extend the bandwidth and this

technique is called wideband CDMA technology. To support many users (and a high data rate), the chip

rate is thus increased, which in turn increases the required bandwidth.

Pd

Pn

P1

Figure 5.17 Interference power level from different users and the power spectrum desired data
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5.5.11.2 Frequency Hopping Spread Spectrum (FHSS)

FHSS uses a narrowband carrier that changes the frequency in a pattern known to both the transmitter and

the receiver. The transmitter changes the carrier frequency of themodulated information signal according

to a certain “hopping” pattern. The hopping pattern is decided by the spreading code, where the spectrum

of the transmitted signal is spread sequentially rather than instantaneously. As an example an FH signal is

shown in Figure 5.19.

The sequence of frequencies appears to be random, but is predetermined and tracked by both the

transmitting and receiving stations. A block diagram of a typical FHSS transmitter and receiver system is

shown in Figure 5.20. Frequency hopping systems can be divided into fast hop or slow hop. In a slow hop

system the hopping rate is smaller than themessage bit rate and in a fast hopping system the hopping rate is

greater than the message bit rate.

Withm as the length of the PN sequence, the data signal is first baseband modulated. The modulation

techniques that are commonly used for this are: FSK,MFSK, orGFSK. The resultingmodulatedwave and

the output from a digital frequency synthesizer are then applied to amixer followed by a filter. The filter is

designed to transmit the sum frequencies component resulting from the multiplication process. The

frequency synthesizer accepts m binary digits, which are mapped into one of M¼ 2m frequencies. The

frequency synthesizers are unable to maintain phase coherence over successive hops, thus most of the

frequency hop spread spectrum communication systems use non-coherent modulation. In the receiver,

using a locally generated code sequence, the received signal is converted down to the baseband. The

output of the frequency synthesizer is synchronously controlled in the same manner as in the transmitter.

Interference power level is reduced as

bandwidth is stretched along frequency axis

Occupied bandwidthOccupied bandwidth

WidebandNarrowband

Figure 5.18 Narrowband CDMA (DSSS) and wideband system’s power spectrum
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Figure 5.19 Various hopping frequencies generated at different time instances by the FHSS system

180 Mobile Handset Design



Then the output is demodulated to obtain the desired data. An individual modulated tone of the shortest

duration is referred to as a chip.

For slow hopping the information bandwidth is the main factor that decides the occupied bandwidth,

and in the case of fast hopping the pulse shape of the hopping signal will decide the occupied bandwidth at

one hopping frequency. Ifoc is the bandwidth andRs is the symbol rate here, then the process gainwill be:

GP¼oc/Rs¼ 2m, where m is the length of the PN segment employed to select a frequency hop.

5.5.11.3 Comparison Between DSSS and FHSS

1. The frequency occupation of an FHSS system differs considerably from a DSSS system. A DSSS

system occupies thewhole frequency bandwhen it transmits, whereas an FH system uses only a small

part of the available whole bandwidth during transmission, but location of this part differs in time.

DSSS radios require no guard band associated with the frequency channel. For this reason it is

possible to have larger numbers of DSSS radios operating in the same bandwidth at the same time,

that is, a more efficient channel bandwidth.

2. FHSS systems aremuch easier to implement thanDSSS systems and use a low costmicroprocessor to

control the frequency hopping functions. In comparison, DSSS systems employ extensive digital

circuitry to implement the encoding and decoding algorithms. However, FHSS systems need a highly

sophisticated frequency synthesizer for operation, whereas the DSSS frequency synthesizer is very

simple, as only one carrier frequency has to be generated.

3. Synchronization ismuch easier in FHSS systems than inDSSS systems. FHSS synchronization has to

be done within a fraction of hop time. As the spectral spreading is not obtained by using a very high

hopping frequency but by using a large hop-set, the hop timewill bemuch larger than the chip time of

a DSSS system. Thus an FH-CDMA system allows a larger synchronization error.

4. As FHSS systems are essentially narrowband, so the rejection of interfering signals up to 70 dBhigher

than the desired signal can be attained, whereas DSSS systems reject interfering signals as a function

of their “processing gain”, which is about 20–30 dB.

5. The near–far problem is severe in DSSS systems. In FHSS the probability of multiple users

transmitting using the same frequency band at the same time is less, so the base station will be

able to receive the signal from both the far as well as the near receivers.
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6. Coherent modulation is more suitable for DSSS. As maintaining the phase relationship during

hopping is difficult in the case of FHSS, so FHSS systems are generally non-coherent. The DSSS

modulation technique can be modified to support higher data transfer rates (at the cost of efficiency),

while the FHSS can not. Because the usual FHSS modulation technique is less efficient than the

normal DSSS technique, the FHSS transmitter will have a smaller range for a given power

consumption level.

7. The FHSS systems offer better receiver sensitivity than DSSS systems. The sensitivity of an FHSS

and a DSSSmodem operating at 115 kbaud are around�103 dBm and�92 dBm, respectively. So in

this respect FHSS can offer a better range.

8. FHSS system shows better performance in multipath environments than DSSS system. An FHSS

system inherently provides a solution to this problemby hopping to a different frequency,which is not

attenuated. The DSSS system also causes some delay in the received signal.

9. Frequency hopping also allows for the placement of numerous wireless LAN segments in a single

area. However, forDSSS, allowingmultiple users to access the channel at the same time is difficult. In

dense user areas, greater loadss can be supported by connecting multiple access points, with over

lapping coverage, to the same ether net network. Because of its better efficiency, an FHSS network is

inherently able to provide three to four times more total network capacity than a DSSS network.

10. FHSS networks offer better network scalability. On trading floors, airports, and other environments

where multiple organizers may want to operate wireless LANs, DSSS is not a good choice. FHSS

allows a larger number of non-overlapping channels.

11. A DSSS system consumes more power than an FHSS system, thus requiring heavier batteries, which

is not very convenient for mobile applications.

12. In the case of a DSSS system an intruder would have to first know which part of the frequency range

was used for the transmission, and then establish the chipping code to spread the data in order to

decrypt the original stream. Whereas in FHSS, an intruder must know both the current transmission

frequency and the hopping pattern that decides the next frequency to which the system will jump.

13. A DSSS system has better throughput.

14. An FHSS system requires error correction.

5.5.11.4 Applications

From the above discussion, it is obvious that both systems have advantages aswell as disadvantages. So, of

these,whichone is better?This depends on thegoals and the needs of thewireless network.DSSS solutions

tend towards havinggreater transmission speeds and the best noise and anti-jamperformance.On the other

hand, FH solutions are simple to implement and are well suited for moderately to highly dense user

populations. Therefore the design engineer has to choose the correct one for a particular application. FHSS

is used in Bluetooth systems, whereas DSSS is used for wireless LAN and UMTS systems.

5.6 Orthogonal Frequency Division Multiplex Access (OFDMA)

For multimedia communication in 4G application scenarios, the demands for bandwidth and quality of

service (QoS) is very high compared with what is available today to the mobile user. The bit rates for

multimedia span from a few kbps, for voice, to about 20Mbps for HDTV, or evenmore in the peaks. Also,

several problem exist in wireless channels, which arise because of the mobility of the users. The question

now is how to satisfy those requirements?

Which modulation technique can compromise all contradicting requirements and provide the

best solution?

In the air channel, as the data rate increases in a multipath environment, the channel fading goes from

flat fading to frequency selective fading (the last reflected component arrives after the symbol period).
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Also, the channel delay spread can cause ISI. These lead to heavy degradation of the bit error rate in the

signal transmission as a result of frequency selective fading and inter symbol interference.

The most popular solutions to compensate for these above problems are:

a. Use of Equalizers –Adaptive compensation of time-variant channel distortion. However, as wemove

to higher data rates (that is,>1Mbps), equalizer complexity grows to a level where the channel changes

before you can compensate for it. Thus there are practical difficulties in operating this equalization in

real-time at several Mbps with compact, low-cost hardware.

b. Adaptive Array Antenna – Considers delayed waves as interference waves and eliminates them to

avoid overlapping waves. This is very complex and expensive solution.

c. Multi-carrier Transmission – This is an alternative promising solution.

Multi-carrier modulation (MCM) is where the channel is broken up into sub-bands such that the fading

over each sub-channel becomes flat and thus helps to eliminate the ISI problem.

Single carrier systems transfer data streams using a serial transmission, while a multi-carrier system

uses parallel transmission. The ability to sustain a higher throughput in a single carrier system becomes

diminished as the symbol duration becomes smaller in order to support a higher data rate. A higher data

rate can be achieved by placing an increased number of bits in a symbol, for example, use of higher order

modulation, or by placing a higher number of symbols in the defined time frame, for example, use of

smaller symbol duration. This is why a single carrier system becomes more susceptible to ISI and

multipath effects.

However instead, the serial data stream can be divided into parallel data streams and each of them are

individuallymodulated by a narrow-band carrier, and then summed up and transmitted in parallel from the

same source. As a single stream of data is split up to individually modulate these multiple carriers, then

these systems are sometimes referred to as multi-carrier systems. As the high speed data stream is divided

into several parallel paths, the data rate at each of the parallel pathwill be reduced, for example, the symbol

duration can be increased. Thus the BW requirement will be reduced, for example, signal BW <
coherence BW, which means this will be robust against the multipath frequency selective fading and ISI.

Figure 5.21a shows single carrier system [bandwidth (f4� f1)], where due to fading there is a heavy loss

of information. However, Figure 5.21b shows a multi-carrier system [with the same overall bandwidth

(f4� f1)], only one carrier is affected due to fading. The information can be recovered using good coding

and an interleaving scheme. The individual carriers are called sub-carriers.

Several typical implementation problems arise with the use of a large number of sub-carriers.

1. When we have large numbers of sub-carriers, then wewill have to assign the sub-carrier’s frequencies

very close to each other. We know that the receiver needs to synchronize itself to every sub-carrier

frequency in order to recover data related to that particular sub-carrier. When there is very little

f1 f4

(a) (b)

f1
f f

f2 f3 f4

Figure 5.21 Effect of fading for (a) single carrier and (b) multi-carrier systems
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spacing, then the receiver synchronization components need to be very accurate, which is not yet

possible with low-cost RF hardware. So the bandwidth utilization will be very poor.

2. Also, at the transmitter side arrays of sinusoidal generators and at the receiver side arrays of coherent

demodulators are required to support this multi-carrier system. This makes the system very complex

and expensive.

So how are these problems overcome?

The solution to the first problem is – use orthogonal frequency carriers – known as OFDM, and the

solution to the second problem is use of the FFT technique. We will now discuss these solutions.

5.6.1 Importance of Orthogonality

As the carriers are all sine/cosine waves, we know that area under one period of a sine or cosine wave is

zero, as shown in the Figure 5.22.

The sine and cosine waves are orthogonal, because at the time when the sine is at its maximum the

cosine wave is at its minimum. Mathematically two signals are called orthogonal if the following

condition is met:

ðT

0

S1ðtÞ:S*2ðtÞdt ¼ 0 ð5:13Þ

If we take a sine wave of frequencym and multiply with a sinusoid of frequency n, where bothm and n

are integers, then the integral over one period, for example, the area will be:

EðtÞ ¼ sinmot*sin not ¼1=2½cos ðm� nÞotþ cos ðmþ nÞot	
As these two components are also sinusoids then the integral or area under one period will also be zero.

ð2p

0

1

2
cosðm� nÞot�

ð2p

0

1

2
cosðmþ nÞot ¼ 0� 0 ð5:14Þ

We can conclude that when wemultiply a sinusoid of frequency n by a sinusoid of frequencym (where

m and n are integers), the area under the product is zero. In general for all integer values ofm and n, sinnx,

sinmx, cosnx, cosmx are all orthogonal with each other. These frequencies are called harmonics.

However, remember, when m¼ n, the above result is not zero, for example, the area is not zero. This

principle is used inOFDM,where the orthogonality between the carriers allows overlapping of the carriers

and transmitting simultaneously.

Positive and negative
areas will cancel over a
period

Positive and negative
areas will cancel over a
period

+ Area
+ Area

+ Area

– Area
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Figure 5.22 Sine and cosine wave area over a period
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The receiver acts as a bank of demodulators, translating each carrier down to dc, with the resulting

signal integrated over a symbol period to recover the raw data. If the other carriers all beat down the

frequencies (in the time domain, take a whole number of cycles in the symbol period T) then the

integration process results in zero contribution from all these other carriers. Thus, the carriers are linearly

independent (that is, orthogonal) if the carrier spacing is a multiple of 1/T. To maintain orthogonality

between carriers, it is necessary to ensure that the symbol time contains one or multiple cycles of each

sinusoidal carrier waveform. Generally, the carrier frequencies are chosen as integer multiples of the

symbol period.

Themain concept inOFDM is orthogonality of the sub-carriers. This special property prevents adjacent

carriers in OFDM systems from interfering with one another; in the same manner that the human ear can

clearly distinguish between each of the tones created by the adjacent keys of a piano. OFDM can also be

considered a multiple access technique as an individual carrier or groups of carriers can be assigned to

different users. Each user can be assigned a predetermined number of carriers when they have information

to send, or alternatively, a user can be assigned a variable number of carriers based on the amount of

information they have to send. The media access control (MAC) layer controls the assignments and

schedules the resources based on user demand.

OFDM is similar to FDMbutmuchmore spectrally efficient because the sub-channels are spacedmuch

closer together. This is done by finding frequencies that are orthogonal, which means that they are

perpendicular in a mathematical sense, allowing the spectrum of each sub-channel to overlap with the

other, without interfering with it. Consider a simple example: let us consider that a bandwidth of “5f” is

available for transmission. Firstly wewill see that if we use the FDM technique and if each of the narrow-

band carriers takes a bandwidth of f, then all of the five carriers can be accommodated using the FDM

technique. This is shown in Figure 5.23.

However, if the frequencies are integer multiples of each other, for example, f5¼ 5f1, f4¼ 4f1, f3¼ 3f1,

f2¼ 2f1, then these can be closely spaced, as they will not interfere with each other and when one of the

power spectrums is at the maximum position, at that time the other’s power spectrum will be at the

minimum position. The signal spacing can be shown in Figure 5.24.

Now for each carrier of bandwidth f, the total spacing required for five carriers will be approximately

�3f. This clearly indicates better usage of the spectrum. We have almost 50% bandwidth saving.

The waveform of carriers in OFDM transmission and the transmission power spectrum are shown in

Figure 5.25. Notice that the peak of each tone corresponds to a zero level, or null, of every other carrier.

The result of this is that there is no interference between the carriers. When the receiver samples at the

center frequency of each carrier, then only the desired carrier’s energy will be present at that point (along

with the noise signal).

The power spectrum for a single carrier, multi-carrier, and an OFDM based multi-carrier system is

shown in the Figure 5.26.

f1

f f f f f
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Figure 5.23 Carrier assignment using FDM technique
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5.6.2 Mathematical Description of OFDM

OFDM transmits a large number of narrow-band carriers, closely spaced in the frequency domain.

Mathematically, each carrier can be described as a complex wave [1]:

SðtÞ ¼ AcðtÞ ejð2pfctþjcðtÞÞ
h i

ð5:15Þ

Ac(t) andFc(t) are the amplitude and phase of the carrier. The amplitude and phase can vary on a symbol

by symbol basis. The values of the parameters are constant over the symbol duration period T.

OFDM consists of many carriers. Thus the complex signals Sn(t) is represented by:

SnðtÞ ¼ 1

N

XN� 1

n¼0

AnðtÞ ejð2pfntþjnðtÞÞ
h i

ð5:16Þ

where on¼o0 þ n.Do. This is of course a continuous signal. If we consider the waveforms of each

component of the signal over one symbol period, then the variables An(t) and Fn(t) take fixed values,

which depend on the frequency of that particular carrier, and can be rewritten as: Fn(t)¼Fn and
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Figure 5.24 OFDM spectrum
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Figure 5.25 OFDM transmission wave and power spectrum
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An(t)¼An. If the signal is sampled using a sampling frequency of 1/T, then the resulting signal is

represented by:

SnðkTÞ ¼ 1

N

XN� 1

n¼0

AnðtÞ ejð2pðf0 þ nDf ÞkT þfnÞ
h i

ð5:17Þ

At this point, we have restricted the time overwhichwe analyze the signal toN samples. It is convenient

to sample over the period of one data symbol. Thuswe have a relationship: t¼NT. Now, ifwe simplify the

above equation, without a loss of generality by letting fo¼ 0, then the signal becomes:

SnðkTÞ ¼ 1

N

XN� 1

n¼0

AnðtÞ ej2p:n:Df :kT
0

h i
:ejfn ð5:18Þ

In above equation, the functionAne
jfn is nomore than a definition of the signal in the sampled frequency

domain and S(kT) is the time domain representation. The above equation can be compared with the

general form of the inverse Fourier transform:

sðkTÞ ¼ 1

N

XN� 1

n¼0

S
n

NT

� �
:ej2pnk=N ð5:19Þ

The above two equations are equivalent if Df¼ (Do/2p)¼ (1/NT)¼ 1/t. This is the same condition that

was required for orthogonality. Thus, one consequence of maintaining orthogonality is that the OFDM

signal can be defined by using Fourier transform procedures. Hence, according to its mathematical

distribution, on the transmitter side, inverse digital Fourier transform (IDFT) summarizes all sine and

cosine waves of amplitudes stored in an S[k] array, forming a time domain signal (Figure 5.27):
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Figure 5.26 Single-carrier versus multiple-carrier versus OFDM spectrum
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x n½ 	 ¼ 1

N

XN� 1

k¼0

XðkÞ:ej2pnk=N ¼ 1

N

XN� 1

k¼0

XðkÞ: cos k:
2p
N

n

� �
þ j:sin k:

2p
N

n

� �� �
ð5:20Þ

where

n¼ 0, 1, . . ., N� 1

WecanobservefromtheaboveequationthatIDFTtakesaseriesofcomplexexponentialcarriers,modulates

each of themwith a different symbol from the information array S[k], andmultiplexes all this to generateN

samples of a time domain signal. These carriers are orthogonal and frequency spaced with Df¼ 2p N.

At the receiver side, the inverse process is performed. The time domain signal constitutes the input to a

DFT block, which is implemented using the FFT algorithm. The FFT demodulator takes the N time

domain transmitted samples and determines the amplitudes and phases of sine and cosine waves forming

the received signal, according to the equation below:

X k½ 	 ¼ 1

N

XN � 1

n¼0

xðnÞ:e� j2pnk=N ¼ 1

N

XN � 1

n¼0

xðnÞ: cos k:
2p
N

n

� �
� j:sin k:

2p
N

n

� �� �
ð5:21Þ

where

k¼ 0,1, . . ., N� 1

5.6.3 Mathematics to Practice

Let us take an example, consider that there are three users and the total frequency band ofBHz is available

for transmission as shown in Figure 5.28. Suppose this bandwidth is divided into N sub-carriers using the

OFDM technique. Now, these N sub-carriers are distributed between these three users according to their

needs, where, for example, the first user has two sub-carriers with frequency f1 and f2. The serial data

stream from the user-1 source is combined together to form symbols (each symbol will contain the

appropriate number of bits according to the modulation used – QAM, QPSK. . .), then these respective

symbols will be divided into two parallel sub-streams (as there are two sub-carriers assigned to user-1).

The symbol is then bifurcated to the I and Q path and multiplied by the sine and cosine of the respective

assigned orthogonal frequency (f1 for path 1 and f2 for path-2). The same is applied for other users; and

finally these signals are added together, up-converted and transmitted. The reverse process is performed at

the receiver side.

Thus our first problem is solved, now let us see how to solve the second problem.

X[0] .e
j.0
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Figure 5.27 IDFT operation from different complex exponential carriers
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5.6.4 Digital Implementation of Fourier Transform

Digital signals are discrete in nature and require storage space associated with the large volume of data. If

the data volume is large, then it becomes difficult for the digital signal processor (DSP) to handle this. DSP

can work only with the Fourier transform of a discrete wave that is finite in length, which means that

discrete Fourier transform (DFT) is suitable to do this. However, as the processing of DFT takes lots of

time, so the use of digital techniques was not popular for this implementation. The DFT of a continuous

time signal sampled over the period of T, with a sampling rate of Dt can be given as:

sðmDf Þ ¼ T

N

XN� 1

n¼0

SðnDtÞ:ej2p:m:Df :n:Dt ð5:22Þ

where

Df¼ 1/T, and is valid at frequencies up to fmax¼ 1/(2Dt)

Alhough OFDM is an old technology, it was not very popular early on because of this difficulty. In 1965 a

paper was published by Cooley and Turkey describing a very different algorithm to implement the DFT

[2], which is known as fast Fourier transform (FFT). Subsequently, at the transmitter and receiver side the

OFDMsignal generation and reception have been implemented using efficient FFT techniques that reduce

the number of operations from N2 (in DFT) down to N log N. The ability to define the signal in the

frequency domain, in software on VLSI processors, and to generate the signal using the inverse Fourier

transform is the key to its current popularity.

5.6.5 OFDM History

A brief history of OFDM technology is described in Table 5.3.

Today, OFDMenables the creation of a very flexible system architecture that can be used efficiently for

a wide range of services, including both voice and data. In order to create a rich user experience for any
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mobile system, it must provide ubiquitous, fast and user-friendly connectivity. OFDM has several unique

properties that make it especially well suited to handle the challenging environmental conditions that

mobilewireless data applications must operate in, which is why, it has been chosen as a potential physical

layer solution for LTE and 4G system.

5.6.6 Key Advantages of the OFDM Transmission Scheme

1. Makes efficient use of the spectrum by allowing frequency spectrum overlap.

2. By dividing the channel into narrow-band flat fading sub-channels, OFDM is more resistant to

frequency selective fading than single carrier systems are.

3. Eliminates ISI and IFI through use of a cyclic prefix.

4. Using adequate channel coding and interleaving one can recover symbols lost due to the frequency

selectivity of the channel.

5. Channel equalization becomes simpler than by using adaptive equalization techniques with single

carrier systems.

6. It is possible to use maximum likelihood decoding with reasonable complexity. Thus OFDM is

computationally efficient, when the FFT technique is used to implement the modulation and

demodulation functions.

7. In conjunction with differential modulation there is no need to implement a channel estimator.

8. Less sensitive to sample timing offsets than single carrier systems.

9. Provides good protection against co-channel interference and impulsive parasitic noise.

5.6.7 Drawbacks of OFDM

1. Interference Between OFDM Symbols – Usually a block is referred to as an “OFDM symbol.”

When OFDM transmits data in blocks through thewireless channel, due tomultipath and other related

channel impairments the blocks of signal will overlap, for example, interfere with each other as shown

in the Figure 5.29. This type of interference is called inter-block interference (IBI), which will

eventually lead to ISI, as two adjacent blockswill overlap, causing the distortion of the symbol affected

by overlapping.

In order to combat this interference, one of the possible approaches was to introduce “a silence period”

between the transmitted frames. Known as “zero prefix,” this silence period consists of a number of

zero samples, added to the front of each symbol. However, the zero-padding does not seem to be the

ideal solution, because the zero prefix will destroy the periodicity of the carriers. The demodulation

process that uses FFTwill be facilitated by keeping this periodicity, as wewill see next. Instead of this

“quiet period” zero prefix,we could use a cyclic prefix (CP) at the beginning of each symbol. The cyclic

Table 5.3 Brief history of OFDM technology

Year Events

1950 Concept of multi-carrier modulation with non-overlapping sub-channels

1960 Orthogonal sub-channels: the first OFDM scheme was proposed by Chang in 1966 for

dispersive fading channels

1970 A US patent filed, used in military applications

1980 OFDM employing QAM with DFT technique is developed

1990 Various standards developed for wire line and wireless systems based on OFDM

2000 Applications in cellular environments
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prefix consists of the last L samples of the OFDM symbol that are copied to the front of the data block.

Of course, the price to pay is a decrease in the transmission efficiency with a factor of T/(T þ Tg),

representing a ratio between the useful and the total transmission time for an OFDM symbol.

2. Peak Power Problem of OFDM – In a multi carrier modulation, the combined signal is the sum of

modulated signals with sub-carriers. When the phase of each modulated signal is in-phase the multi-

carriermodulated signalwill have a very high peak power. Thiswill influence the linearity of the power

amplifier and the amplifier may go to a non-linear region and signal clipping can happen. Therefore, it

requires RF power amplifiers with a high peak to average power ratio.

3. DFTLeakage – It ismore sensitive to carrier frequency offset and drift than single carrier systems are

due to DFT leakage.
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6

GSM System (2G) Overview

6.1 Introduction

GSM (Global System for Mobile Communications) is the world’s first cellular system to specify digital

modulation, network level architectures and services. Today, it is themost popular second generation (2G)

technology, having more than one billion subscribers worldwide.

6.2 History of GSM

During the early 1980s, analog cellular telephone systems were experiencing rapid growth in Europe,

particularly in Scandinavia and theUnited Kingdom. Each country was developing its own system,which

was incompatible with other network’s equipment and operation. This was not a desirable situation,

because the operation of suchmobile equipment was limited towithin the national boundaries, and due to

this incompatibility issue, the equipment had very limited markets. Soon the limitation of this economic

scale and opportunities for this market potential were realized. In 1982, the main governing body of the

European telecommunication operators, known as CEPT (Conference Europe des Posts et Telecommu-

nications) was formed. To overcome the above issue, the task of specifying a common mobile

communication system for Europe in the 900MHz frequency band (initially) was given to the Group

Special Committee (GSM),whichwas aworking group ofCEPT.This groupwas formed to develop a pan-

European public land mobile system. The proposed system had to meet several criteria, such as: (1) good

subjective speech quality, (2) ability to support handheld terminals, (3) low terminal and service costs, (4)

support for a range of new services and facilities, (5) support for international roaming, (6) ISDN

compatibility, and (7) good spectral efficiency.

In 1989, the GSM responsibility was transferred to the European Telecommunication Standards

Institute (ETSI), and in 1990 phase I of the GSM standard’s specifications were published. Commercial

servicewas started inmid-1991, and by 1993 about 36GSMnetworkswere operational in 22 countries. In

1992, GSM changed its name to “Global System for Mobile Communications” for marketing reasons. In

Phase II of the GSM specifications, which were frozen in June 1993, the GSM 900 and the DCS 1800

(Digital Cellular System – at the request of the UK a version of GSMoperating in the 1800MHz bandwas

included in the specification process) were combined into the same set of documents. Today, GSM has

become very popular and over more than 400 GSM networks (including DCS1800 and PCS1900)

are operational in 130 countries around the world. A brief history of GSM development is included

in Table 6.1.
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6.3 Overview of GSM Network Architecture

AGSM network is composed of several functional entities, whose functions and interfaces are properly

defined in the GSM specification. Figure 6.1 shows the architecture of the GSM network. The GSM

network can be broadly divided into three parts: (1) the mobile station (MS) – this is themobile part and is

carried by the user; (2) the base station subsystem (BSS) – this controls the radio link with the mobile

station; (3) the network subsystem (NSS) – the main part of the NSS is the mobile services switching

center (MSC), which performs the switching of calls between the mobile and other fixed or mobile

network users, as well as management of mobile services, such as authentication, ciphering , and so on.

Another part, which is also shown in the Figure 6.1, is the operations and maintenance center (OMC),

which oversees the correct operation and setup of the network. The mobile station and the base station

subsystem communicate via the Um interface, also known as the air interface or radio link. The base

station subsystem communicates with the mobile service switching center via the A interface.

6.3.1 Mobile Station (MS)

The MS is the mobile unit, which consists of the physical equipment used by the subscriber to access a

network in order to use the services offerd by this network. TheMS is composed of two distinct functional

entities: the subscriber identity module (SIM) and mobile equipment (ME) (see Figure 6.2).

6.3.1.1 SIM

The SIM is a credit card sized smart card, which can be used by the subscriber to personalize an ME.

Inserting a valid SIM card into anyGSMmobile equipment (ME), the user will be able to receive or make

calls using that mobile phone. In the first generation analog cellular systems, a user’s unique electronic

serial number (ESN) is programmed directly into themobile phone. Thismakes it difficult to switch to any

Table 6.1 GSM history

Year Events

1982 CEPT establishes GSM group in order to develop the standards

for a pan-European cellular mobile system.

1985 Adoption of a list of recommendations to be generated by the group.

1986 Field tests were performed in order to test the different

radio techniques proposed for the air interface.

1987 TDMA (in combination with FDMA) is chosen as access method.

Initial Memorandum of Understanding signed by

the telecommunication operators (representing 12 countries). GSM spec drafted.

1988 Validation of the GSM system. The European

Telecommunications Standards Institute (ETSI) was founded.

1989 The responsibility of the GSM specifications is passed to the ETSI.

1990 Appearance of phase I of the GSM specifications. DCS adaptation starts.

1991 Commercial launch of the GSM service in Europe.

1992 Actual launch of commercial service, and enlargement of countries that signed the GSM.

GSM changed its name to Global System for Mobile Communication.

1993 Several non-European countries in South America, Asia, and Australia adopted GSM.

1995 Phase II of the GSM specifications. Coverage of rural areas.

GSM 1900 was implemented in USA.
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other networks (operators). In such a situation, the subscriber needs to exchange or reprogram the mobile

phone. The introduction of a SIM card provides subscribers with the complete freedom to switch between

different network operators. The SIM provides personal mobility, so that the user can have access to all

subscribed services irrespective of both the location of the terminal and the use of specific mobile

equipment. The introduction of SIM also allows the subscribers to change the ME without changing the

number or subscription details. Internal details about the SIM are discussed in Chapter 10.

6.3.1.2 ME

Themobile equipment (ME) can be subdivided into three functional blocks. (1) Terminal equipment (TE)

– this performs functions specific to a particular service, such as a FAXmachine, but does not handle any

functions specific to the operation of the GSM system. (2) Mobile terminal (MT) – this contains all the

Figure 6.1 GSM network architecture

SIM + ME = MS

Figure 6.2 SIM, ME, and MS
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functionalities related to the transmission and reception of information over the GSM radio interface, for

example,GSM radiomodempart. (3) Terminal adapter (TA) – this is used to ensure compatibility between

theMTand TA , for example, a TAwould be required to interface between an ISDN-compatibleMTand a

TA with a modem interface.

6.3.2 Base Station Subsystem (BSS)

The base station subsystem acts like a local exchange of awire-line system. This is composed of two parts,

the base transceiver station (BTS) and the base station controller (BSC).

6.3.2.1 Base Transceiver Station (BTS)

Abase transceiver station (BTS) performs all the transmission and reception functionswithMS relating to

GSMvia aUm (air) radio interface and on the other side it communicateswith BSCvia anA-bis interface.

The BTS houses the radio transceivers that define a cell and handles the radio-link protocols with the

mobile station. A BTS is comprised of radio transmitters and receivers, antennas, interface to the PCM

facility, and so on, and the tasks include RF transmission and reception, channel coding/decoding, and

encryption/decryption and so on.

6.3.2.2 Base Station Controller (BSC)

A group of BTSs are connected to a particular base station controller (BSC), which manages the radio

resources for them. Themanagement functions include: the allocation of radio channels to theMSs on call

set up, determining when the handover is required, identifying suitable BTS, and controlling the

transmitted power of an MS to ensure that it is sufficient to reach the serving BTS. The mobile stations

normally send a measurement report about their received signal strength and quality every 480ms to the

BSC. With this information the BSC takes decision about- when to initiate the handovers to other cells,

when to change the BTS transmitter power, and so on. The BSS is the connection between the mobile and

the mobile service switching center (MSC). The BSC also translates the 13 kbps voice channel used over

the radio link to the standard 64 kbps channel used by the public switched telephone network or ISDN.

Typically, a BSC may control up to 40 BTSs and the capability of the BSCs varies from manufacturer to

manufacturer. The functions of BTS and BSC are specified in Table 6.2.

Table 6.2 BTS and BSC Functions

Functions BTS BSC

Management of radio channels Yes

Frequency hopping Yes Yes

Management of terrestrial channels Yes

Mapping of terrestrial onto radio channels Yes

Channel coding and decoding Yes

Rate adaptation Yes

Encryption and decryption Yes Yes

Paging Yes Yes

Uplink signal measurements Yes

Traffic measurement Yes

Authentication Yes

Location registry and location update Yes

Handover management Yes
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6.3.3 Network Subsystem (NSS)

6.3.3.1 Mobile Services Switching Center (MSC)

The central component of the network subsystem is the mobile services switching center (MSC). It acts

like a normal switching node of the PSTN or ISDN, and in addition it provides all the functionality

needed to handle amobile subscriber, such as registration, authentication, ciphering, location updating,

handovers, generation of call records, and call routing to a roaming subscriber. These services are

provided in conjunction with several functional entities, which together form the network subsystem.

The MSC provides the connection to the public fixed network (PSTN or ISDN). Signaling between

functional entities uses the ITUT signaling system number 7 (SS7), which is used in ISDN and widely

used in current public networks. The network operator may also select one or more MSCs to act as

gateway MSCs (GMSC). This provides the interface between the PLMN and external networks. MSC

does not contain information about particular mobile stations, so this information is stored in the

location registers.

6.3.3.2 Home Location Register (HLR)

A Home Location Register (HLR) is a database that contains semi-permanent mobile subscriber

information for a wireless operators’ entire subscriber base. Responsibilities of the HLR include:

management of service profiles,mapping of subscriber identities (MISDN, IMSI), supplementary service

control and profile updates, execution of supplementary service logic, for example, incoming calls barred

and passing subscription records to the VLR. Two types of information are stored in the HLR: the

subscriber information and part of themobile information to allow incoming calls to be routed to theMSC

for the particular MS. HLR subscriber information includes the international mobile subscriber identity

(IMSI), location information, service restrictions, and supplementary services information, service

subscription information, and so on. The HLR contains all the administrative information of each

subscriber registered in the corresponding GSM network, along with the current location of the mobile.

The current location of themobile is in the form of amobile station roaming number (MSRN, please refer

to Section 6.8.5). Request information from the HLR or update the information contained in the HLR is

handled by SS7 transactions with theMSCs and VLRs. The HLR also initiates transactions with VLRs to

complete incoming calls and to update subscriber data. Traditionalwireless network design is based on the

utilization of a single Home Location Register (HLR) for each GSM network, but growth considerations

are prompting operators to consider multiple HLR topologies and this can also be implemented as a

distributed database.

6.3.3.3 Visitor Location Register (VLR)

AVisitor Location Register (VLR) is a database that contains temporary information concerning the

mobile subscribers that are currently located in a givenMSC serving area, but whose HLR is elsewhere.

The information in VLR includes MSRN, TMSI, MS ISDN number, IMSI, HLD address, local MS

identity (if any), the location area in which the MS has been registered, data related to supplementary

services, and so on. When a mobile subscriber roams away from his home location into a remote

location, SS7messages are used to obtain information about the subscriber from the HLR, and to create

a temporary record for the subscriber in the VLR. There is usually one VLR per MSC. The HLR and

VLR, together with the MSC, provide the call routing and (possibly international) roaming capabilities

of GSM.
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6.3.3.4 Equipment Identity Register (EIR)

Each mobile station is identified by its International Mobile Equipment Identity (IMEI) number.

Equipment Identity Register (EIR) is a database that contains a list of all valid IMEI numbers. This

is used for security purposes and to prevent any illegal usage (see Section 8.1).

6.3.3.5 Authentication Center (AuC)

The authentication center (AuC) is an intelligent database concerned with the regulation of access to the

network, ensuring that services can only be used by those who are entitled to do so and that the access is

achieved in a secureway. TheAuCauthenticates each user (SIMcard) that attempts to connect to theGSM

core network (typically when the phone is powered on). It is a protected database that stores a copy of the

secret key stored in each subscriber’s SIM card,which is used for authentication and ciphering of the radio

channel.Generally, it contains the subscriber’s secret key (Ki) and theA3andA8 security algorithms. This

is discussed in detail in Chapter 9.

6.3.4 Operation and Maintenance Subsystem (OMSS)

The Operations and Maintenance Center (OMC) provides the means by which operators control the

networks. The Network Management Center (NMS) is concerned with the management of the entire

network and generally has a wider operational role than an OMC. The OMC is a management system that

oversees the GSM functional blocks. The OMC assists the network operator in maintaining satisfactory

operation of the GSMnetwork. It can be in charge of an entire public landmobile network (PLMN) or just

some parts of the PLMN.

6.4 PLMN and Network Operators

The GSM system is divided into a number of separate operational networks, each being operated

independently to a large extent from the others. Each of these networks is called a PLMN (Public Land

Mobile Network). The licenses for operating a GSM network in a country have been granted by

Government agencies or some other authority. The operator may be a private company (such as Orange,

Airtel, Vodaphone, AT&T), a public company or an administration, who buy the frequency licenses to

deploy the GSM network. So the PLMNs are operated by different operators and again each PLMN is

interconnected with other PLMNs, PSTNs or data networks and provide global communication access

to a mobile user. The access to PLMN services is achieved by means of air interface (discussed in the

Chapter 7) involving radio communications between MS and land based base stations (BTS). Most

countries have several PLMNs, whose coverage areas can overlap partially or completely through

appropriate frequency planning. This may cause problems in the border areas of a country. So, one

restriction that has been imposed by CEPT, is that the commercial coverage area of each PLMN should

be confined within the borders of one country.

6.4.1 Hierarchy of GSM Network Entities

Typically based on a geographical area, different cellular system providers deploy their own GSM

networks. Again in the same area, several GSM networks (belonging to different operators) can co-exist,

as shown in the Figure 6.3, where over the same geographical area, operator A and operator B deploy their

services. They have taken licenses for different radio frequencies (in a GSM band) to operate in the same

zone. The MS belonging to operator Awill have SIM-Awhereas MS belonging to operator B will have

SIM-B inside it.
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Cell sizes vary from100mup to 35 kmdepending on user density, geography, transceiver power, and so

on. A cell site of any operator may typically contain a single BTS with one antenna subsystem (Omni-

directional antenna, transmitting power equally in all directions) or a cell is split into several sectors (this

is called sectorization) and involves dividing the cell into number of sectors (see Figure 6.4). One way to

think about sectors is to consider them as separate smaller cells covering particular zones using directional

antennas. Thus the advantage here is that the base stations corresponding to these divided sectors are co-

located, which leads to saving of space, resources, and cabling. Sectorization is achieved by having a

directional antenna at the base station that focuses the transmissions into the sector of interest and is

designed to be null in other sectors. The ideal end result is an effective creation of new smaller cells

without the added burden of new base stations and network infrastructure. This can help to increase

network capacity and also to reduce the required transmission power.

The hierarchy of GSM network entities is shown in the Figure 6.5.
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Figure 6.3 GSM network deployment by different operators
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6.4.2 GSM Network Areas

The GSM network is made up of geographic areas. As shown in Figure 6.6, these areas include cells,

location areas (LAs),MSC/VLR service areas, and public landmobile network (PLMN) areas. The cell is

the area, where radio coverage is given by one base transceiver station (BTS). TheGSMnetwork identifies

each cell via the cell global identity (CGI) number assigned to each cell. The location area is a group of
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Figure 6.4 Sectorization of a cell
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cells. It is the area in which the subscriber will be paged. Each LA is served by one or more base station

controllers, but only by a single MSC. Each LA is assigned a location area identity (LAI) number. An

MSC/VLR the service area represents the part of theGSMnetwork that is covered by oneMSC andwhich

is reachable, as it is registered in the VLR of the MSC. The PLMN service area is an area served by one

network operator.

As described earlier, there can be several network operators for a GSM service area. Hence there can be

several PLMNs belonging to different operators in a GSM service area.

6.4.3 Objectives of a GSM PLMN

AGSM PLMN cannot establish calls autonomously other than local calls between mobile subscribers. In

most cases, the GSM PLMN depends upon the existing wire-line networks to route the calls via PSTN.

Most of the time the service provided to the subscriber is a combination of the access service by a GSM

PLMN and the service by some existing wire-line network. The general objectives of a GSM PLMN are:

(1) to provide the subscriber a wide range of services and facilities, both voice and data, that are

compatible with those offered by existing networks (PSTN, ISDN, etc.); (2) to introduce a mobile service

system that is compatible with the ISDN; (3) to provide facilities for automatic roaming, locating, and

updating of mobile subscribers; and (4) efficient use of the frequency spectrum.

6.4.4 PLMN

As discussed previously, a GSM network is a public land mobile network (PLMN). GSM uses the

following sub-division of the PLMN.

1. Home PLMN (HPLMN) – The HPLMN is the GSM network to which a GSM user originally

subscribed to. GSM user’s subscription data reside in the HLR of HPLMN. During registration in

another PLMN, the HLR may transfer the subscription data to a VLR or to a GMSC during mobile

terminating call handling. The HPLMN may also contain various service nodes, such as a short

message service center (SMSC), service control point (SCP), and so on.

2. Visitor PLMN (VPLMN) – The VPLMN is the GSM network where a subscriber is currently

registered. Originally the subscriber may be registered in HPLMN (or in another PLMN).

3. Interrogating PLMN (IPLMN) – The IPLMN is the PLMN containing the GMSC that handles

mobile terminating (MT) calls. GMSC always handles the MT calls in the PLMN, regardless of the

GSM service area

PLMN service area (belongs to one operator)

NSC/VLR

Location area

Cell

Figure 6.6 GSM network areas
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origin of the call. Formost operators,MT call handling is done by aGMSC in theHPLMN; in this case,

the HPLMN is the same as IPLMN. Once the call has arrived in the HPLMN, the HPLMN acts

as IPLMN. When basic optimal routing (BOR) is applied, the IPLMN is not the same PLMN as

the HPLMN.

6.5 GSM Mobility and Roaming

Roaming in the GSM network is possible through the separation of switching capability and subscription

data. It should be noted that the grouping of several operationally independent PLMNs and forwarding

data among them, enables the roaming service, inwhich the user canmove across areas but keeping access

to their subscribed services linked to their SIM.Thismeans that the PLMNs should communicate between

themselves to offer the user mobility. A GSM subscriber’s subscription data is permanently registered in

the HLR of HPLMN. The GSM operator is responsible for provisioning this data in the HLR. However,

whatever the subscription conditions may be, an emergency call is the only service that is available

anywhere in the system. The MSC and GMSC in a PLMN are not specific for one subscriber group. The

switching capability of the MSC in a PLMN may be used by that PLMN’s own subscribers, and also by

inbound roaming subscribers. For example, one GSM user, who is a subscriber of PLMN-1, roams to

PLMN-2. The HLR in PLMN-1 transfers the user’s subscription data to the MSC/VLR in PLMN-2. The

subscriber’s subscription data remain in that MSC/VLR as long as the user is served by a BSS that is

connected to that MSC. Even when the user switches the MS OFF and later ON again, the subscription

data remain in the MSC. When MS is being switched off for an extended period of time, then the

subscription datawill be purged from theMSC.When the subscriber switchesMSon again, the subscriber

has to re-register with the MSC, which entails the MSC asking the HLR in the HPLMN to re-send the

subscription data for that subscriber.

When a subscriber moves from one MSC service area (such as MSC-1) to another MSC service area

(such as MSC-2), the HLR will instruct MSC-1 to purge the subscription data of this subscriber and will

send the subscription data to MSC-2.

6.6 GSM PLMN Services

The GSM PLMN defines a group of communication capabilities that the service providers can offer to its

subscribers. Features that can be supported in the GSM network, such as establishing a voice call,

establishing a data call, sending a short message, and so on, are classified as basic services. The user needs

to have a subscription in order to use the GSM basic service. The handling of basic services is fully

standardized. Thus, when the subscriber roams into another GSM network, the user may use the basic

services (which he/she subscribed to) in that network (provided that that those basic services are also

supported in that new network). The HLR will send a list of subscribed basic services to the MSC/VLR

during registration.When aGSMsubscriber initiates a call, theMS supplies a set of parameters describing

the circuit switched connection that is requested to the serving MSC. The MSC uses these to derive the

basic service for this call. The rules for deriving the basic service are specified inGSMTS09.07. TheMSC

then checks whether the subscriber has a subscription to the requested basic service, that is, whether the

subscription data in the VLR contains that basic service. If the service is not subscribed to, then the MSC

does not allow the call. The basic service is not transported over ISUP.

1. Basic services are divided into two groups: tele-services and bearer services.

a. Bearer Services – These services give the subscriber the capacity required to transmit appropriate

signals between certain access points (mobile user and network interfaces.), such as asynchronous

data and synchronous data bearer services.
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b. Tele-services – The tele-services are telecommunication services as well as functions that enable

communication between users, and are based on protocols agreed on by the network operators.

Examples include speech transmission, SMS, e-mail, facsimile, teletext transmission. Please refer

to GSM TS 02.03 for the available tele-services (TS).

2. Supplementary Services are the services offered to enrich the user experiences, and are modified or

supplement the basic telecommunication services. They are offered together or in association with

basic communication services. For example, the ability to put calls on hold, call waiting, and caller-ID,

and so on. Supplementary services may be provisioned for an individual basic service or for a group of

basic services, for example, a subscriber may have the barring of all outgoing calls for all tele-services

and all bearer services, except SMS (tele-service group 20). Such a subscriber is barred from

establishing outgoing calls (except for emergency calls), but may still send short messages. Some

supplementary services may be activated or deactivated by the user. Examples include call forwarding

and call barring. An operator may decide to bar certain subscribers or subscriber groups from

modifying their supplementary services.

In addition, we have the value added services. Value added services are supplied by the respective

service provider or network operator, and can be transmitted either via a normal telephone call or via SMS:

examples include reserving a hotel room, a flight or a hire car.

6.7 GSM Interfaces

6.7.1 Radio Interface (MS to BTS)

The air interface between the BTS and MS is known as the Um interface. The manufacturers of network

and MS might not be same, but these have to be compliant with each other, in order to work together in a

GSM system. The air interface is defined, so that MS and network manufacturers can design their

equipment independently following the standards so that the outcomes will be compatible. More about

this and the radio transmitter design aspect will be discussed in the next chapter.

6.7.2 Abis Interface (BTS to BSC)

The interface between BTS and BSC is known as Abis standard interface. The primary functions carried

over this interface are traffic channel transmissions, radio channel management, and terrestrial channel

management. This interface mainly supports two types of communication links: (1) traffic channels at 64

kbps, which carry speech or user data for a full or half rate radio traffic channel, and (2) signaling channels

at 16 kbps, which carry information for BSC-BTS and BSC-MSC signaling. The BSC handles LAPD

channel signaling for every BTS carrier. The lower three layers are based on the OSI/ITU-T recommen-

dation: physical layer (ITU-T recommendation G.703 and GSM recommendation-08.54), data link layer

[GSM recommendation 08.56 (LAPD)], and network layer (GSM recommendation 08.58). Transparent

and non-transparent are the two types of messages handled by the traffic management procedure part of

the signaling interface. BTS does not analyze the transparent messages between the MS and BSC-MSC.

6.7.3 A Interface (BSC to MSC)

The “A” interface is used for interconnections between the BSS radio subsystem and MSC. The physical

layer of the “A” interface supports a 2 Mbps standard CCITT digital connection. The signaling transport

uses the message transfer part and the signaling connection control part of SS7. The data transfer and

protocol on these interfaces are discussed in detail in the Chapter 8.
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6.8 GSM Subscriber and Equipment Identity

TheGSMsystemdistinguishes explicitly theuser and thedevices anddealswith theseaccordingly.Theuser

andmobile equipment in the system separately get their own internally unique identifiers. The user identity

is associated with a subscriber identity module (for example, IMSI associated with SIM) and the device

identity is associated with the equipment number (for example, IMEI associated with mobile equipment).

These are described in the next section.AnMShas a number of identities including the InternationalMobile

Equipment Identity (IMEI), International Mobile Subscriber Identity (IMSI), and the ISDN number.

These are needed for management of subscriber mobility and for addressing all the network elements.

6.8.1 International Mobile Equipment Identity (IMEI)

The IMEI (International Mobile Equipment Identity) is a unique 15-digit code used to identify an

individual GSMmobile station in a GSM network. It is stored inside the mobile device by programming

the EPROM inside the MS and should not be changed subsequently. When new mobile equipment is

registered for the first time for use in a network, its IMEI number is stored in the Equipment Identity

Register (EIR) of the network.

IMEI ¼ TACþ FACþ SNRþ spare

where the TAC (type approval code) is determined by a central GSM/PCS body (6 digits), the FAC (final

assembly code) identifies the manufacturer (2 digits), the SNR (serial number) uniquely identifies all

equipment within each TAC and FAC (6 digits), and a spare (1 digit).

The format of an IMEI is AABBBB–CC-DDDDDD-E. The significance of each digit is explained

in the Table 6.3.

An IMEI is marked as invalid if it has been reported stolen or is not type approved. IMEI numbers are

classified as follows. (1)White – valid GSMmobile stations. TheWHITE list contains the series of IMSIs

that have been allocated to MEs and can be used legally on the GSM network. (2) Grey – GSM mobile

stations to be tracked. The network operator use aGREY list to hold the IMSIs ofMEs thatmust be tracked

by the network for evaluation purpose. (3) Black – barred mobile stations. The BLACK list contains the

IMSIs of all MEs that must be barred from accessing the GSM network. This will contain the IMSIs of

stolen and malfunctioning MEs.

The EIR is used to store three different lists of IMSIs. The network commands theMS to send its IMEI

number during a call, or access attempt. Once it receives the IMEI number, the IMEI is passed to the EIR

by the servingMSCand the IMEI check is performed in the EIR (black orwhite listed) and the result of the

IMEI check is returned by the EIR to the serving MSC. EIR checks whether this is in a black or white list

and if it is found that it is included in the black list, then the network simply send an “illegalME”message

and terminate the call or access attempt.

Table 6.3 IMEI format

Digit Significance

AA Country code

BBBB Final assembly code

CC Manufacturer code. This varies according to the manufacturer,

such as for NOKIA it is 10 or 20 and MOTOROLA it is 07

DDDDDD Serial number

E Unused
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The IMEI number of most mobile phones can be displayed by dialing the code �# 06 #. Usually this is
printed on the compliance plate under the battery.

6.8.2 International Mobile Subscriber Identity (IMSI)

The IMSI is a unique non-dialable number allocated to each mobile subscriber in the GSM system that

identifies the subscriber and user subscription within the GSM network. IMSI is assigned to an MS at the

time of subscription time by the network provider, when the subscriber receives a new SIM card. This is

stored inside the subscriber identitymodule (SIM) and in the network side it is also stored in theHLR. The

IMSI is a unique 15-digit code used to identify an individual user on a GSM network. It consists of three

components: (1)mobile country code (MCC) – a 3 digits (home country), (2)mobile network code (MNC)

– 2 digits (home GSM PLMN), and (3) mobile subscriber identity number (MSIN) – 10 digits.

6.8.3 Temporary International Mobile Subscriber Identity (TIMSI)

The TIMSI is a pseudo-random number generated from the IMSI number. The TIMSI is introduced in

order to avoid the need to transmit the IMSI over-the-air, which helps to keep the IMSI more secure. The

TMSI is assigned to anMSbyVLR after the initial registration. This only has local significance in the area

handled by theVLR. It is not passed toHLR.Themaximumnumber of bits that can be used for theTMSI is

32. The TMSI is also stored temporarily in the SIM. Before themobile is switched off, the current TMSI is

stored into the SIM, so that during the next registration process this same number can be used to make the

initial process faster.

6.8.4 Mobile Subscriber ISDN Number (MSISDN)

MSISDN is the mobile station’s real telephone number, through which it is called by another party.

Primarily the MSISDN and IMSI are separated, because of the confidentiality of the IMSI, as the IMSI

should not be made public. One cannot derive the subscriber identity from the MSISDN, unless the

association of IMSI andMSISDNas stored in theHLRhas beenmade public. So using of a false identity is

difficult. In addition to this, a subscriber can hold several MSISDN numbers for the selection of different

services depending on the SIM. Each MSISDN of a subscriber is reserved for a specific service (voice,

data, fax, etc.). TheMSISDNcategories follow the international ISDNnumbering plan and therefore have

the following structure: (1) country code (CC) – up to 3 digits in place; (2) national destination code

(NDC) – typically 2–3 decimal places; and (3) subscriber number (SN) – maximum 10 decimal places.

TheMSISDN has a maximum length of 15 decimal digits. It is also stored in the HLR of the network. The

country is internally standardized, complyingwith ITU-TE.164 series. For example, India has the country

code 091, the USA 001, and so on. The national operator or regulatory administration assigns the NDC as

well as the subscriber number SN.

6.8.5 Mobile Station Roaming Number (MSRN)

The mobile station roaming number (MSRN) is a temporary location dependent ISDN number. It is

assigned by the locally responsible VLR to each mobile station in its area. Calls are routed to theMS by

using the MSRN. On request the MSRN is passed to the HLR then to the GMSC. The MSRN has the

same structure as the MSISDN: MSRN¼CC þ NDC þ SN. The components of CC and NDC are

determined by the visited network and depend on the current location. The SN is assigned by the current

VLR and is unique within the mobile network. The assignment of MSRN is done in such a way that the
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currently responsible switching nodeMSC in the visited network (CC þ NDC) can be determined from

the subscriber number. The MSRN can be assigned in two ways by the VLR: either at the registration

when theMS enters into a new location area (LA) or each timewhen the HLR requests it for setting up a

connection for incoming calls to the MS. In the first case, MSRN is also passed on from the VLR to

HLR,where it is stored for routing. In the case of the incoming call, theMSRN is first requested from the

HLR of the mobile station. This way currently responsible MSC can be determined, and the call can be

routed to this switching node. Additional localization information can be obtained from responsible

VLR. In the second case, theMSRN can not be stored in theHLR, as it is only assigned at the time of call

set-up. Therefore the address of the current VLR must be stored in the table of the HLR. Once the

routing information is requested from the HLR, the HLR itself goes to the current VLR and uses unique

subscriber identification (IMSI and MSISDN) to request a valid roaming number MSRN. This allows

further routing of a call.

6.8.6 Location Area Identity (LAI)

Each LA of a PLMN has its own identifier. The location area identifier (LAI) is also structured

hierarchically and internationally unique, with LAI again consisting of an internationally standardized

part and an operator dependent part: (1) country code (CC) – 3 decimal digits; (2) mobile network code

(MNC) – 2 decimal places; and (3) location area code – maximum 5 decimal places. The LAI is

broadcasted regularly by the BTs on the BCCH channel. Thus each cell is identified uniquely on the radio

channel as belonging to an LA, and eachMS can determine its current location through theLAI. If the LAI

that is heard by the MS changes, the MS notices this LA change and requests the updating of it location

information in the VLR and HLR – this is known as location update. The mobile station itself is

responsible for monitoring the local conditions for signal reception, to select the base station that can be

received best and to register with the VLR of that LAwhich the current base station belongs to. The LAI is

requested from the VLR, if the connection for an incoming call has been routed to the current MSC using

MSRN. This determines the precise location of the mobile station where the mobile can be subsequently

paged. When the mobile station answers the exact cell and the base station becomes known, this

information then can be used for call switching.

6.8.7 Local Mobile Subscriber Identity (LMSI)

The VLR can assign an additional searching key to each mobile station within its area to accelerate the

database access. This is the local mobile station identity. Generally, an LMSI contains of 4 octets. The

LMSI is assigned when mobile station registers with the VLR and is also sent to the HLR. The LMSI is

not used any further by the HLR, but each time messages are sent to the VLR concerning a mobile

station, the LMSI is added, so the VLR can use the short searching key for transactions concerning this

MS. This type of additional identification is only usedwhen theMSRN is newly assignedwith each call.

In this case, fast processing is very important to achieve short times for call set-up. As for the TMSI,

an LMSI is also assigned in an operator specific way, and it is only uniquewithin the administrative area

of a VLR.

6.8.8 Cell Identifier (CI)

Within an LA, the individual cells are uniquely identified with a cell identifier (CI), which contains a

maximum of 2� 8 bits. Together with the global cell identity (LAI þ CI), cells are thus also interna-

tionally defined in a uniqueway. InGSM, during execution of handover or after the handover is done, BSS

informs the core network (CN) about the new cell that is being used by the MS.
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6.8.9 Base Station Identity Code (BSIC)

In order to distinguish neighboring base stations in theGSMnetwork, theBTSs are assigned a unique base

transceiver station identity code (BSIC)which consists of two parts: (1) network color code (NCC) – color

codewithin a PLMN (3 bits); and (2) base station color code (BCC) –BTS color code (3 bits). TheBSIC is

broadcasted periodically by the base station via the synchronization channel (SCH).

6.8.10 Identification of MSCs and Location Registers

MSCs and location registers (HLR and VLR) are addressed with ISDN numbers. In addition, they may

have signaling point code (SPC) within a PLMN, which can be used to address them uniquely within the

signaling number 7 network.

6.8.11 PIN and PUK

PIN stands for personal identification number. A PIN code is a numeric value used in certain systems as a

password to gain access, and for authentication. A PIN is a 4–8 digit access code which can be used to

secure your mobile telephone from use by others. PIN2 (personal identity number 2) is a 4–8 digit access

code which can be used to access the priority number memory and the cost of calls. The PUK (personal

unblocking key) and PUK2 are used to unlock the PIN and PIN 2 codes, respectively, if your SIM card is

blocked. Generally, to change SIM card PIN the user has to dial �� 04 � old PIN � new PIN � new PIN #.
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7

GSM Radio Modem Design: From
Speech to Radio Wave

7.1 Introduction

Earlier in Chapter 5, we discussed about the various medium access techniques. In a GSM system, a

combination of time and frequency division multiple access (TDMA and FDMA) techniques are used to

multiplex the air medium among the users. For uplink and downlink separation, GSM uses a frequency

division duplex (FDD) technique. So the uplink and downlink frequencies are different. As mentioned

earlier, GSM 900 was the first GSM system to be deployed, and uses a 25MHz frequency band

(935–960MHz) in the downlink and another 25 MHz frequency band (890–915MHz) in the uplink

direction (Figure 7.1). The uplink and downlink bands are separated by 45MHz. Again, FDMA divides

the frequency bandwidth of the 25 MHz (maximum) in each direction (uplink and downlink) into 125

carrier frequencies, where each carrier frequency has a 200 kHz bandwidth. Although GSM 900 is most

popular, currently there are several other types of networks available in theworld using aGSM standard at

different frequency bands, and these are given in Table 7.1.

As mentioned earlier, in the GSM 900 system, the total available number of uplink and downlink

carriers¼ 25MHz/200 kHz¼ 125. However, the last one cannot be used, as it is kept as a guard band

with other adjacent wireless systems. So the total available carriers in each direction¼ 124, and of

these again the top and button ones are used for additional guard band purposes with other wireless

systems. Thus the suggested carrier frequency number¼ 122. Each base station (BS) is assigned

carrier frequencies based on the licenses brought by the operator. Out of these, one carrier frequency

will be used as the broadcast frequency and this is unique to that cell (BTS), which helps to

identify it.

GSM uses frequency division duplexing (FDD) and supports the full duplex mode of operation,

which means that two links (uplink and downlink) are connected simultaneously (more about this

is discussed in Chapter 11). Uplink and downlink RF carriers are paired to allow simultaneous data

flow in both directions. Each RF carrier frequency pair (uplink and corresponding downlink

frequency) is assigned an absolute radio frequency channel number (ARFCN). The RF carrier pairs
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must have a separation of 45 MHz, so the uplink frequency (Fu) and the downlink frequency (Fd) are

related by:

Fu ¼ 890:2þ 0:2ðN�1ÞMHz

Fd ¼ 935:2þ 0:2ðN�1ÞMHz

where

N¼ 1, 2, . . ., 124

As mentioned, GSM also uses time division multiple access (TDMA) along with FDMA. Using a

TDMA scheme each carrier frequency is again sub-divided in time, which forms logical channels

(Figure 7.2). There are eight slots per frequency carrier. When the mobile is assigned to an information

channel, an ARFCN (one uplink and one downlink frequency) and time slot (one in the uplink and

one in the downlink) are also assigned. We can say, that each pair of radio frequency channel

supports up to eight time slots, so the GSM 900 system can support up to 8� 124¼ 992 simultaneous

channels, out of which some channels are used for broadcasting system specific information

(discussed next).

In addition to frequency separation between uplink and downlink carriers, the downlink and uplink

bursts of a duplex link are separated by three time slots. This removes the necessity forMS to transmit and

receive simultaneously.Where the propagation delay between theMS and BTS is very small, theMSwill

receive a downlink burst from BTS, which then retunes to the uplink frequency and transmits an uplink

burst three time slots later. This is shown in Figure 7.3.

Thus for technical reasons (the mobile handset design must be made simple, because at any given

instant of time, it will perform either transmission or reception, but simultaneous Tx and Rx are not
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Figure 7.1 GSM uplink and downlink frequency bands
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required in the GSM receiver, but in GPRS it depends on the class of mobile handset), it is necessary that

MS and BS do not transmit simultaneously. Therefore, the MS is transmitting three time slots after

receiving data from the BS. The time between sending and receiving data is used by the MS to perform

various tasks such as processing data, measuring signal quality of the receivable neighbor cells, and so on.

As shown in Figure 7.3, theMSdoes not actually send exactly three time slots later, after receiving the data

fromBS. Rather, based on the distance betweenMS andBS, a considerable propagation delay fromMS to

BS needs to be taken into account. That propagation delay, known as timing advance (TA), requires the

MS to transmit its data a little earlier which is determined by the “three time slot delay rule.” Without

timing advance, bursts transmitted by two different MSs in slots adjacent in time, would overlap and

interfere with each other. Some GSM system parameters are listed in the Table 7.2.

Table 7.1 Different GSMnetwork systems and associated frequency bands (there are 1 bands defined in

3GPP TS 45.005)

System Band Uplink

frequency

Band (MHz)

Downlink

frequency

Band (MHz)

Channel

number

T-GSM-380 380 380.2–3 89.8 390.2–399.8 Dynamic

T-GSM-410 410 410.2–419.8 420.2–429.8 Dynamic

GSM-450 450 450.4–457.6 460.4–467.6 259–293

GSM-480 480 478.8–486.0 488.8–496.0 306–340

GSM-710 710 698.0–716.0 728.0–746.0 Dynamic

GSM-750 750 747.0–762.0 777.0–792.0 438–511

T-GSM-810 810 806.0–821.0 851.0–866.0 Dynamic

GSM-850 850 824.0–849.0 869.0–894.0 128–251

P-GSM-900

(primary

GSM-900 band)

900 890.0–915.0 935.0–960.0 1–124

E-GSM-900

(extended

GSM-900

band, which

also includes

standard

GSM-900

band)

900 880.0–915.0 925.0–960.0 975–1023, 0–124

R-GSM-900

(railways GSM-900

band, which also

includes standard

and extended

GSM-900 band)

900 876.0–915.0 921.0–960.0 955–1023, 0–124

T-GSM-900

(TETRA-GSM)

900 870.4–876.0 915.4–921.0 Dynamic

DCS-1800 1800 1710.0–1785.0 1805.0–1880.0 512–885

PCS-1900 1900 1850.0–1910.0 1930.0–1990.0 512–810
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A TDMA time frame = 120 / 26 = 4.61 ms

A physical channel = > (frequency, time slot)

Time

= (890.4, 4)

A TDMA frame = 8 time slots

4.61 / 8 = 577 μs

Burst
Time
slot

890.4 MHz

200 KHz

914.6 MHz

Frequency (MHz)

0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7

0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7

0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7

Figure 7.2 Time division multiplexing

0 1 2 3 4 5 6 7 Downlink

Uplink 0 1 2 3 4 5 5 7

Figure 7.3 Uplink and downlink separation by approximately three time slots

Table 7.2 Some GSM system parameters

Multiple access method TDMA and FDMA

Uplink frequencies (MHz) 890–915 (basic GSM)

Downlink frequencies (MHz) 935–960 (basic GSM)

Transmission method 8 time slots per carrier

Duplexing FDD

Channel spacing (kHz) 200

Modulation Gaussian minimum shift keying

(GMSK) with normalized bandwidth 0.3

Bits per symbol 1

Error protection methods Interleaving, channel coding – block and

convolutional, slow frequency hopping 217 hops/s,

adaptive equalization 16 s propagation time dispersion

Portable TX power, maximum/average

(mW)

1000/125

Power control, handset and BSS Yes

Speech coding and rate (kbps) RPE-LTP/13

Speech/user channels per RF carrier 8

Channel rate (kbps) 270.833

Channel coding Rate 1/2 convolutional

Frame duration (ms) 4.615

Overall channel bit rate 22.8 kbps
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7.2 GSM Logical Channels

To establish and maintain a communication link between the two parties, apart from the user’s

information, some amount of signaling information also has to be exchanged over the link. Hence the

data fromMS would be either the user’s real data (known as traffic data, such as coded voice data) or the

signaling data (which is needed for establishing and maintaining the data exchange protocol over the air

channel). Data, whether user traffic or signaling information, are mapped onto the physical channels by

defining a set of logical channels. There are two types of GSM logical channels: (1) traffic channels

(TCHs), which carry user speech or data and (2) signaling channels, which carry signaling and

synchronization messages. The GSM channel structure is shown in the Figure 7.4.

7.2.1 Traffic Channels

Atraffic channel is required to carry the user’s speechor data traffic.GSMuses two types of traffic channels.

7.2.1.1 Full-Rate Channel (TCH/FS)

The full-rate traffic channel (TCH/F) allows speech transmission at 13 kbps and in the GSM specification

it is referred to as a TCH/FS channel to indicate that it is full-rate TCH carrying speech information. The

full-rate TCHoccupy a complete time slot in each TDMA frame, and also allows user data transmission at

the primary user data rate of 9.6, 4.8, and �2.4 kbps, which is represented as TCH/9.6, TCH/F4.8, and

TCH/F2.4, respectively. If a TCH/F is used for data communications, the usable data rate drops to 9.6 kbps

Logical channels

Traffic channel

TCH/F TCH/H Broadcast Common control (CCCH)
Dedicated cntrol

FACCHSACCH
DL, UL NBDL, UL NBDL, UL NB

DL, UL NBDL, UL NB

SDCCH
DL, NBDL, SBDL, FB

DL, NB

UL- uplink, DL- downlink, TCH/F- traffic channel (full rate), TCH/H- traffic channel (half rate),
FCCH- frequency correction channel, SCH- synchronization channel, AGCH- access grant channel,
CBCH- cell broadcast channel, RACH- random aceess channel, BCCH broadcast control channel,
PCH- paging channel, SDCCH- standalone dedicated control channel, SACCH- slow associated control
Channel, FACCH- fast associated control channel,
NB- normal burst, SB- synchronization burst, AB- access burst, FB- frequency correction burst.

DL, NB UL, AB DL, NB

BCCHSCH

PCH AGCH RACH CBCH

FCCH

Signaling channel

Figure 7.4 GSM logical channels structure
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due to the enhanced security algorithms and data protection. The following full-rate speech and data

channels are supported.

1. Full-rate speech channel (TCH/FS) – The full-rate speech channel carries user speech, which is

digitized at a raw data rate of 13 kbps. After channel coding this rate becomes 22.8 kbps.

2. Full-rate data channels for 9.6 (TCH/F9.6), 4.8 (TCH/F4.8), and 2.4 (TCH/F2.4) kbps – The full-

rate data traffic channel carries raw data, which is sent at a rate of 9.6, 4.8, or 2.4 kbps, respectively.

After the addition of FEC bits, the rate for all these becomes 22.8 kbps.

7.2.1.2 Half-Rate Channel (TCH/HS)

In addition to these full-rate TCHs (TCH/F), half-rate traffic channels (TCH/H) are also defined. The half-

rate channel is primarily intended to support the GSM half-rate speech coder, the design of which was

finalized in January 1995. Half-rate TCHs double the capacity of a system effectively by making it

possible to transmit two calls in a single channel. Thus two half-rate channels share one physical channel

(discussed in the next section). The half-rate channel uses one time slot in every other (alternate) TDMA

frame, and this means that each physical channel can support two half-rate TCHs. The half-rate TCH

allows speech transmission at around 7 kbps (TCH/H) and data at primary user rates of 4.8 and�2.4 kbps,

referred to as TCH/H4.8 and TCH/H2.4, respectively. For speech data, improved codecs have rates of

6.5 kbps, plus FEC and for packet data, it can be transmitted at 3 or 6 kbps. Figure 7.5 shows the concept of

the FS and HS techniques.

Full rate channel

Half-rate channels

Time movement

HR channel-1
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Figure 7.5 Time division technique inGSM (on the same carrier frequency) and concept of full-rate and

half-rate channels
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7.2.2 Signaling Channels

The signaling channels on the air interface are used for initial camp on, synchronization, call establish-

ment, paging, call maintenance, and so on. There are three groups of signaling channels.

7.2.2.1 Broadcast Channels

The broadcast channels are used to broadcast synchronization and general network specific information to

all MSs within a cell. They carry only downlink information and are responsible mainly for synchroni-

zation and frequency correction.

The broadcast channel operates on thedownlink of a specificARFCNwithin each cell, and transmits data

only in the first time slot (TS0), for example, the physical channel for a broadcast channel is (fbroadcast, TS0).

This channel is alwaysON, irrespective of whether anyMS in the cell is listening to it or not. This is always

transmitted with higher power. For better channel usage this physical channel (fbroadcast, TS0) is again time

multiplexed (based on the TDMA frame number) between the following three different types of channels.

Frequency Correction Channel (FCCH)
This is a downlink only channel and mainly used for frequency correction. MS corrects its local clock

frequency by using this channel. It is also used for synchronization of an acquisition by providing the

boundaries between time slots and the position of the first time slot of a TDMA frame. The frequency

correction channel (FCCH) is the simplest GSM logical channel, because all its information bits are set to

zero. The FCCH consists of a frequency correction burst (FB), which consists of an all-zero bit pattern,

which is why after GMSK modulation, these bursts produce a pure sine wave at a frequency of around

67.7 kHz (1625/24 kHz) above the carrier frequency. The FCCH is used by the MS in the initial stages of

BTS acquisition to correct its internal frequency sources and recover the carrier phase of the BTS

transmissions. This occupies TS0 for every first GSM frame (TDMA frame number 0) in broadcast

frequency and is repeated on every 10th TDMA frame within a control channel multi-frame structure.

Synchronization Channel (SCH)
This is a downlink only channel and is mainly used for frame synchronization (TDMA frame number)

and identification of the base station. The synchronization channel (SCH) information contains the

network and BTS (cell) identification number, and all the necessary information needed to synchronize

with a BTS. The synchronization channel contains full details of its own position within the GSM

framing structure. The frame number (FN) which ranges from 0 to 2 715 647, is sent along with the base

station identity code on the SCH burst. Using the information supplied on SCH, an MS can fully

synchronize its frame counters with those of a BTS. The SCH information is transmitted using

synchronization burst (SB).

As mentioned earlier, in addition to frame synchronization information, the SCH also contains a 6-bit

base station identity code (BSIC). TheBSIC consists of a 3-bit network color code and 3-bit BS color code

(BCC), which is assigned during the network frequency planning. The term color is used because the

assignment of these codes may be achieved by coloring the regions on a map according to the code that is

in use within a particular area. Where two networks sharing the same frequency band have overlapping

coverage, each of thesewill be assigned a different NCC, for example, their BCCmay be the same but the

NCC will be different. This ensures that the two networks can not use the same BSIC. In general, two

PLMNswithin the same country will use different frequency bands, and the use of theNCC only becomes

important at international boundaries, where the coverage of two PLMNs using the same frequency bands

may overlap. The BCC is used by the individual operators to ensure that co-channel BTSs have different

BSICs. There is direct relationship between the BCC number and the training sequence (out of eight

possible TSC) used in the normal burst (NB). This means that by decoding the BSIC for a particular BTS,

the MS can determine which of the eight possible training sequences to expect in the normal bursts
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transmitted by that particular BTS. SCH is broadcast in the TS0 of the broadcast frequency and appears on

the TDMA frame immediately following the FCCH TDMA frame, for example, next to the frame

containing FCCH.

Broadcast Channel (BCCH)
This is a downlink only channel and carries the information regarding general cell specific information

such as local area code (LAC), network operator, access parameters, list of neighboring cells, details of

control channel configuration used at BTS, a list of carrier frequencies used at the neighboring BTSs, and

so on to the MS. The MS receives signals via the broadcast control channel (BCCH) from many BTSs

within the same network and/or different networks. The TS0 of the broadcast frequency channel will

contain BCCH channel data (apart from SCH, FCCH, and CCCHs) during its specific TDMA frames

(discussed later in this chapter). It appears next to the SCHchannel TDMAframenumber (only for the first

time) in a group of four consecutive frames in the control frame multi-frame structure.

System Information Broadcasting
The network continuously broadcasts information on the BCCH, irrespective of whether any MS is

listening to it or not. When an MS camps into a cell, it reads the broadcast information in order to

determine, if it can camp on that cell and uses these parameters to access the network. As a part of the

broadcast information, a set of system information (SI) messages is broadcast using this. Some of these SI

messages are mandatory (S12-4), while the others are optional to transmit. The following SI type

messages provide all the necessary information.

1. SI 1 message – This optional message provides information about random access channel (RACH)

control parameters and the frequencies that can be used in a particular cell.

2. SI 2 message – This is mandatory message and provides information about the RACH control

parameters and BCCH allocations of the neighbor cells.

3. SI 2 bis and 2 ter message – These are optional message that provide the information on the

extension of the BCCH allocation of the neighboring cells.

4. SI 2 quat message – This is an optional message and provides information about the additional

measurement and reporting parameters.

5. SI 3 message – This is mandatory message and provides information about the RACH control

parameters, the cell identity, the location area identifier, and cell selection parameters.

6. SI 4 message – This mandatory message provides information about the cell broadcast channel

(CBCH) parameters in addition to the cell identity, the location area identification, and cell

selection parameters.

7. SI 7 and 9 – These are optional, and provide information about the cell re-selection parameters to be

used in the cell.

8. SI 9message –This is an optionalmessage and provides the information about theBCCHscheduling.

9. SI 13message – This message is transmitted on the BCCH, if GPRS (discussed later) is supported in

the cell.

10. SI 16 and 17 messages – These provide the information about the cell selection and re-selection

parameters.

Additionally, there are other SI messages, which are transmitted on a slow associated control channel.

7.2.2.2 Common Channels (CCCH)

These are a group of common uplink and downlink channels between theMS and the BTS,which are used

to convey information from the network to the MSs and provide access to the network for MSs. The

CCCHs include the following channels.
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Paging Channel (PCH)
The paging channel (PCH) is a downlink only channel and BTS uses this channel to inform theMS about

any incoming call. There are two different PCHs, a full-rate PCH and a reduced-rate PCH for use in cells

with a limited capacity. The normal burst is always used for the PCH information transmission.

Access Grant Channel (AGCH)
The access grant channel (AGCH) is a downlink only channel and is used by the network to grant or deny

anMS access request to the network by supplying it with the details of a dedicated channel (that is, TCHor

SDCCH), to be used for subsequent communications. BTS allocates a TCH or SDCCH to the MS, thus

allowing the MS access to the network. It also uses normal burst.

Random Access Channel (RACH)
This is an uplink only channel and is used by theMS initially to access the network, for example, at call

set up or prior to a location update. The random access channel (RACH) is referred to as random

because whenever any MS wants to send an RACH message, it just schedules to do so. There is no

mechanism to ensure that at a given time instant not more than one MS should transmit in each RACH

time slot. So there is a finite probability that two mobiles could attempt to transmit the RACH at the

same time. This could result in neither of the access attempts being successful, as the two signals from

different MSs collide at the channel and reach the BTS. If an MS receives no response from the BTS,

it will attempt to access the BTS again after waiting a certain amount of time and this waiting period

is random.

7.2.2.3 Dedicated Control Channels

There are three types of dedicated control channels, and these are bi-directional and user specific.

Slow Associated Control Channel (SACCH)
In a slow associated control channel (SACCH), the name “associated” indicates that it is meant to

associatewith some other channel, which is TCH (or SDCCH). SACCH is always associatedwith a traffic

channel or SDCCH and maps onto the same physical channel (time slot, frequency combination). This is

used for both uplink and downlink channels. On downlink, SACCH is used to send slow, but regularly

changing control information to the MS, such as transmit power level instructions, or timing advance

instructions for each users. However, on uplink, SACCH carries information such as the received signal

strength, quality of TCH, as well as the BCHmeasurement results for different neighboring cells, and so

on. When the MS is engaged in a call, during that time a certain amount of signaling information also

needs to flow in order to maintain the call. For example, MS will continuously report the received signal

level of BCCH carriers of its neighboring BTSs in order to make a handover decision. Non-urgent

information such as measurement data, is transmitted using the slow associated control channel

(SACCH). This channel is always present when a dedicated link (traffic) is active between the BTS

andMS. This occupies one time slot in every 26 slots in the case of Full-rate TCH. SACCHmessages may

be sent once every 480ms, for example, approximately every 2s.

Fast Associated Control Channel (FACCH)
Aswith SACCH, a fast associated control channel (FACCH) is also an associated channel, but it is used in

urgent situations, as the name fast indicates. This channel is known as the fast associated control channel,

because of its ability to transfer information between the BTS and MS more quickly than SACCH. The

FACCH is used only when the information that needs to be transmitted cannot wait till the next SACCH

frame (for example, SACHH appears after the 26 TDMA frame). An FACCH signaling block is used to

replace a single (20 ms) speech block exactly and a complete FACCH message may be sent once every
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20 ms, as the TCH. If the data rate of the FACCH is insufficient, a borrowingmode is used, for example, an

additional bandwidth is borrowed from the TCH; this happens for messages associated with call

establishment authentication of the subscriber, handover decisions, and so on. So,more urgent information

such as a handover command is sent using time slots that are stolen from the traffic channel. TheTCHslot is

stolen and FCCH data burst is placed over there, and this stealing of the TCH slot is indicated by stealing a

bit flag in the normal burst. Two stealing flags are there in anNB, these are set basedonodd numberedbits or

even numbered bits (or both) of the NB are stolen. This is a downlink and uplink channel.

Standalone Dedicated Control Channel (SDCCH)
When the traffic channel is already allocated, during this time associated channels such as SACCH and

FACCH help to carry some of the dedicated signaling between BTS and MS, but this is also required

when the traffic channel is not established (signaling during call set up, location update, etc.). This can

be addressed by allocating a TCH and its associated SACCH to carry the information. However, this is

not a perfect solution, as the data transfer requirements for such a process (for example, location

updating) are much less compared with speech transmissions. So the radio channel (TCH) will be

wasted and not of much use. For this reason a lower data rate channel has been defined, which has

around one-eighth of the TCH full-rate capacity. This channel is known as a standalone dedicated

control channel (SDCCH). The name standalone indicates it can exist independently of any TCH. The

SDCCH also has an associated channel SACCH (as in the TCH case). Because the SDCCH always

carries signaling traffic, there is no frame stealing and consequently it does not require an FACCH.

Alternately, one could argue that the SDCCH is constantly in the FACCH mode. SDCCH is both an

uplink and a downlink channel and this is the basic channel that is used for exchange of signaling

messages between the MS and the network.

7.2.3 Cell Broadcast Channel

The CBCH is the common control channel, implementation of which is optional. It is used to provide cell

broadcast services (CBS). The cell broadcast service provides the means to broadcast a number of

unacknowledged general CBS messages. CBCH is used to transmit short alpha numeric messages to all

the MSs within a particular cell. These messages appear on the MSs display and a subscriber may choose

to receive different messages by selecting alternative paging, similar to theway the teletext systemworks

on broadcast television.

7.3 GSM Physical Channel

When an MS and a BTS communicate, they are assigned a specific pair of radio frequency (RF) carriers

one for uplink (MS transmits) and other for downlink (BTS transmits) with a separation of 45MHz. Also,

they choose a given time slot in each consecutive TDMA frame. This combination of time slot and carrier

frequency forms the physical channel. As discussed earlier, one RF carrier will support eight physical

channels from time slots 0 to 7.

7.3.1 Mapping of Logical Channel to Physical Channel

The logical channel data is mapped to the physical channel. The physical channel data is known as burst.

The data from logical channels first undergo various physical layer processings (discussed later) and are

next combined with tail bits, a training sequence, and guard bits to form a burst. Then it is mapped to a

specific (time, frequency) slot, as shown in the Figure 7.6. Depending on the specific logical channel

different burst types are used.
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7.4 GSM Bursts

Earlier, we saw that each TDMA slot (0–7) contains the data that needs to be transmitted or received

over the air. The data transmitted or received in the form of bursts, are designed to fit within those slots.

A burst has a finite duration, and occupies a finite part of the radio spectrum. They are sent in time and

frequency windows.

General requirement is: 1 multi-frame (¼26 TDMA traffic frame, discussed later) needs to be

transmitted in 120ms. Thus the duration of each TDMA frame¼ 120/26¼ 4.615ms.

Again, each TDMA frame consists of eight time slots, so each slot duration¼ (120/26)� (1/8)¼
15/26ms¼ 576.9ms. The duration of a time slot is equal to the duration of a burst period (BP), which is

576.9ms. Each time slot in a TDMA frame is numbered from 0 to 7 and these numbers repeat for each

consecutive frame. In this 576.9ms time slot interval, a series of 156.25 bits (called bursts) are sent.

We will now analyze the content of these bursts. The user data, speech, signaling data, handover

commands, and so on, are mapped onto these TDMA bursts as information bits. The information bits are

passed to the physical layer from the higher layer at every defined time interval (Transmit Time Interval¼
20ms). This is then processed in the physical layer (channel coding, interleaving, ciphering, and then

burst data forming) and a predefined training sequence is added for channel estimation purposes, and also

the tail bits and guard bits are inserted to form a complete burst.

7.4.1 Burst Structure

Generally, each burst contains:

1. Data Bits: The information bits are passed from a higher layer to the physical layer, which are then

processed and segmented to form burst data bits.

2. Training Sequence: The training sequence bits in the middle of the burst are used by the receiver to

synchronize, to compensate for time dispersion produced by multi-path propagation, and for channel

estimation purposes. This is a fixed set of sequences known to both the transmitter and receiver. The

training period in the middle is sometimes called midamble (minimum distance to useful bits), and is

mainly used for channel estimation, equalization, and demodulation purposes.

Speech data
from speech
coder

Time slot

Logical
channelsInfo bits

Tail bits
Training seq. bits
Guard bits

Physical layer
processing

Data bits

Physical
channels
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Figure 7.6 Mapping of logical to physical channels
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The training sequence allows digital phones to overcome one of the problems that plague analog

phones. Radio waves bounce off things such as buildings and hills. This can cause interference in

analog phones, because it means the waves from the base station follow different paths of varying

lengths on their way to the phone, so some arrive later than others. Digital phones combat this problem

by comparing the training sequence they receive with a copy of the sequence stored in their local

memory. The phone can then work out how the channel has corrupted the training sequence of the

incoming signal and on knowing this, it corrects the data bits (as the training sequence and data bits are

embedded inside a burst). The equalizerworks by first looking at the channel-filtered training sequence

and then adjusting its own filter response to yield the original undistorted training sequence. Normally

the equalization is done on a burst by burst basis.

3. Tail Bits: Indicates the start and end of the burst real data part, after that the guard bit will follow it.

The tail bits in the normal burst are always set to zero to ensure that the Viterbi decoder begins and

ends in a known state. This leaves time available for transmission power ramp-up/down at the start

and end of the frame.

4. Guard Bits: The guard bit is inserted at the end of each burst to avoid the overlap of two consecutive

transmitted bursts in the channel. The guard bit number varies based on the burst type. For a normal

burst, the 8.25-bit guard bit time allows for some propagation time delay in the arrival of bursts and

prevents overlapping of burstswith the previous ones. An access burst (AB) is the first burst, whichwill

be sent by the MS to gain access to the network, so a long guard time of 68.25-bit time is used in case

of AB. This guard time corresponds to a propagation distance of 75 km, or a maximum cell radius

of 37.5 km.

The GSM specification defines five different types of bursts.

7.4.1.1 Frequency Correction Burst (FB)

The frequency correction burst (FB) is used by the MS to detect a special carrier, which is transmitted by

every BTS in a GSM network. The carrier is called the broadcast control channel carrier. This is also used

by theMS as a frequency reference for their internal time bases. The burst structure of FB is shown in the

Figure 7.7. It contains 3-bit tail bits, 142 info bits, 3-bit tail bits, and 8.25 bits of guard bits (0.25 bits signify

one quarter bit). All bits in the frequency correction burst are set to zero (including the tail bits). After

GMSKmodulation, this results in a pure sine wave at a frequency around 67.7 kHz (1625/24 kHz) higher

than the RF carrier center frequency.

7.4.1.2 Synchronization Burst (SB)

The basic structure of a synchronization burst (SB) is shown in the Figure 7.8. It carries 78 bits of coded

data formed into two blocks of 39 bits on either side of a 64-bit training sequence. The burst carries details

Fixed bitsTail
bits

3 142 3 8.25

Tail
bits

Guard bits

One burst period = 15/26 ms (=156.25 bits)

Figure 7.7 Frequency correction burst
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of GSM frame structures and allows anMS to fully synchronize with the BTS. The synchronization burst

is the first burst that the MS has to demodulate and because of this the training sequence is extended to

64 bits to provide a larger autocorrelation peak than the 26 bit sequence of the normal burst. It also helps

resolving larger multipath delay spreads.

The synchronization bursts (SB) transmitted by every BTS in the GSM system use the same training

sequence, form bit number 42 to bit number 105 in the burst. The arrangement for the training sequence is

shown below:

b42,b43,b44,.....,b105 =

(1,0,1,1,1,0,0,1,0,1,1,0,0,0,1,0,0,0,0,0,0,1,0,0,0,0,0,0,

1,1,1,1,0,0,1,0,1,1,0,1,0,1,0,0,0,1,0,1,0,1,1,1,0,1,1,0,0,

0,0,1,1,0,1,1)

AnMS can use this training sequence to synchronize to the BTS transmission to stay within a quarter-

bit of accuracy.

7.4.1.3 Normal Burst

This burst is normally used by most of the logical channels. It consists of a 26 bit training sequence

surroundedby two58-bit informationblocks.Thedetailed content of the normalburst is shown inFigure7.9.

The known training sequence (TS) is placed at the middle of each burst. This will help to estimate the

time shift (towards the left or right in the time scale) of the received burst at the receiver due to delay and

multipath in the channel. This also helps tominimize the error in the information bits farthest from the TS.

Consequently, the first section of the burst must be stored before demodulation can proceed. The training

sequence in anNBconsists of a 16-bit core sequence, and this is extended in both directions by copying the
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bits

Information
bits

Tail
bits

3 6439 39 3 8.25
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Guard bits

One burst period = 15/26 ms (=156.25 bits)

Figure 7.8 Synchronization burst

Training
sequence

57 Info = 1 stealing
bits

57 Info + 1 stealing
bits

Tail
bits

3 26157 571 3 8.25

Tail
bits

Guard bits

One burst period = 15/26 ms (=156.25 bits)

Figure 7.9 Normal burst
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first five bits to the back of the sequence and the last five bits to the front of the sequence. The central 16 bit

is chosen to have a highly peaked autocorrelation function, when passed through the GMSK modulator,

and the repeated bits at either end ensure that the resulting channel estimatemay be up to 5 bitswide before

being corrupted by the information bits. The specification defines eight different training sequences for

use in normal burst (NB), each with low cross-correlation properties following GMSK modulation.

Each training sequence is described by a training sequence code (TSC). A list of these sequences is

given in Table 7.3. Generally, the training sequence used in NB and the BTS number (base station color

code) are linked, which indicates that in a cellular structure each adjacent cell (BTS) should use different

TSC inNB. Potential co-channel cells (for example, their own and all surrounding neighboringBTSs)will

use different training sequences for transmittingNB to prevent the channel estimate being corrupted by an

interference signal.

In the previous section, we noted that SB contains a long length training sequence (64 bit) compared

with other burst types, because SB is the first burst that needs to be demodulated (although FB is searched

first, it does not require demodulation) and all BTSs use the same training sequence bits for SB.Once SB is

decoded the base station identity code (BSIC) is known, and from that the base station color code (BCC) is

known. NB contains a 26-bit training sequence, and a training sequence used by any BTS depends on its

BCC number. Hence once the BCC is known, the training sequence used inside the NB will be known to

the MS, as BCC and TSC are mapped.

7.4.1.4 Access Burst

This is mainly used by the MS to access the network initially and is the first uplink burst that a BTS will

have to demodulate from a particularMS. AnAB burst structure is shown in the Figure 7.10. This consists

of a 41-bit training sequence followed by 36 information bits. Here the number of tail bits at the beginning

Table 7.3 Training sequences for different BTSs

Training sequence code Training sequence bits (bit_61, . . .bit_86)

0 (00100101110000100010010111)

1 (00101101110111100010110111)

2 (01000011101101000100011110)

3 (01000111101101000100011110)

4 (00011010111001000001101011)

5 (01001110101100000100111010)

6 (10100111110110001010011111)

7 (11101111000100101110111100)

Information bitsTraining sequenceTail
bits

8 41 36 3 68.25

Tail
bits

Guard bits

One burst period = 15/26 ms (=156.25 bits)

Figure 7.10 Access burst
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of the burst is increased to eight. The extended tail bits at the front of the burst are: b0,b1,b2,b3, . . .,
b7¼ (0,0,1,1,1,0,1,0). This is then followed by a training sequence:

b8,b9,b10,.......,b48 =

(0,1,0,0,1,0,1,1,0,1,1,1,1,1,1,1,1,0,0,1,1,0,0,1,1,0,1,0,

1,0,1,0,0,0,1,1,1,1,0,0,0).

Then 36 bits of information are added. All the tail bits at the end of the burst are set to zero. In the end

there is large number of guard bits (¼68.25 bits) padded to avoid overlapping of successive bursts.

The access burst is shorter comparedwith anyother burstswith respect to the total length of information

bits inside the burst, due to the space being filled with a long guard period. This is included to compensate

for the propagation delay between theMSandBTS.Once a duplex link has been established, a closed loop

timing advance mechanism is activated to ensure that the MS uplink burst arrives at the BTS within

the correct time slots. However, this is not possible by only using this mechanism, as a guard period of

68.25-bit periods, equivalent to 252 ms, which allows theMS to be up to 38 km from theBTS before its up-

link bursts, will spill into the next time slot. This puts a limit on the cell size.

7.4.1.5 Dummy Burst (DB)

Adummy burst (DB) is similar to anNB. It uses the same structure and the same training sequences as NB,

but here the information bits are set to a predefined bit sequence. TheDB is used to fill inactive time slots on

the BCCH carrier, as the BCCH carrier should be always transmitted continuously and at a constant power.

Different channels use different types of burst. This is detailed in Table 7.4.

Table 7.4 Burst type usage for different channels

Logical channel Abbreviation Uplink/

downlink

Channel

used for

Burst type

used

Broadcast channel

(BCH)

BCCH DL System information

broadcast

NB

FCCH DL Cell frequency

synchronization

FB

SCH DL Cell time

synchronization

and identification

SB

Common control PCH DL MS paging NB

channel (CCCH) RACH UL MS random access AB

AGCH DL Resource allocation NB

CBCH DL Short messages

broad cast

NB

Dedicated control SDCCH UL/DL General signaling NB

channel SACCH UL/DL Signaling associated

with the TCH

NB

FACCH UL/DL Handover signaling NB

Traffic channel TCH/FS UL/DL Full-rate voice channel NB

(TCH) TCH/HS UL/DL Half-rate voice channel NB

TCH/F2.4 TCH/F4.8

TCH/F9.6 TCH/F14.4

UL/DL Full-rate data channels NB

TCH/H2.4 TCH/H4.8 UL/DL Half-rate data channels NB
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7.5 Burst RF Output Spectrum

The bursts are bounded in a time scale of slot duration (577ms) and bounded in a frequency scale of

200 kHz bandwidth. Thus the design should be such that the burst should not spreadmore than the defined

limit in time or frequency scale. In a TDMA system, the RF output spectrum of the transmitted signals is

not only determined by the modulation process used, but also by the switching transients. Switching

transient occurs when the bursts of RF energy are transmitted. This tends towiden the RF spectrum of the

transmitted signal. So instead of an abrupt start and end to the burst-out power, a ramp shape at the start and

at the end of the burst will help to reduce this effect. Thiswhy, during the transmission of a burst, instead of

just keying the transmitter sharp ON and OFF, the output power is ramped up during the start and ramped

down during the end of the burst. The transmitted information bits in the burst (which are kept in the

middle of the burst) must not be affected by this process of power ramping, which is performed at the

beginning and end of the slot. The variation of the transmitted power with respect to time for NB is shown

in Figure 7.11, and it is also shown that the useful part of a burst (¼147 bits) is one bit shorter than the

active part of NB (¼148 bits), and it begins halfway through the first bit period. When this part is

transmitted, the amplitude of the modulated RF signal should remain at a constant level. The same mask

also applies in the case of SB and FB. However, for AB, the useful part is reduced to 87 bits, and the

constant level time duration will be 87� 3.69¼ 321.2ms.

7.5.1 RF Characteristics

7.5.1.1 Transmission Characteristics

As shown in Table 7.5, mobile devices are classified into several categories according to their maximum

allowable transmitted output power capability. In GSM 900, most of the mobiles available on the market

are class 4 handheld terminals, whereas class 2 terminals are used as vehicle-mounted equipment. The

class 4 and 5 MSs are denoted as “small MS.” In DCS 1800, the typical class is class 1.

These output power levels are maximum permitted values. However, the maximum power value is not

used all the time, rather, the transmitted power values are reduced according to the commands that are sent

by the network to the MSs. Each MS has the ability to reduce (or increase) the output power in steps of

2 dB, when it receives the command from the BTS. The output power can be reduced from its maximum

570.828

147 bits
(542.8 μs)

2dB

18100

-70 dB
(-36 dBm)

-30 dB

-6 dB

+4 dB

Relative power (dB)

588.8
580.8 598.8

Figure 7.11 Power ramping for normal burst
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value (as defined in the table) down to a minimum value of 5 dBm (3.2mW) for a GSM 900MS or 0 dBm

(1mW) for a DCS 1800. The output power level should be such that it is sufficient (optimum) to maintain

an acceptable signal quality with the BTS (as more transmitted power means more interference in the

system, more battery power consumption and less power means poor link quality with the BTS). The

power up or down commands are sent on the basis of measurements, which are performed by the MS and

by the BTS. For instance, with a class 4MS, the range of transmission can be several kilometers, but if the

MS is moving closer to the BTS, it may receive a request from the network to decrease its output power

level. This procedure is called power control. The power control helps to improve the system performance

by reducing the interference level caused to the other users. Above all, it helps to prolong the battery life

of the MS. As with MS, for the BTS transceiver (TRX) the power classes are also defined and are given

in Table 7.6.

Another option is that the BSS can utilize downlink RF power control, with up to 15 steps of power

control levels with a step size of 2 dB.One thing to be noted is that the power control on the downlink is not

used on the broadcast frequency, which is always transmitted with constant output power.

7.5.1.2 Reception Characteristics

The minimum link budget requirement needs to be satisfied in order to establish a communication link,

which has already been discussed in Chapter 2. However, owing to fading, when the link quality degrades

the BER in the receiver tends to increase. Here BER stands for bit error rate, FER for frame erasure ratio,

that is, incorrect-speech-frames ratio, and RBER for residual BER, which is defined as the ratio of the

number of errors detected over the frames defined as “good” to the number of transmitted bits in the good

Table 7.6 BTS TRX power level

TRX Power class GSM-400, GSM-900, GSM- 850 DCS-1800 and PCS-1900

Maximum output power Maximum output power

1 320 (<640)W 20(<40)W

2 160(<320)W 10(<20)W

3 80(<160)W 5(<10)W

4 40(<80)W 2.5(<5)W

5 20(<40)W

6 10(<20)W

7 5(<10)W

8 2.5(<5)W

Table 7.5 MS power class

Power class GSM-400, GSM-900, GSM-850 DCS-1800 PCS-1900

Nominal maximum

output power

Nominal maximum

output power

Nominal maximum

output power

1 20W (43 dBm) 1W (30 dBm) 1W(30 dBm)

2 8W (39 dBm) 0.25W (24 dBm) 0.25W (24 dBm)

3 5W (37 dBm) 4W (36 dBm) 2W (33 dBm)

4 2W (33 dBm)

5 0.8W (29 dBm)
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frames. For a given set of radio channel conditions, the performance of MS and BTS receivers are

specified by defining a maximum permissible BER for each of the different GSM logical channels. The

specification defines a minimum performance, in terms of BER, for a given set of receiver input

conditions. The receiver performance is defined as a maximum channel BER or FER, for a given logical

channel received at reference sensitivity level for various radio channel propagation conditions. As the

GSM system is designed to operate in many different environments, from rural areas to dense urban

settings, so it is important that the specifications reflect this by specifying the performance of the MS and

BTS receivers over a wide range of different operational environments. GSM specifications (GSM 05.05)

define four different channel models. Each channel model consists of a number of independently fading

impulses or paths at different time delays. Thesemodels represent several environments (Figure 7.12) and

are classified as:

1. Typical urban (TUx)

2. Rural area (RAx)

3. Hilly terrain (HTx)

4. Static channel

In the above definitions, thex stands for thevelocity of themobile, in km/h. Channel fading characteristics

are governed by the speed of the MS, which is included in the channel type nomenclature, such as TU50

means typical urban with MS speed of 50 km/h. The various propagation models are represented by a

number of taps, each determined by their time delay and average power. Each simulated channel model is

defined for a six-tap channel simulator; however, some channels also include a 12-tap setting for use with

larger simulators. In Figure 7.13, the block diagram of awide band channel simulator is shown. The delay

blocks are essentially simulating the path delay for different multipaths, and the tap gains are the path

gains, which are adjusted dynamically and help to find the channel transfer functions based on maximum

energy or tap method.

The Rayleigh distributed amplitude of each tap varies according to a Doppler spectrum. In addition to

these three multipath fading channels, the static channel is also defined. This is a simple single-path

constant channel. With this channel, the only perturbation comes from the receiver noise of the measured

equipment. The specifications also define a further channelmodel, which is used to test the performance of
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Figure 7.12 Channel profiles (channel tap gains with respect to time for different types of channels)
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the Viterbi equalizer (EQ). The specifications state that the receivermust achieve a BER of�3%, without

channel coding, over an EQ50 channel where the received signal power is 20 dB above the receiver’s

minimum sensitivity level, which means the GSM system should operate in the presence of delay spreads

of up to 16ms. The noise performance of a receiver is defined in terms of sensitivity and selectivity of the

receiver (see Chapter 4). Table 10.6 (Chapter 10) shows the reference sensitivity performance for GSM

900. Note that frequency hopping may be used for the sensitivity performance measurements.

Apart from noise and channel fading, another important characteristic which affects the receiver

performance is the presence of an interferer. The interference limited performance of the receiver is

defined for a number of reference levels, which are specified relative to the desired signal. This is specified

either for co-channel interference or adjacent channel interference. The level of the useful signal is set

20 dB higher than for the sensitivity evaluation, and aGMSK interfering signal is added, either at the same

frequency or with an offset of 200 or 400 kHz from the carrier. The reference carrier to interference (C/I)

ratios for both co-channel and adjacent channel interference are as mentioned below;

. Co-channel interference (C/I)¼ 9 dB

. First adjacent channel interference (200 kHz)� (C/I)¼�9 dB

. Second adjacent channel interference (400 kHz)� (C/I)¼�41 dB

. Third adjacent channel interference (600 kHz)� (C/I)¼�49 dB

With the above given input conditions, in specification “GSM 05.05” the receiver performance is defined

in terms of BER and FER for different logical channels and propagation conditions.

7.6 Channel Allocation

When a cellular provider applies for a GSM network deployment license, it buys several frequencies for

traffic and a few for broadcast channel transmission.Among these, one broadcast channel frequency along

with several other frequencies (for traffic) are allocated for a specific cell (for example, BTS). The

available broadcast frequencies are distributed efficiently between the different adjacent cells by using
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Figure 7.13 Block diagram of a wide band channel simulator (6 taps)
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frequency planning, so that no two adjacent cells use the same broadcast frequency. Obviously these

frequencies lie in the band of 935–960MHz for downlink and similarly therewill be a set of corresponding

uplink frequencies (which lie in the band of 890–915MHz) that the BTS will instruct the MS to use later

during the call set up.

For example, say “fb1,” “fb2,” “fb3,” “ft1” “ft2” are the frequencies (in downlink) licensed by operator A

and out of these one broadcast frequency-“fb1,” and other two traffic frequencies-“ft1,”“ft2” are used in

cell-1. Each BTS will only have one broadcast channel (BCCH) carrier frequency, but can have several

traffic channel (TCH) carrier frequencies. Using “fb1” a total of eight (time slots TS0 to TS7) physical

channels can be supported. However, out of the eight, TS0 of the broadcast frequency is always reserved

for the broadcast channel (FCCH, SCH, BCCH, CCCH) information transmission. In addition to this

channel, based on the cell size (and some other conditions), other time slots of this frequency are also used

for broadcast or used for traffic (discussed in the next section) channel information transmission.

Now, using these three frequencies a total of 3� 8¼ 24 physical channels will be supported by this

particular cell BTS, but of these, the TS0 of the broadcast frequency (for example, fb1, TS0)will be always

used for the broadcast channel’s information transmission. Thus the remaining 23 channels can be used

for user specific data transmission. The physical channel arrangement from the BTS (downlink) side will

be – Physical Channel-0: (fb1, TS0) is used for the broadcast channel information transmission. This is

again time shared (time/frame multiplexed) between FCCH, SCH, BCCH, CCCH (and SDCCH in a

combined mode). This means that in the (fb1, TS0) physical channel, FCCH, SCH, BCCH, CCCH logical

channels appear in a predefinedmanner based on the TDMA frame number in the signaling channelmulti-

frame structure. Physical Channel-1: (fb1, TS1) can be used for full-rate traffic channel-1 (TCH þ
SACCH), or SDCCH (þ SACCH). Physical Channel-2: (fb1,TS2) can be used for full-rate traffic channel-

2 (TCH þ SACCH), or SDCCH (þ SACCH) or timemultiplexed among BCCH, CCCH, and SDCCH in

a combined mode. Physical Channel-3: (fb1,TS3) can be used for full-rate traffic channel-3. Physical

Channel-4: (fb1,TS4) can be used for full-rate traffic channel-4 (TCH þ SACCH), or SDCCH

(þ SACCH) or time multiplexed among BCCH, CCCH, and SDCCH in a combined mode. Physical

Channel-5: (fb1,TS5) can be used for full-rate traffic channel-5. Physical Channel-6: (fb1,TS6) can be used

for full-rate traffic channel-6, (TCH þ SACCH), or SDCCH (þ SACCH) or time multiplexed among

BCCH, CCCH, and SDCCH in a combined mode. Physical Channel-7: (fb1,TS7) can be used for full-rate

traffic channel-7. Physical Channel-8: (ft1, TS0) can be used for full-rate traffic channel-8. Physical

Channel-9: (ft1,TS2) can be used for full-rate traffic channel-9. Physical Channel-10: [ft2, TS0 (odd)] can

be used for half-rate traffic channel-12. It goes on like this, but some of the traffic channels may be unused

at that moment. The unused slots of broadcast frequency are filled with dummy bursts.

Remember that the broadcast frequency is only required in the downlink direction and eachBTS (of any

operator) has one unique broadcast frequency (also known as the BCCH frequency, broadcast channel

frequency). As discussed earlier, each PLMN consists of several cells and each cell has one BCCH

frequency. One operator buys several BCCH frequencies and as a frequency license is expensive they try

to reuse the same BCCH frequency again in a distant cell, based on the cell planning (Figure 7.14).
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Typically, cells are hexagonal, but in practice, it depends on the available cell sites, radio propagation

conditions, and subscriber density. The hexagon is an ideal choice for macro cellular coverage areas,

because it closely approximates a circle and offers a wide range of tessellating reuse cluster sizes. IfD is

the reuse distance–distance to cell using the same frequency, r is cell radius, and N is frequency reuse

factor, then the relationship between D and r can be computed as:

. D/r¼ (3N)0.5

. N¼ i2 þ ij þ j2, where i,j are positive integers

The distance between (the centers of) any two cells in a hexagonal packing of the plane is:

r ðl; m; yÞ ¼ 2d
ffiffi
ð

p
3m2 þ l2 þ 2

ffiffiffi
3

p
:l:m:cosyÞ

where 2d is the distance between the centers of two adjacent cells and the triplet (l,m, y) uniquely specifies
the relative positions of the two cells with respect to one another. Co-channel interference is main

problem, which limits the frequency reuse by degrading the system performance, which is discussed in

Chapters 2 and 3.

7.7 GSM Frame Structure

Each TDMA frame on a particular carrier frequency is divided into eight time slots. A physical channel

occupies (maximumof one, in the case of full-rate TCH;minimumof 1/2, as it is shared by two channels, in

the case of half-rate TCH, where TCH/H0 and TCH/H1 will appear alternatively in two consecutive

TDMA frames under the same slot number) one time slot in each TDMA frame.

The hierarchical topology is as below (Figure 7.15):

•• •• •• •••
•••

1 bit = 3.69 µs
1 TS = 577 µs (= 156.25 bits)

TDMA frame

Traffic channels

Multiframe 0
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Multiframe 1
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Multiframe 2 Multiframe 50

Multiframe 25
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1 Superframe = 51 × 26 traffic channel multiframe or 26 × 51 signalling channel multiframe = 1326 TDMA frames = 6.12 sec.

1 Hypeframe = 2048 superframe (2715648 TDMA frames = 3 h 28 m 53 s)
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Multiframe 49

1 Multiframe = 26 TDMA frames (120 ms) 1 Multiframe = 51 TDMA frames (235.38 ms)
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Figure 7.15 Hierarchy of GSM TDMA frame
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1. The lowest level is a bit (symbol), which has a duration of 3.69ms.
2. 156.25 bits form a time slot.

3. 8 time slots together form a TDMA frame.

4. 26 traffic or 51 signaling channel’s TDMA frames form a multi-frame.

5. 51 traffic or 26 signaling channel’s multi-frames forms a super-frame.

6. 2048 numbers of super-frames forms a hyper-frame.

So a hyper-frame¼ 2048 super-frames¼ 2048� 51� 26¼ 2 715 648 number of TDMA frames (of

either signaling or traffic channel’s).

Timing Value Computation GSM full-rate (FR) speech codec operates at 13 kbps, for example, it

delivers 260 bits at every 20ms, which need to be transmitted. This is passed to the channel coder for

insertion of protection bits and after that it increases to 456 bits, which is subdivided into eight blocks of

57 bits and places two such blocks inside a burst. So, at burst level 456 bits need to be transmitted per

20ms. This means, over 120ms the total bits that need to be transmitted will be 456� 6¼ 2736 bits. Each

burst contains 114 information bits, so total burst number required to transmit 2736 bits over 120ms

2736/114¼ 24. Apart from the 24 TCH frames, 1 idle and a SACCH frame are added, so the total TDMA

frame number becomes 26. One multi-frame (which contains 26 TDMA traffic frames) needs to be

transmitted in 120 ms. Hence the duration of each TDMA frame¼ 120/26¼ 4.615ms. Again, each

TDMA frame consists of eight time slots, so each slot duration¼ (120/26)� (1/8)¼ 15/26ms¼ 576.9ms.
The duration of a time slot is equal to the duration of a burst period (BP), which is 576.9ms. In one time slot

duration there are 156.25 bits accommodated as discussed in Section 7.4.1 on Burst Structure. Therefore

each bit duration will be 576.9/156.25¼ 3.69ms. Again one quarter bit duration will be 3.69/4¼ 12/

13ms¼ 0.923ms.
Thus in a burst there will be 625 numbers of quarter bit and 156.25 numbers of bit.

The multi-frame for a traffic channel contains 26 TDMA frames and is of 120ms duration, whereas for

the signaling channel the multi-frame contains 51 frames and has a duration of 235.38ms.

Data rate at the burst level or when it is passed to modulator level will be: 156.25/576.9ms¼ 1/

0.00000369¼ 270.833� 103/s. So ideally in air, bit rate¼ 270.833� 103/s, for example, 270.833 kHz.

On the receiver side, during sampling, at least one sampling should be performed over a bit period, for

example, the minimum sample rate will be 1/0.00000369¼ 270.833 kHz.

7.8 Combination of Logical Channels

The physical channels (TSn, Freqn) are precious resources, so sometimes several logical channels are

again timemultiplexed, for example, different data for the logical channelwill appear in the samephysical

channel after a defined number of TDMA frames (for example, different time intervals). Before mapping

into a physical channel, various logical channels may be combined in one of the six different ways, as

described below.

1. Every TCH has an associated SACCH channel, which carries the measurement information during the

call when TCH is established. The simplest mapping is the full rate traffic channel (TCH/F) and its

associated SACCH. When combined these channels fit exactly into a single physical channel. The

TCH is not distinguished with respect to data or speech.

2. A single physical channel will also support two half-rate traffic channels (TCH/H) and their

associated SACCHs.

3. A single physical channel will also support eight SDCCHs and their associated SACCHs.

The remaining three logical channel combinations are complicated and are explained inmore detail

in Section 7.8.3.
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4. The basic broadcast and common control channels combination consists of FCCH, SCH, and BCCH

on the downlink along with CCCH (a full rate PCH and full rate AGCH). These are essential for any

cell-broadcast and paging or granting a channel information. Similarly, in the uplink direction it is

entirely dedicated for full rate RACH.This type of channel configuration is used inmedium capacity or

large capacity cells, where the access capacity of full rate PCH,AGCH, andRACH channel is justified,

for example, less wastage of channel slot resources. This control/signaling channel combination may

occur only in time slot zero of the broadcast frequency.

5. In smaller capacity cells (for example, a cell with a lesser number of licensed RF carriers) the physical

channels (TSn, Freqn) are limited and very precious. So, the use of full rate PCH, AGCH, and RACH

may not be justified. For this reason, a second combination of access channels is introduced. The

downlink continues to support an FCCH, SCH, andBCCH, but the rate of downlink PCH andAGCH is

reduced to around one-third of their full rate, as that many paging and granting channels might not be

required in a smaller capacity cell. Hence, the rate of these two channels is reduced, so as a result some

free slots will be created. These free slots are used to support four SDCCHs and their associated

SACCHs. This control channel combination may only occur on time slot zero of the BCCH carrier.

Similarly, in the uplink direction, the RACH rate has been reduced and the SDCCHs and its

associated SACCH are placed in those created vacant slots. This will effectively halve the number of

time slots allocated to the RACH.

6. Thefinal combination is defined for use in high capacity cells, where the access capacity of single PCH,

AGCH, and RACH is insufficient and requires an increase in the number of PCH, AGCH, and RACH.

As many subscribers are supported here, so only one physical channel (fBCCH, TS0) would not be

sufficient, and an increased number of physical channels are needed to carry the logical channel

information for the PCH, AGCH, and RACH. This combination consists of a BCCH and a full-rate

PCH and AGCH on the downlink and a full-rate RACH on the uplink. This channel combination may

only occur on (slot two), or (slots two and four) or (slots two, four, and six) of the BCCH carrier

frequency. This is given inTable 7.7. TheCBCHhas been omitted here. If the channel is required itmay

replace a single SDCCH.

7.8.1 Mapping of Traffic Channels and SACCH

As discussed earlier, the multi-frame for traffic channels consists of 26 TDMA frames. The frame

structure for a full-rate traffic channel (TCH/F) occupying the time slot number one in each consecutive

TDMA frame of that carrier frequency is shown in Figure 7.16. The first 12 time slots, located at time slot

Table 7.7 Possible combinations of channels

Possible time slots of

BCCH carrier frequency

Downlink channels Uplink channels

1–7 1 TCH/F þ SACH 1 TCH/F þ SACCH

1–7 2 TCH/H þ SACCH 2 TCH/H þ SACCH

1–7 8 SDCCH þ SACCH 8 SDCCH þ SACCH

0 (broadcast freq)

(non-combined

configuration)

1 SCH þ 1 FCCH þ 1 BCCH þ
1 AGCH þ 1 PCH

1 RACH

0 (broadcast freq)

(combined channel

configuration)

1 SCH þ 1 FCCH þ 1 BCCH þ
1 reduced rate AGCH þ 1 reduced

rate PCH þ 4 SDCCH þ SACCH

1 Reduced RACH þ
4 SDCCH þ SACCH

2,4,6 (broadcast freq) 1 BCCH þ 1 AGCH þ 1 PCH 1 RACH
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“1” position of each TDMA frame from number 0 to 11 are used by the TCH/F itself. Similarly, 12 time

slots, located at time slot “1” position of each TDMA frame fromnumber 13 to 25 are used byTCH/F. The

time slot “1” of 12th and 25th TDMA frame is not used by the TCH/F, rather these are used by “idle” and

SACCH. For the odd numbered time slots (here time slot “1” in the TDMA frame), the 12th TDMA

frame’s respective (here slot one) slot position will contain “idle” and 25th TDMA frame’s respective

(here slot one) slot position will contain SACCH. In the case of even numbered time slots (and time slot

zero), the position of the idle and SACCH time slots are just inter-changed, for example, 12th TDMA

frame’s slot will be SACCH and 25th one will be idle. To understand the reason for this, we need to

examine the way the information is carried on SACCH. The SACCH messages are interleaved over four

bursts and in a traffic multi-frame only one SACCH burst occurs. So four traffic multi-frames (or

120� 4¼ 480ms) time period need to bewaiting for SACCH decoding. That indicates BTSmust receive

four SACCH bursts before the information can be successfully de-interleaved and decoded, for example,

SACCH information can only be decoded once on every four frames. Now, if the SACCH bursts occur at

the same point (slot) in the multi-frame for each physical channel, then the SACCH message from every

MS would arrive within the same TDMA frame and this would put a large processing load on the BSC.

This iswhy in order to spread the SACCHprocessing loadmore evenly in time, the position of the SACCH

bursts are changed from time slot to time slot and the interleaving period is also arranged such that theBTS

will have to decode a maximum of one SACCH message per TDMA frame. This also gives the BSC a

period of around 12 TDMA frames to process the information in the SACCH message before another

message arrives from another MS using the same carrier but in a different time slot.

The organization of half-rate traffic channel (TCH/H) is a little more complicated than TCH/F. In

Figure 7.16, two half-rate channels TCH/H0 and TCH/H1 are shown. TCH/H0, TCH/H1 and their

associated SACCH0 and SACCH1 use, on average, every slot within the traffic multi-frame structure.

TCH/H0 | TCH/H1 | TCH/H0 | TCH/H1 | ...| SACCH0 | TCH/H0 |

TCH/H1 | ....|SACCH1 | ...

7.8.2 Mapping of SDCCH

In Figure 7.17, the mapping of eight SDCCHs into a single physical channel is shown. The burst mapping

is based on two multi-frame cycles (2� 51¼ 102 TDMA frames), for example, it repeats every two
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multi-frames. The diagram shows two multi-frames with frames numbered 0–50 and 51–101. The time

slot that are used by a particular SDCCH are labeled as SDCCH n (n¼ 0–7) and the time slot used by

associated SACCH are labeled as SACCH n (n¼ 0–7). This control channel arrangement is known as

SDCCH/8. Figure 7.17 shows that each SDCCH/8 occupies a total of eight time slots in twomulti-frames.

So a total of 8� 8¼ 64 SDCCH slots will be present in two multi-frame (102 TDMA frames). The

associated SACCH, which is referred to as an SACCH/C8 in the specifications, occupies a further four

time slots in the same period. Thus a total of 4� 8¼ 32 slots of SACCH will be present in two multi-

frames. Therefore, a total of 64 þ 32¼ 96 time slots are occupied and the remaining six are left idle.

Figure 7.17 shows the situation for the down link slots, the uplink configurationmay be derived by shifting

each slot 15 places to the right, for example, SDCCH/0 will occupy slots 15–18 and slots 66–69 and its

associated SACCH will occupy slot 47–50 on the uplink. Except for time slot zero of the BCCH carrier,

this control channel arrangement may be used on any time slot and any carrier.

7.8.3 Mapping of Broadcast and Common Channels

In the downlink direction, broadcast channels (FCCH, SCH, and BCCH) and control channels (PCH

AGCH) are always transmitted using the cell’s broadcast frequency. PCH and AGCH are collectively

referred to as CCCH. In the case of non-combined configuration on 51 signaling multi-frame structures

(on the FreqBCCH) – the dedicated signaling channels SDCCH and BCCH/CCCH are not combined

together at TS0. This means that SDCCH does not appear in the TS0 of the broadcast frequency.

Generally, FCCH, SCH, BCCH, and CCCH are present on TS0 and SDCCH/8 on TS1, whereas, in the

case of the combined configuration, FCCH, SCH, BCCH, CCCH, and SDCCH appear on TS0.

Figure 7.18, shows for the case of a non-combined configuration, how the FCCH, SCH, BCCH, and

CCCH are mapped onto the signaling channel multi-frame at broadcast frequency with TS0.

As discussed earlier, there are three possible combinations of broadcast and common channels.

1. Figure 7.18 shows the basic arrangement of channels for a non-combined configuration on time slot

zero of the broadcast carrier. The downlink signaling multi-frame (51 slots) is sub-divided into five

groups of ten time slots with a single idle slot at the end (5� 10 þ 1¼ 51). The first time slot of each

group is then assigned to FCCH and contains a frequency correction burst. The second time slot is

assigned to SCH and contains a synchronization burst. In the first group, the four time slots following

the FCCH and SCH slots are assigned to the BCH. The remaining time slots, except for the idle at the

end of the multi-frame, is assigned to CCCH (PCH, AGCH). The PCH/AGCH time slots may be

assigned to either channel on a block by block basis, where a block consists of four time slots as

defined by the interleaving block size. In a non-combined mode, there is a capacity to carry nine

CCCH slots on a 51 mufti-frame indicated by CCCH/0 to CCCH/9. The internal division of the

CCCH capacity is controlled by a parameter referred to as BS_AG_BLK_RES. Its value ranges from

0 to 7. This parameter indicates the number of blocks on each CCCH that are reserved for AGCH. If

the system information is more than that which can be sent on the BCCH block, then the first CCCH
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block is taken for system information and this is referred to as extended BCCH. On the uplink

all the time slots (on the broadcast frequency’s corresponding uplink pair frequency) are assigned

to RACH (Figure 7.19).

2. The control and broadcast channel arrangement for small capacity cells for combined configuration are

shown in Figure 7.20, where the CCCH capacity is reduced to accommodate four SDCCHs on the TS0

of the broadcast frequency. The downlinkmulti-frame is again sub-divided into five groups of ten slots

and each group begins with an FCCH and an SCH. In the first group after one FCH and SCH, the next

four are assigned to BCCH and the next four are assigned to CCCH (PCH/AGCH). In the second group

after one FCCH and one SCH, the remaining eight slots are assigned to PCH/AGCH. In the subsequent

groups, except for the first (FCCH) and second slot position all other positions are used by the four

SDCCHs and their associated SACCHs, the specification refers to them as SDCCH/4 and the

associated control channel as SACCH/C4. There is one idle slot at the end of the multi-frame.

On the uplink, 24 slots are assigned to the four SDCCHs and their SACCHs and the remaining 27

slots are used by the RACH. This control channel arrangement may only be used on slot zero of the

BCCH carrier.

3. For high capacity cells, many CCCH and RACH are required. So, apart from the TS0 of broadcast

frequency TS2, TS4, and TS6 can also be used for those channel transmission. This channel

configuration is shown in Figure 7.21, which is effectively the same as the basic control channel

arrangement given in Figure 7.19, but in this case the FCCH and SCH slots are replace by idle slots, as

these are already transmitted at slot zero of the BCCH frequency and a BTS should not transmit the

FCCHandSCHmultiple times. This arrangement can only be used on slots 2, 2 and 4 or 2 and 4 and6 of

the BCCH frequency. We also note that this is an extension set and can only be used when there are no

SDCCHs on time slot zero of BCCH carrier.
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Figure 7.19 Mapping of broadcast, control, and RACH in scenario-1
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Points to remember:

. The specific time slots of amulti-frame (total 51) are classified into five sub-blocks each having ten slots

(10� 5¼ 50). The last slot (slot-50) is left idle.
. Each sub-block starts with a frequency correction channel (FCCH) immediately followed by a

synchronization channel (SCH).
. One BCCH carrier frequency per cell (beacon) and FCCH and SCH must be only on time slot 0 of

that frequency.
. Other time slots of the broadcast frequencymay be used by TCH provided all empty slots are filled with

dummy bursts and the downlink power control must be disabled.
. Frame number distinguishes logical channels in the same physical channel.
. Multi-frame determines howBCCH is constructed, that is, which specific information is transmitted on

BCCH during a given multi-frame.
. Super-frame used as input parameter by a ciphering algorithm.

7.9 Physical Layer Processing for Logical Channel Transmission
and Reception Procedures

7.9.1 TrafficChannel Transmission Procedures (fromSpeech toRadioWaves)

The user speaks in front of the phone’smicrophone and the analog speech signal is converted into a digital

signal and source coded. Then error correction (FEC) coding is applied to the speech data in order to

protect it from the channel disturbances. Next the coded data are interleaved to protect them from burst

error and then ciphered for security purposes. These are then assembled into bursts along with a training

sequence and tail and guard bits. It is now ready for transmission over the radio interface. Digital-

modulation is performed and then up-converted to the GSM RF channel frequency band and transmitted

via the air. The reverse process is performed at the receiver side. The block diagram of this process is

shown in Figure 7.22.

7.9.1.1 Full-Rate Speech Coding

In the mobile handset, the speech signal is first sampled at a rate of 8 kHz and each sample is represented

by a 13-bit format. So the total generated bits per second will be 8000� 13¼ 104 000. The GSM coder

belongs to the family of regular pulse excited linear predictive codec. It also employs long-termprediction

in addition to the conventional short-term prediction and, accordingly, it is known as RPE-LTP speech

coder. The 20ms block (which will contain 104 000� 20/1000¼ 2080 bits) is stored first and then

encoded to 2080/8¼ 260 bits, using 8 : 1 compression. This produces a bit rate of (260/20)� 1000¼

R RRR R RRR RR  R RRR R RRR RRR RRR R RRR RR R RRR R RRR RRR RRR R RRR RRR

BB B B PPDownlinlk

51 Frame structure - large capacity cell

Used in TS2 (and eventually in TS4 and TS6) of broadcast carrier
(provides additional paging and RACH channels)

Uplink
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Figure 7.21 Mapping of broadcast, control, and RACH in scenario-3
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13 kbps digital stream (as 260 bits every 20ms) then forward error correction is added by a convolutional

encoder, as will be discussed next.

The situation is slightly different on the network side, as the speech,which is coming toMSC fromother

networks or PSTN/ISDN lines, uses an 8-bit A-law pulse codemodulation format. This means that before

the speech signal is passed to the speech coder on the network side, it must first undergo an 8-bit A-law

PCM to 13-bit uniform PCM conversion. After this, the situation is the same as that discussed above.

7.9.1.2 Channel Coding

The above encoded speech data are then passed through the channel coder unit in an effect to reduce the

system BER. Some extra bits are added to shield the speech data, when it passes through the noisy air

channel. Channel coding helps tomove from 10�1–10�3 radio channel native BER down to an acceptable

range (10�5–10�6) BER.

The FEC coding introduces a level of redundancy into the transmitted data, thereby increasing the

transmitted data rate and channel bandwidth. The speech coder delivers 260 bits at every 20ms, so the data

rate is 13 kbps. These 260 bits input block (over a time of 20 ms) is divided into two classes:

. Class I: important bits (182)

- Class Ia Most important 50

- Class Ib Less important 132
. Class II: low importance bits (78)

First step: block coding is performed for error detection in class Ia bits.

Second step: convolutional coding for error correction.
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Figure 7.22 Traffic channel transmission and reception procedures
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The class Ia bits are so important that the speech framemust be discarded if anyof these bits are received

in error. Thus it is important for the receiver to be able to detect when an error occurs in class Ia bits, and

this is achieved by using a weak error detecting block code. The code used is a shortened cyclic code (53,

50, 2) with a generator polynomial: g(D)¼D3 þ D þ 1 (see Table 7.8 for polynomials used for different

logical channels). This coding process generates three parity bits, p0, p1, and p2, which are then appended

to the end of the class Ia bits. Then the class Ib bits are appended at the end of these. Four all zero tail bits

are then added to the end of class Ib bits and all the bits are re-ordered as shown in Figure 7.23. The

resulting 189 bit block (50 þ 3 þ 132 þ 4) is then convolutionally encoded using a half-rate code with

the following generator polynomials: g0¼ 1 þ D3 þ D4 and g1¼ 1 þ D þ D3 þ D4.

It produces a code block of 189� 2¼ 378 bits. Then 78 bits the class II bit are just added to this to

produce 456 bits block. The output from the channel coder unit is 456 bits block over a 20ms frame. This

gives a rate of 22.8 kbps.

7.9.1.3 Interleaving

Owing to themobility of theMS, the errors in the transmitted bits tend to occur in bursts, whenMSmoves

into and out of deep fades. The convoutional error correcting code described earlier ismost effectivewhen

the errors occur randomly and are distributed throughout the bit stream.Hence the convolution coderswill

not work properly if the errors are present in a cluster. Therefore to randomize the probability of bit error,

the coded data are interleaved again before being transmitted over the air.

Table 7.8 Various generator polynomials used for different channels

Channel type Generator polynomials

TCH/FS, TCH/EFS, TCH/F9.6, TCH/H4.8,

SDCCH, BCCH, PCH, SACCH, FACCH,

AGCH, RACH, SCH

G0¼ 1 þ D3 þ D4

TCH/FS, TCH/EFS, TCH/F9.6, TCH/H4.8,

TCH/F4.8, TCH/F4.2, TCH/H2.4, SACCH,

FACCH, SDCCH, BCCH, PCH, AGCH,

RACH, SCH

G1¼ 1 þ D þ D3 þ D4

TCH/F4.8, TCH/F2.4, TCH/H2.4 G2¼ 1 þ D2 þ D4

TCH/F4.8, TCH/F2.4, TCH/H2.4 G3¼ 1 þ D þ D2 þ D3 þ D4

TCH/HS G4¼ 1 þ D2 þ D3 þ D5 þ D6

TCH/HS G5¼ 1 þ D þ D4 þ D6

TCH/HS G6¼ 1 þ D þ D2 þ D3 þ D5 þ D6

d0

u0

d2

u1

d178 d180 p0 p1 p2 d181 d179 d182 d259d3 d1 0 0 0

All zero tail bits

0

du89 u90 u91 u92 u93 u94 u95 u183 u184 u185 u186 u187 u188

Figure 7.23 Coded block before convolution coding
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The output from the channel coder unit is a 20ms block, which contains 456 bits. For full-rate TCH,

carrying speech information, the 456 coded speech block is portioned into 57 bit sub-blocks – B0,

B1, . . ., B7 by assigning coded bit ck to sub-blockBi, based on the relationship i¼ kmod 8, for example,

every 8th bit is assigned to the same sub-block. Each block then forms one half of eight consecutive

transmission bursts on the radio interface. The remaining half of each burst is occupied by sub-blocks

from either the previous speech frame or the next frame, where Bn
i refers to sub-block i of the speech

frame n.

In addition to block interleaving, the data bits are interleaved within the burst. One sub-block will

occupy either the odd or even bit positionswithin the burst.Where a sub-block from a speech frame shares

its burstwith a sub-block from the previous speech frame, thiswill use even numbered bit positions.On the

other hand, when a sub-block shares its burst with a sub-block from the next speech frame, it will use odd

numbered bit positions, for example, B0, . . . B3 will use the even numbered bit positions and B4,. . . B7
will use the odd numbered bit positions. The bits within the sub-blocks are also reordered to increase the

maximum distance between the consecutive bits. The interleaving procedure is described in GSM

spec 05.03.

7.9.1.4 Ciphering

To make the user data secure from fraud over the air the encryption is applied on the transmitted data.

The encryption process involves performing the module-2 addition of a 114-bit wide encryption

word and the 114 data bits in a burst. This is described in more detail in the GSM security procedure

of Chapter 9.

7.9.1.5 Burst Forming

With these 114 information bits, the guard bits, tail bits, and training sequence bits are added to form a

normal burst. Two flag bits (hl and hu) are added on both sides of the training sequence, these are known as

stealing flags. If hl is set to 1, this indicates that even bits of the traffic channel are stolen to carry signaling

information (FACCH), similarly, an hu flag is set for stealing odd bits. Each time-slot burst contains: two

57-bit blocks (2� 57¼ 114 bits) of traffic information bits þ 2 stealing bits þ 26 bit training sequence

bits þ 3� 2 tail bits þ 8.25 guard bits¼ 156.25 bits.

7.9.1.6 RF Conversion

The modulation scheme used in GSM is Gaussian minimum shift keying (GMSK) with a normalized

bandwidth product, BT of 0.3 and modulation symbol rate around 270.833 kbps, where 0.3 describes the

3 dB bandwidth of the Gaussian pulse shaping filter with relation to the bit rate (BT¼ 0.3). As described

earlier, GMSK is a special type of MSKmodulation. The digital square wave pulse contains sharp edges,

which contains lots of high frequency harmonics, so it requires a higher bandwidth to transmit. This iswhy

in order to reduce this and to increase the spectral efficiency, the rectangular pulses are shaped toGaussian

shaped after passing through a Gaussian filter. This is then multiplied by the cos (for the I path) or sin (for

the Q path) waveform of the frequency as required by the channel ARFCN and summed to form a

composite waveform. In the case of a polar transmitter, the amplitude and phase terms are computed and

accordingly the resultant waveform is generated (as discussed in Chapter 4).

Based on the input binary zeros and ones, themodulated frequencies are represented inGSMby shifting

the RF carriers by 67.708 kHz upwards or downwards. The modulating bit rate is 1/T¼ 1 625/6 kbps (that

is, approximately 270.833 kbps). The channel data rate of GSM is 270.83333 kbps, which is exactly four

times the RF frequency shift. Please refer to GSM spec 05.02.
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Start and Stop of the Burst
Before the first bit of the bursts enters themodulator, themodulator has an internal state, as if amodulating

bit stream consisting of consecutive ones (di¼ 1) had entered the differential encoder. Also, after the last

bit of the time slot, the modulator has an internal state as if a modulating bit stream consisting of

consecutive ones (di¼ 1) had continued to enter the differential encoder. These bits are called dummy bits

and define the start and the stop of the active and the useful part of the burst. Nothing is specified about the

actual phase of the modulator output signal outside the useful part of the burst.

Differential Encoding
Burst data bits (di) are differentially encoded by performingmodulo-2 addition of the current and previous

bits. The output of the differential encoder is:

d̂ i ¼ di � di�1 ðdi 2 f0; 1gÞ

where dimay take 0 or 1, and� denotes modulo-2 addition. Then the even and odd bits are separated into

two data streams for the I and Q paths (for a linear transmitter). Next, the resultant data bit on each path is

mapped onto þ 1 (for 0) and �1 (for 1) values, to form the modulating data value ai input to the GMSK

modulator, as follows:

ai ¼ 1�2d̂ i ðai 2 fþ 1;�1gÞ

So the signal is now converted from non-return to zero signal (þ 1, �1) format.

Filtering
The modulating data values ai as represented by Dirac pulses excite a linear filter with impulse response

defined by:

gðtÞ ¼ hðtÞrect t

T

� �

where the function rect(x) is defined by:

rect
t

T

� �
¼ 1

T
; for jtj < T

2

and the � means convlotion. h(t) is defined by:

hðtÞ ¼
exp �t2

2d2T2

� �
ffiffiffiffiffiffiffiffiffið2pÞp

:dT

where d ¼
ffiffiffiffiffiffiffi
lnð2Þ

p
2pBT andBT¼ 0.3,B is the 3 dBbandwidth of the filterwith impulse response h(t), andT is the

duration of one input data bit. This theoretical filter is associated with tolerances defined in GSM 05.05.

Output Phase
The phase of the modulated signal is:

fðt0Þ ¼
X
i

aiph
ðt0�iT

�¥

gðuÞdu

where the modulating index h is 1/2 (maximum phase change in radians is p/2 per data interval).

The time reference t0 ¼ 0 is the start of the active part of the burst as shown in Figure 7.24. This is also

the start of the bit period of bit number 0 (the first tail bit) as defined in GSM 05.02.
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Modulation
The modulated RF carrier, except for the start and stop of the TDMA burst may therefore be

expressed as:

xðt0Þ ¼
ffiffiffiffiffiffiffiffi
2Ec

T

r
:cosð2pf0t0 þjðt0Þ þj0Þ

where Ec is the energy per modulating bit, f0 is the center frequency of the RF radio channel (generated

according to the required channel frequency) andj0 is a random phase that is constant during one burst.

7.9.2 User Data Transmission Using TCH

Apart from speech, a GSM system also supports data transmission at rates of 9.6, 4.8, and �2.4 kbps on

full-rate channels (TCH/F9.6, TCH/F4.8, and TCH/F2.4) and rates of 4.8 kbps and�2.4 kbps on the half-

rate channels (TCH/H4.8 and TCH/H2.4). Various processes involved in the user data transmission are

described below. Inmany instances the blocks are similar to those for speech data transmission,whichwas

discussed in the previous section.

1. Channel Coding – The data to channel coder unit comes from the upper layers (layer-2). GSM

supports both the transparent and non-transparent modes of operation. In the transparent mode the

error correction is performed using only FEC techniques, whereas in the non-transparentmode, if error

occurs the information will be repeated. The non-transparent connection is only available on the TCH/

F9.6 and TCH/H4.8 channels. Based on the type of the channel used, the channel coding procedure and

the correspondingly used polynomials will also vary. See the coding methods for different logical

channels in Table 7.8.

Integrator

RF Amplification
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s(n) = cos (nw0t + ∅)

Channel frequency
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a. TCH/F9.6 channel – The data at rate 9.6 kbps is delivered to the protocol layer; then in this layer a

certain amount of auxiliary information is added to produce an intermediate data rate of 12 kbps.

These data are delivered to the channel coding unit in the form of a 60-bit block on every 5 ms, and

the coder operates on a group of four blocks, that is, 60� 4¼ 240 bits. Four “all zero” tails bits are

then added at the end of the block and the data are convolutionally encoded using a one-half rate

code through the following generator polynomials:

G0 ¼ 1þD3 þD4 and G1 ¼ 1þDþD3 þD4

This produces a coded data block of length 488 bits, which is then punctured by removing 32

coded bits using the following rule: removed bits¼C(11 þ 15j), where j¼ 0.31. This means that

bits C(11), C(26), C(41), and so on are removed. Puncturing is used to precisely tailor the rate of a

convolutional code to the requirements of a transmission link. At the receiver, the convolutional

decoder will effectively treat the deleted bits as errors and theywill be corrected in the conventional

way within the Viterbi decoder.

b. TCH/F4.8 channel – The data are delivered to the coding unit at a rate of one 60-bit block on

every 10ms. Each block is extended to 76 bits by the addition of 16 all zero bits, which are inserted

in blocks of four, once every 15 bits. Two of these blocks are then concatenated to form a

single block of 152 bits, which is 1/3 rate convolutionally encoded using the following

generator polynomials:

G1 ¼ 1þDþD3 þD4; G2 ¼ 1þD2 þD4; and G3 ¼ 1þDþD2 þD3 þD4

This results in a coded block of 456 bits.

c. TCH/F2.4 – The data are delivered to the coding unit at an intermediate bit rate of 3.6 kbps in the

form of 36-bit blocks at every 10ms. The coding unit operates on blocks of 72 bits formed by the

concatenation of two 36-bit blocks. Initially four all-zero tail bits are added at the end of the block to

produce a block of 76 bits. This block is then one-sixth rate convolutionally encoded using the

following generator polynomials:

G1 ¼ 1þDþD3 þD4; G2 ¼ 1þD2 þD4; and G3 ¼ 1þDþD2 þD3 þD4

This results in a coded data block of 456 bits.

2. Interleaving – Two types of interleaving techniques used here: block diagonal and inter-burst

interleaving. The TCH/H2.4 channel uses the same interleaving scheme as used for TCH/FS. The

remaining channels use a different interleaving scheme: the interleaving scheme for the TCH/F9.6

channel is discussed below.

a. In this case, a 456-bit block is sub-divided into four 114-bit sub-blocks, each of which is evenly

distributed over 19 burstswith six bits in each. The sub-blocks are block diagonally interleavedwith

a shift of one burst between each sub-block.

b. The 456-bit block is sub-divided into: two blocks of six bits, which are placed in bursts 0 and 21;

two blocks of 12 bits, which are placed in bursts 1 and 20; two blocks of 18 bits, which are placed

in bursts 2 and 19; and 16 blocks of 24 bits, which are placed in bursts 3–18. Therefore, each 456-

bit block is interleaved over 22 bursts. The data blocks are also diagonally interleaved with a

new data block beginning every fourth burst. We also note that the data bits are reordered within

each burst.

3. Ciphering – The interleaved data bits are then encrypted in the same manner as the full-rate speech

traffic channel, which was described in the previous section.

After this, similar steps to those in speech transmission are followed.
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7.9.3 Signaling Channel Transmission Procedures

7.9.3.1 BCH, PCH, AGCH, CBCH, SACCH, SDCCH Channel

1. Information bits: The signaling information comes from the upper layers. For these channels, the

signaling information from layer-2 contains a maximum of 184 bits (Figure 7.25). It does not make a

difference whether the type of signaling information to be transmitted is mapped onto a BCCH, PCH,

SDCCH or SACCH. The format always stays the same.

2. Channel coding: The data are delivered to the channel coder unit in fixed blocks of 184 bits of

information. For SACCH, SDCCH,BCCH,AGCH, andPCHchannel, the block code is used instead of

convolution coding and the main block code in use is a fire code.

The result of the fire coding process is the generation of 40 parity bits that are appended to the end

of the data block to form a 224-bit block. This data block is then covolutionally encoded using a

one-half rate convolution code with the below specified generator polynomials. The output is 456

coded bits (Figure 7.26).

In the case of an SACCH channel, the initial encoding is performed on the delivered fixed blocks of

184 information bitsusing a shortenedbinary cyclic codedefinedby the followinggenerator polynomial:

GðDÞ ¼ ðD23 þ 1Þ ðD17 þD3 þ 1Þ

This type of code is commonly referred to as a fire code and is used to detect “bursty” residual

errors that are not corrected by the convolutional decoder. The result of this coding process is the

generation of 40 parity bits that are appended to the end of the data block to form a 224-bit block.

This block is extended to 228 bits with the addition of four all zero tail bits at the end of the block.

This data block is then convolutionally encoded using a one-half rate convolutional code with the

following generator polynomials:

G0 ¼ 1þD3 þD4; G1 ¼ 1þDþD3 þD4

Address
(8 bits)

Control
(8 bits)

Length
indicator
(8 bits)

Information
(variable)

Fill
(variable)

Figure 7.25 Message format

Signaling information

184 bits
Block encoder (fire code)

1/2 Convolution encoder

456 bits

Fire coder adds 40 parity bits to the 184 bits
Total = 184 + 40 = 224 fire coded bits, after that
adds 4 ''0'' bits

Figure 7.26 Information processing steps for BCH, PCH, SACCH, SDCCH channels
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This provides a block of 456 coded bits. The bits are reordered and divided into eight, 57-bit sub-

blocks in the same way as the 456-bit speech block on the TCH/FS, that is, some blocks occupy the

even-numbered bits and some blocks occupy the odd-numbered bits.

3. Interleaving: As discussed in the previous section, after channel coding, the block rectangular

interleaving is applied. In case of the SACCHblock, interleaving occurs over four full bursts with each

burst containing bits from the same block in both the odd and even bit positions. This technique is

termed block interleaving and a new data block begins once every fourth burst and is interleaved over

four bursts.

ForSACCH, bursts occur once every 26bursts or 120mswith the full-rate traffic channel,whichmeans

that the delay caused by interleaving and the channel coding process will be 4� 120ms¼ 480ms.

The broadcast control channel (BCCH), the paging channel (PCH), the access grant channel (AGCH),

the cell broadcast channel (CBCH) and the stand-alone dedicated control channel (SDCCH) all use the

same coding and interleaving scheme as the SACCH, described above.

4. Ciphering:Generally, the SCH,BCCH, PCH,AGCHandCBCHare not encrypted, because theymust

be available to every MS within a cell. Only the SACCH and SDCCH data are encrypted in the same

process as for the traffic channel.

5. Burst formatting: These data are then mapped into a normal burst, as described earlier.

6. Modulation: The GMSK modulation applied on the data.

7. Frequency conversion: Finally this modulated signal is up-converted to the proper GSM frequency

and transmitted via the air.

The SACCH processing steps is described in the Figure 7.27.

7.9.3.2 RACH Channel

1. Information bits and channel coding: The RACH information contains eight information bits. Six

parity bits are generated using a simple systematic cyclic code with the following feedback

polynomial: g(D)¼D6 þ D5 þ D3 þ D2 þ D þ 1. The six parity bits are then added, bit-wise

modulo-2 to the 6-bit base station identity code (BSIC) of the BTS for which the RACH message is

intended. Only the BTS with the same BSIC as that used in the RACH burst generation will be able to

successfully decode the information. This process results in a 14-bit block to which four all-zero tail

bits are added to form an 18-bit block. This block is then one-half rate convolutionally encoded using

the same generator polynomial as discussed earlier and produces a 36-bit coded block. This exactly fits

into the data portion of a single RACH (access) burst (Figure 7.28).

2. Interleaving: There is no interleaving applied to RACH data.

3. Ciphering: There is no ciphering applied to the RACH information.

4. Burst forming: These data are then mapped into access burst as described earlier.

5. Modulation: The GMSK modulation is applied on the data.

6. Transmission: Finally this modulated signal is up-converted to the proper GSM frequency (broadcast

beacon frequency) and transmitted via the air.

7.9.3.3 FACCH Channel

The FACCH channel is used for urgent signaling purposes, such as for call set up, handover and so on. The

physical layer processing for the FACCH channel is as described below (see Figure 7.29):

1. Information bits: The FACCH information block from layer-2 contains 184 bits.

2. Channel coding:FACCHuses block code for channel coding similar to SACCH.Themain block code

in use is a fire code, which adds 40 bits of redundancy to a layer-2 data block on FACCH.

GSM Radio Modem Design: From Speech to Radio Wave 245



57 bits 57 bits
Odd bits
Even bits

114 bits encryption block

TB
3

TB
3

GP
8.25

TS
26 bits

S
F

S
F Normal burst

Map to SACCH frame slot

TCH idle TCH SACCH

Time slot

TCH

Format of SACCH

Octet 3-23

LAPDm frame
measurement report

TA
(0-3F hex)

MS power
control

Info
from
L2

Channel
coding
unit

SYS_INFO 5 or 6 signaling

23*8 = 184 bits

184 + 40 + 4 = 228 bits

228 * 2 = 456 bits

Fire code (shortened binary cyclic code)

Input frame

1/2 Rate convolution code

40 parity bits 4 all zero tail bits

Interleaving unit

8 blocks each with 57 bits (57 * 8)

One frame is interleaved over 4 blocks.
Each block can be sent on every 120 ms (TCH/F)

4 Blocks => 1 SACCH Frame can be sent over
4 * 120 ms = 480 ms.

Octet 2

1 7 bit 3 5 bit

Octet 1

Burst forming

Channel mapping 

Ciphering
TDMA frame number

To modulation and RF module

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
TDMA frame numbers

Kc
A5Ciphering

57 + 57 = 114 bits

8

0 1 2 3 4 5 6 7

448 449 450 451 452 453 454 455
B0 B1 B2 B3 B4 B5 B6 B7

57

Figure 7.27 SACCH processing

8 bit
message

8 bits 14 bits 36 bits

data fields

4 tail bits

Error
correcting
blk code

1/2 rate
convolution
code

Figure 7.28 RACH processing

246 Mobile Handset Design



3. Interleaving:The interleaving scheme for FACCH is different for half-rate and full-rate channels. For

a full-rate channel, the interleaving scheme is identicalwith that used for full-rate 456-bit coded speech

frames. In tthis instance, each block is divided into eight 57-bit sub-blocks and then the block is

diagonally interleaved over eight consecutive bursts with the first four sub-blocks occupying only the

even-numbered bit positions and the last four sub blocks occupying only the odd numbered bit

positions. We know there are two stealing flags inside an NB, when the even numbered bits of a burst

are stolen by the FACCH, then the hu flag is set to a logical 1 and when odd numbered bits have been

stolen, then hl flag is set to 1. As the FACCH and full-rate speech interleaving is similar, thus a 456-bit

FACCH block will completely replace a 456-bit coded speech block on a one-for-one basis, but in this

instance, due to insertion of an FACCH block, there will a loss of a 20 ms speech block. When an
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Figure 7.29 FACCH processing
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FACCH is inserted on a half-rate traffic channel, the 184-bit FACCH block is convolutionally encoded

in the same manner as the SACCH block and produces a 456-bit coded data block. The block is then

interleaved over six bursts using the following method. The 456-bit is block is divided into eight sub-

blocks with first four sub-blocks occupying the even numbered bit positions and last four blocks

occupying the odd numbered bit positions. The sub-block (2) and (3) are combined with sub-block

(4) and (5) to fill two complete bursts and the remaining sub-blocks fill the half bursts. So, effectively

the blocks are block diagonally interleaved over six bursts with a new data block beginning once every

fourth burst. Therefore, we can say, an FACCH block steals the even numbered bits of the first two

bursts of the TCH/H (for example,hu set to 1), all of the bits of the next two bursts (for example, both hu
and hl set to 1) and the odd numbered bits of the next two bursts (for example, hl set to 1), in effect there

will be a loss of two consecutive speech frames.

7.9.3.4 Frequency Correction Channel (FCCH)

In a GSM/GPRS system, frequency synchronization is achieved through the detection of the presence of a

frequency correction burst (FB) and then the frequency is estimated from the detected FB. In this situation,

the frequency synchronization information is sent through a frequency correction channel, which is time

multiplexed in the same BCCH carrier frequency along with the SCH, PCH, AGCH, and BCCH control

channels based on the cell configuration. The FCCH is a downlink only channel, mainly used for

frequency correction. It is also used for synchronization and acquisition by providing the boundaries

between time slots and the position of the first time slot of aTDMAframe. TheFCCHconsists solely of the

frequency correction burst (FB), which consists of an all-zero bit pattern. This occupies TS0 for every first

GSM frame (frame 0) and is repeated every ten frames within a control channel multi-frame.

The frequency correction burst is used by the MS to detect a special carrier, which is transmitted by

every BTS in a GSM network. The burst has a duration of 576.923ms, which is equivalent to 156.25

symbol periods with 270.83 kHz symbol rate. As all bits in the frequency correction burst are set to zero

(including the tail bits) so, after GMSKmodulation, this results in a pure sine wave at a frequency around

67.7 kHz (1625/24 kHz) higher than the RF carrier center frequency. An FB is a single tone signal at

67.7 kHz relative to the carrier center. In GMSK, a logical “1” will cause the carrier phase to increase by

90� over a bit period and a logical “0”will cause the carrier phase to decrease by 90�. This phase change is
produced by instantaneously switching of the carrier frequency between two different values – f1 and f2

according to the input data. f1 and f2 are given by:

f1¼ fc þRb=4

f2¼ fc�Rb=4

where Rb is the modulation symbol rate and fc is the nominal carrier frequency. It is interesting that in

MSK the carrier frequency fc is never sent.

Now, as the frequency correction burst consists of an all-zero bit sequence, after modulation by a

GMSK (Gaussian minimum shift keying) modulator, it manifests as a complex sine wave, of frequency

Rb/4, where, Rb is 270.833 kHz.

As each bit of the transmitted sequence eventually adds p/2 to the phase of the signal, so four bits are
required before the signal returns to its initial phase state. The rate of the input sequence then determines

the speed of this phase rotation. Hence, on delivery of such a sequence, the modulator should return a

sinusoidal signal of frequency Rb/4 for both the I and Q channels. Owing to the sine/cosine relationship,

the Q channel should trail the I channel by an amount of one. This is illustrated in Figure 7.30.

Owing to limitations in the accuracy of the local oscillator, the frequency of the signal changes

to 67.7033 kHz�Df. For example, for a 20 ppm oscillator at 900MHz, Df is 18 kHz. Also, the presence
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of multi-path and noise in the system enhances the ambiguity. Thus, the frequency burst detection

involves the identification of the time of occurrence of the narrow band tone with the uncertainties

mentioned above.

7.9.3.5 Synchronization Channel (SCH)

1. Information bits: The synchronization channel information contains 25 bits. The data include the

BSIC (3-bit network color code þ 3-bit base station color code) and the frame number of the current

frame within the hyper-frame (19-bit reduced frame number). The BSIC (base station identity code)

consists of a 3-bit network color code (NCC) and a 3-bit base station (BS) color code.

2. Channel coding: The information is fed to the channel coder unit and ten parity bits are generated

and then four all-zero tail bits are added to produce a 39-bit data block. The block is then one-half

rate convolutionally encoded using the same code as the TCH/FS to produce a coded data block of 78

bits (Figure 7.31).

Ten parity bits are generated using the following polynomial:

gðDÞ ¼ D10 þD8 þD6 þD5 þD4 þD2 þ 1

Four “all zero” tail bits are added to produce a 39-bit data block. The block is then one-half rate

convolutionally encoded using the same code as the TCH/FS to produce a coded data block of 78 bits.

This information block exactly fits into a single SB burst information section and interleaving is not

used on the SCH.

3. Interleaving: Interleaving is not used for SCH. So, only one received burst is enough to start the

decoding of SCH.

4. Burst forming: This is mapped into the synchronization burst and modulated and transmitted, as

described for earlier channels.

Table 7.9 gives the coding methods for different logical channels.
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Figure 7.30 I- and Q-channel information after modulation
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Figure 7.31 SCH processing
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7.10 Design of Transmitter and Receiver Blocks for GSM Radio Modem

In the previous section, we discussed the various physical layer processing steps for the different

logical channel information before it is transmitted via the air. In Figure 7.32, transmission flows of

the FCCH, SCH, and BCCH channels information is shown, which takes place in the BTS side

(downlink). The information bits are processed and bursts are formed for different channels,

which are passed though the modulator and transmitted from the BTS antenna using a broadcast

carrier frequency.

MS receives the data from these channels from the air and tries to process it through its receiver circuits.

The signal reception flow inside a GSMmobile receiver is shown in the Figure 7.33. After switch ON and

the initial boot on procedure, the mobile will read the FCCH channel information from the sampled (I, Q)

incoming data from the ADC. FCCH does not require any channel estimation or equalization process, so

the signal directly goes to baseband and generally one algorithm is used to detect an all-zero sequence in

the received samples to establish the presence of the FCCH channel data (which is nothing but sampled

values of a pure sine wave of frequency 67.7 kHz). Once the FB is found, the frequency is estimated and

frequency correction is applied to the local crystal. Next, the SCH channel is scheduled to read, and this

requires the channel estimation and decoder modules, but SCH does not require ciphering and

de-interleaving modules (as SCH data are not ciphered or interleaved). Next, the BCCH channel is

scheduled to read and decode, which comes using normal burst. For this, channel estimation, equalization

and de-interleaving modules are used. The channel estimation block computes the inverse of the channel

transfer function using the known training sequence bits in the burst and passes to the equalizer. Generally,

the output from the channel estimation block is the filter co-efficient, which will be used for equalization

purposes. Then the equalizer produces the soft-bits with a confidence value and burst SNR. This is

de-interleaved and then passed to the Viterbi decoder for producing the hard-bits, which are passed to the

higher protocol layer.

For traffic channel reception (which also usesNB, andwhere burst data are interleaved, ciphered) all the

blocks used are as shown in the Figure 7.33, and the decoded data blocks are passed to the speech decoder

to produce a voice signal. All these processes are described in detail in Chapter 9 and different blocks are

described in Chapter 10.

Table 7.9 Coding methods for different logical channels

Channel type Bit/block data þ parity þ tail Convolutional

coding rate

Bit/block Interleaving

depth

TCH/FS 456 8

Class I 182 þ 3 þ 4 1/2 (378)

Class II 78 þ 0 þ 0 — (78)

TCH/F9.6 4� 60 þ 0 þ 4 244/456 456 19

TCH/F4.8 60 þ 0 þ 16 1/3 228 19

TCH/H4.8 4� 60 þ 0 þ 4 244/456 456 19

TCH/F2.4 72 þ 0 þ 4 1/6 456 8

TCH/H2.4 72 þ 0 þ 4 1/3 228 19

FACCHs 184 þ 40 þ 4 1/2 456 8

SDCCHs, SACCHs 184 þ 40 þ 4 1/2 456 4

BCCH, AGCH, PCH 184 þ 40 þ 4 1/2 456 4

SCH 25 þ 10 þ 4 1/2 78 1

RACH 8 þ 6 þ 4 1/2 36 1
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8

GSM Mobile Phone Software
Design

8.1 Introduction to GSM Mobile Handset Software

As discussed in the earlier chapters, a GSM mobile handset system consists of several essential

hardware blocks, the necessary software for driving those hardware blocks, protocol stack for

governing communication, and application software for running different applications. A high level

picture of different software blocks, which are required for a typical GSM mobile phone system, is

shown in Figure 8.1.

Typically the software part consists of several modules, such as the boot loader, initialization code,

protocol stack, device drivers, and RTOS. In addition, audio–video related software, Bluetooth stack, and

other application software (such as gaming, calculator, etc.) are also in-housed in a mobile phone device.

8.1.1 Boot Loader and Initial Power on Software Module

Once the reset button is pressed the processor jumps to the reset location (the data book of each

microcontroller/microprocessor specifies the reset vector/memory location) and the jump to the next to

address location is then specified. Boot loader is a small program that loads the operating system into

memory of themobile, when themobile is booted. Generally, the boot loader is stored and executed froma

special ROM area of the chip, and this uses the crypto capabilities and makes sure that only certified

software can be downloaded. The boot loader allows programming the of the flash via a USB/UART

connection. An embedded system also uses a flash boot loader, which resides in flash memory.

As an example wewill discuss a simple boot-on procedure for a mobile phone. After the reset, startup/

init code is executed, where static variables are initialized and memory areas are cleaned up. Also, the

power-up sequence and initialization of the necessary hardware blocks aremanaged in this code, and then

interrupts are enabled as are thewait-state for accessing of Flash and the external RAM is setup. Next, the

SW drivers, services, and the RTOSwill be initialized, so that the scheduling of threads can be started and

the system starts up. Device drivers are in charge of mapping the hardware functionality of several blocks

for inter-IC communication, user interaction, and storage/retrieval of data into a software API, which can

be used by other drivers, services or SWblocks in the system.Examples of services/middleware are: JPEG

encoding/decoding, unified file system on different storage media, MP3 player, MIDI player. A camera

system controls a camera sensor via two different hardware interfaces and manages the programming of
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the DMA between the sensor, external memory, and the LCD in order to support camera preview and

snapshot.Most of the time a real time operating system (RTOS) is used for hardware abstraction, real-time

scheduling and to avail all OS functionalities. The software driver is used to program and configure theRF

module for transmission and reception at a scheduled time. The L1, protocol stack L23, andACI represent

the modem software of the phone. On top of ACI an AT-command based interface is provided to enable

application to control the modem. Applications are seen as separate functional blocks, which take care of

several areas in the phone user interface (UI). For example browsers forWAP, editors for SMS andMMS,

personal information manager, phonebook manager, games, camera UI and idle screen. Applications are

controlled by aman–machine interface (MMI),which controls the activation, suspension and deactivation

of the various applications and which arbitrates the human interface I/O blocks keypad, microphone,

loudspeaker, display, and so on between applications.

8.2 Operating System Software

Today, every mobile must have an operating system to run the various programs. The Operating system

performs basic tasks, such as recognizing input from the keyboard, sending output to the display screen,

hardware abstraction, resource management, memory management, user interface, driving

applications, and so on. Most operating system designs involve a software component called the

kernel, which is responsible for hardware abstraction and resource management. Most of the

architectural decisions in operating system design concern exactly what role the kernel should play

in the operating system architecture.

A real-time operating system (RTOS) performs its functions and responds to external events (such as

interrupts) within a specified period of time (�20ms). It is usually more efficient, predictable, easier to

maintain, and less buggy. TheRTOS should implement task-priority levels, so that important tasksmay be

executed at a higher priority and they should allow changing a task priority during the run-time. There are

several candidateOSs for digital cellular handset applications andmodemoperation. Abrief discussion of

some of these is given below.
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Figure 8.1 High level block diagram of a mobile phone software architecture
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8.2.1 Symbian

In 1998, Symbian was formed by Nokia, Ericsson, Motorola, and Psion Software with the aim of

developing the software and hardware standards for the next generation of wireless smart phones and

portable terminals. The Symbian operating system (EPOC) has been developed and used in palmtop

computers such as the Psion Series 5. This is an open operating system, designed for mobile devices, with

associated libraries, user interface frameworks, and reference implementations of common tools, and runs

exclusively on ARM processors. It is structured like many desktop operating systems with pre-emptive

multitasking and memory protection. EPOC was inspired by an openVMS-type of approach for

multitasking with server-based asynchronous serialized access, based on events.

8.2.2 RT-Linux

Being a multi-user system, UNIX enjoys several other advantages over the MSDOS. UNIX, which is a

trademark of Novel, which is very expensive and not suitable for a single PC or mobile user. To

overcome this difficulty, many developers across the world contributed and came up with new free

shareware that is known as Linux. The Linux is a freely distributable version of UNIX developed

primarily by Linus Torvalds at the University of Helsinki in Finland. Linux is a clone of the UNIX

operating system. Compared with UNIX OS, the Linux is a small, portable, fast and flexible operating

system. Linux is not a trademark; it has been publicly available since November 1991. Linux is not

designed to be a hard real-time operating system. Themain reason is the non-preemptive behavior of the

Linux kernel. Non-preemptivemeans that in same cases it may be that the Linux kernel will not execute

a higher priority task even if it is required to do so. The sources of unpredictability in the Linux OS

includes a Linux scheduling algorithm, device drivers, the use of interrupt disabling, uninterruptible

system calls, and virtual memory operation.

So, to make the Linux kernel behave as a real-time kernel either we have to rewrite the Linux kernel,

which is very difficult, or add some extra modules to the existing Linux to run as a real time OS. The best

way to avoid these problems is to make a small predictable kernel separate from the Linux kernel. This

simple technique gave rise to the idea of RT-Linux. However, the question still remains of how to

implement this.

Linux supports the dynamic loading and unloading of kernel modules (pieces of code) and once the

module is loaded, it becomes the part of the kernel. So, if we can load a module that could take over the

system and run all Linux native processes as a lowest priority task, then we will be able to use Linux as a

real-time operating system. This is the approach used by real-time Linux. Here, these modules take over

the systemand implement their own task schedulers. Under this new task scheduler, Linux itself runs at the

lowest priority. In this case we can run real-time tasks under this newly installed scheduler, which can

support preemption and all the user-programs are scheduled to run only when no real-time task is

scheduled. Real-time Linux, or RT-Linux, was initially developed as an educational project. Now

FMSLabs develops and maintains this. The RT-Linux kernel is shown in Figure 8.2.

8.2.3 Palm

In 1996 the Palm OS was developed by US Robotics, which is owned by Palm Computing Inc., for

personal digital assistants (PDAs). Palm OS is designed for ease of use with a touch screen-based GUI

(graphical user interface). The key features of the current PalmOS (Garnet 5.4) are: simple, single-tasking

environment to allow launching of full-screen applications with a basic, common GUI set, handwriting

recognition input system known as Graffiti 2, and so on.

Generally, in mobile handsets, a range of RTOSs are used for protocol, radio modem, and application

processing activities.
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8.3 Device Driver Software

Protocol software, radio modem processing software (layer-1 part), and application software usually run

on processors on top of an RTOS and there are several hardware blocks, which are meant to perform

specific tasks (such as keypad, microphone, display, RF HW module, etc.). These hardware blocks are

configured and controlled by the processors as required. It is risky to work with bare hardware and also

difficult to make the hardware work according to the command. Device driver is a software program that

controls devices such as the keyboard, LCD, camera, USB, and so on. A device driver acts like a translator

between the device and programs that use the device. Each device has its own set of specialized commands

that are known to its driver. In contrast, most programs access devices by using generic commands. The

driver, therefore, accepts generic commands from a program and then translates them into specialized

commands for that device. Now, instead of putting code in each application, we write controls for each

device and then share the code between different applications in order to share the same hardware among

the various applications.

8.4 GSM System Protocol Software

As mentioned earlier, for various reasons (for example, to connect to the network, to set up, maintain,

release a call, and to route a call seamlessly), there is a need to define a set of rules or protocols between

various network entities, which should be followed for communicating or passing information among the

entities. For the GSM system these are called GSM protocols. The protocol stack for GSM follows the

same basic concepts of ISOOSI-7 layer architecture, but this has beenmodified at the lower three layers to

suit the specific requirements. The very first aim of communication is to transport user information, but in

order to support this, in parallel there is also a need for signaling data transmission. We have discussed

earlier, for GSM, that the TCH is used for user specific traffic information sending and the SACCH and

FACCHchannels aremainly used to transmit the signaling information during the call (for example, along

with the TCH) and SDCCH is used outside a call, for example, when the call is not established.

The overall protocol architecture can be broadly divided into three planes: (1) user plane (speech, data);

(2) control plane (signaling); and (3) management plane (management of network elements, such as

configuration, faults, and so on). Within aGSMnetwork, different protocols are needed to enable the flow

of data and signaling between the varioust GSM subsystems. Figure 8.3 shows the interfaces that link

different GSM subsystems and the protocols used to communicate on each interface. The GSM protocol
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Direct
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architecture is designed such that the MS communicates with various protocol entities at different levels

of abstraction.

GSM specific protocols are mainly divided into three layers:

a. Layer-1 is the physical layer, which uses the channel structures over the air interface (Um) as discussed

in Chapter 6, Section 6.7.1 and Chapter 7. This is responsible for channel encoding/decoding,

interleaving, ciphering, burst forming, for example, bit (or symbol) transmission and reception over

the air link.

b. Layer-2 is the data link layer. The functionalities of this layer are: multiplexing of one or more layer-2

connections on control/signaling channels, error detection (based on HDLC), flow control, transmis-

sion quality assurance, routing, and so on [1].

c. Layer-3 is the network layer. The functionalities of this layer are: connection management (air

interface), subscriber identification, management of location data, and management of added services

(SMS, call forwarding, conference calls, etc.).

The user plane protocol architecture ismuch simpler and involves only physical layer and data-link layers.

8.4.1 GSM Mobile Handset (MS) Protocol Stack

Inside a GSM mobile handset, entities for all the layers are residing and interacting with their

corresponding counterparts, which are spread across the GSM subsystems as shown in Figure 8.3.

Different sub-layers in layer-2 and layer-3 of the GSM phone protocol stack are shown in Figure 8.4.

Layer-2 and layer-3 consists of several entities and generally, entities run as separate threads in an OS

environment and use a queue based communication model, where the primitive contents are stored in

dynamically allocated partition memory sections. Generally, the interface to L1 consists of the primitive

based service access points.

DL (data link layer) – This provides layer-2 functionality to the RR on different logical GSM channels.

RR (radio resource) – This sub-layermakes sure that a suitable cell is selected, the surrounding neighbor

cells are observed and the serving cell with the best radio quality is used, in idle mode and in a call or

data connection.
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ALR (adaptation layer) – This is an adaptation sub-layer that exists between the RR and L1 and helps to

support the RR in cell-selection/re-selection, SI pre-processing, and paging detection.

MM (mobility management) – This is a user protocol between the mobile station and the network

switching subsystem (NSS), for which the base station subsystem (BSS) is transparent. This sub-layer

makes sure that the mobile stays in the registered state in the home or roaming network. It is

responsible for the functions relating to location registration, paging, attachment/detachment,

handover, dynamic channel allocation and management. MM maintains the full or limited service

of the phone. The messages defined in MM allow for roaming and security functions in GSM.

CC (call control) – This is in charge of circuit switched call handling. It performs the required signaling

between MS and network in order to establish, receive, maintain, and end a call. Handling of

conferences and a second call is also in the scope of this entity. CC is part of the connection

management (CM) layer.

SS (supplementary service) – This is in charge of getting/setting and querying services in the

network, such as call-forwarding, call-deflection, and call-barring. SS is part of the connection

management layer.

SMS (short message service) – This provides the capability to send and receive SMS. The reception of a

cell broadcast messages (CBM) is also handled here. SMS is part of the connectionmanagement layer.

SM (session management) – This sub-layer controls the activation/deactivation and modification of the

PDP (packet data profile) context in the GPRS system (discussed in Chapter 13). A context defines the

QoS for a packet oriented connection, the used NSAPI/SAPI (service access point identifier), the IP

addresses of theMS, gateway and theDNS.Up to seven contexts can be handled by SM. It is part of the

connection management layer.

Each entity consists of several state machines, which process incoming events such as primitives,

timeouts, events, and use static storage to store state relevant data between events. Entities can interact

with other entities by sending events or primitives and they could maintain their own timers. Several

entities could be grouped and run in a single OS thread as: CC – SMS – SS – SM.

As the real-time requirements and the protocol itself allow that only one entity of thegroups is active at a

particular time, the entities can thus share the same input queue and the same stack.

SIM (subscriber identity module) – This entity controls the SIM driver that manages the access to

different SIM data fields and provides an SAP (service access point is the interface point between two

layers) towards MM, GMM, and ACI.
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LC RRLP

RR

DL ALR SIM
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Figure 8.4 Mobile phone GSM protocol stack (L2/L3) architecture
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ACI (application control interface) – The application control interface consists of several state

machines, which are triggered by AT-commands or incoming primitives from the underlying L23

entities. ACI controls the L23 functions also by primitive exchange on the connected SAPs.

MMI (man–machine interface) – MMI is used to interact with the user. It takes the input from the

user through a touch screen or key pad and displays the output on the LCD screen or invokes the

proper operations.

In the next sections, the protocols and message structure used in different layers for communication

among different entities in the system are described.

8.4.2 Air Interface (Um) Protocol

In the Figure 8.5, the interfaces between L1, L2, and L3 layers are shown. In the signaling plane, as RR is

an L3 entity, it can interact with L1 and L2.

8.4.2.1 Layer-1

The physical properties of the Um interface have already been described in detail in the previous chapter.

8.4.2.2 Layer-2

Themain functionalities of the link layer are structuring in the frame, segmentation and reassembly, error

detection and correction, multiplexing and flow control. Across the Um interface, the data link layer used

is the LAPDm (modified LAPD). This is a modified version of the LAPD (link access protocol for ISDN

“D” channel) protocol, which is used in ISDN. This LAPDm protocol is related to two other layer-2

protocols, such as HDLC and LAPB. For the development of the LAPDm protocol, the LAPD protocol is

taken and all dispensable parts were removed to save resources. The frame formats defined for LAPDm

are based on those defined for LAPD. However, there are some important differences between LAPDm

and LAPD, in particular with regard to frame delimitation methods and transparency mechanisms. These

differences are necessary for operation within the constraints set by the radio path. LAPDm supports

two modes of operation: (1) unacknowledged mode operation using UI frames (no flow control and

error control); and (2) acknowledged mode operation using the multiple frame procedure (positive
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acknowledgment, error correction based on ARQ). For BCCHs and CCCHs only the unacknowledged

mode of operation is implemented. LAPDm is used for information sent on the control channels BCCH,

AGCH, NCH, PCH, FACCH, SACCH, and SDCCH as defined in the GSM standard.

LAPDm uses three frame formats:

1. A-format –This frame format can be used for anyDCCHand it does not carry anyhigher layer data (no

information field), but is is used for filling.

2. B-format – This frame carries the actual signaling data on the radio interface. It is transmitted in every

DCCH and ACCH. The maximum length of layer-3 information is restricted based on the logical

channel and is defined by parameter N201. A-format and B-format frames are sent both in uplink and

downlink. SACCH, FACCH, SDCCH uses frame types A or B.

3. Bbis-format –This frame does not have any address field, as this is not required on a broadcast channel

and this frame format is used for transmission on BCCH, PCH, and AGCH. These frames are only sent

on the downlink.

The maximum frame length is 23 bytes¼ 184 bits, which is the length of the layer-2 data block passed

to the layer-1 channel coding unit. Figure 8.6 shows the LAPDm frame format and coding of fields for

the several message types used by the protocol. The LAPDm address field has as its main element the

SAPI, through which the layer-3 message is received. On the radio interface two values of SAPI are
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used: (1) SAPI ¼ 0 for messages from the radio resource management (RR), mobility management

(MM), and call control (CC); and (2) SAPI¼ 3 for messages from the SMS and supplementary services

(SS) messages. The control field is used in the same fashion as in HDLC or LAPB and contains the

sequence and retransmission counters N(S) and N(R), respectively. The frame length field contains the

length of the layer-3 message within the information field of the LAPDm frame. If the message is less

than the length specified in parameter N201 of the radio interface, fill-in octets are used to make up for

the space. If the layer-3 message to be transmitted is longer than N201, segmentation occurs. Whether

segmentation has occurred or not, is indicated in the M-bit of the length field.

For link layer signaling, two physical layer channels are used (SACCH and FACCH). The frame

structure of the SACCH message is shown in Figure 8.7. The important functionality of a link layer is to

improve the quality of transmission, by detecting frames that have been subjected to transmission errors,

and probably asking for repetition. It supports both acknowledgment (acknowledged back indicating

correctly reached) and un-acknowledgment modes. The link layer offers the possibility of multiplexing

independent flows on the same channel. On the radio interface, two independent flows can co-exist. The

first one is devoted to transfer of signaling messages and the second one is for SMS. These two flows are

distinguished by a link identifier SAPI, as discussed earlier.

8.4.2.3 Layer-3

Layer-3 contains several sub-layers (Figure 8.8), which control signaling channel functions (BCH,

CCCH, and dedicated channels). These sub-layers are radio resource management (RR), mobility

management (MM), call control (CC) as well as short message service (SMS) management, and

supplementary services (SS) management.

1. Radio Resource (RR) Sub-Layer

RR is the heart of the protocol. This controls the setup, maintenance, and termination of radio and fixed

channels, supports measurements and handovers. The main procedures in anRR layer are:channel

assignment, channel release, channel change and handover, change of channel frequencies, hopping

sequences (algorithms) and frequency tables, measurement reports from the MS, power control

discontinuous transmission reception, time advance,modification of channelmodes (speech and data),

and cipher mode setting.

AnRR session is always initiated by anMS, through the access procedure, either for an outgoing call, or

in response to a pagingmessage.The access andpaging procedures (such aswhen a dedicated channel is

actually assigned to the mobile and the paging sub-channel structure) are handled in the RR sub-layer.

2. Mobility Management (MM) Sub-Layer

This sub-layer manages the location update and registration procedures, as well as security and

authentication. The procedures in the MM sub-layer are: location update, periodic updating,

authentication procedure, IMSI attach procedure (on power up an MS will present its IMSI to
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network and get a TMSI), IMSI detach (on power off of anMS, detach procedure to tell network it is no

longer in service), TMSI reallocation, and identification.

3. Communication Management (CM)

The communicationmanagement layer (CM) is responsible for call control (CC), supplementary service

management (SS), and shortmessage servicemanagement (SM).Again each of thesemay be considered

as a separate sub-layer within the CM layer. Call control attempts to follow the ISDN procedures are

specified in Q.931, although routing to a roaming mobile subscriber is obviously unique in GSM.

a. Call Control (CC) Sub-Layer

This sub-layer manages all functions necessary for circuit-switched call control in GSM PLMN,

call establishment for mobile-originated calls, call establishment for mobile-terminated calls,

changes of transmission mode during an ongoing call, call re-establishment after interruption of an

MM connection, dual-tone multi-frequency (DTMF) control procedure for DTMF transmission.

b. Supplementary Service Management (SS)

This sub-layer contains functions such as call waiting, call forwarding, group call, called party

identity, and so on.

c. SMS Management

The short message service – point to point (SMS-PP) is defined in GSM recommendation 03.40.

Messages are sent to a short message service center (SMSC) which provides a store-and-forward

mechanism. Both mobile terminated (MT) (for messages sent to a mobile handset) and mobile

originating (MO) (for those that are sent from the mobile handset) operations are supported.

Transmission of short messages between the SMSC and the handset is done using the mobile

application part (MAP) of the SS7 protocol. Messages are sent with theMAPMO- andMT-forward

SM operations, whose payload length is limited by the constraints of the signaling protocol to

precisely 140 octets (140 octets¼ 140� 8 bits¼ 1120 bits). The maximum single text message size

is either 160, 7-bit characters or 140, 8-bit characters, or 70, 16-bit characters.
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Neither the BTS nor the BSC interrupt CMandMMmessages, thesemessages are simply exchangedwith

the MSC or MS using the direct transfer application part (DTAP) protocol on the A interface.

Layer-3 Message Format
The structure of layer-3message format is shown in Figure 8.9. A layer-3message consists of three fields:

the first field is type ID, and the second field is the message type, and the third field is the data field. The

type ID consists of a 4-bit protocol discriminator (PD), and a transaction identifier (TI). A protocol

discriminator links layer3-protocol to the entity to which the message is addressed. This identifies six

protocols, as defined in Table 8.1.

ATI is used to distinguish between possible (multiple) parallel CC connections and between various

transactions taking place over these simultaneous CC connections. The message type field consists of an

8-bit code that identifies the type of message sent. The data field is of variable length and contains

information elements (IE), which convey the data to the receiver. Each message data consists of

mandatory and optional IEs. Depending on MT, it may or may not have one or more IE. Types of IE

are: mandatory fixed length (MF), mandatory variable length (MV), and optional fixed length (OF), and

optional variable length (OV).

Table 8.1 Six different protocols

Protocol PD binary

RRM 110

MM 101

CC 11

SMS 1001

SS 1011

Test procedure 1111

All other values reserved

8   7  6  5   4  3  2   1   Octet Bits   8    7   6   5   4    3   2    1

Address field

Control field

Length indicator field

Information field

CRC
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Figure 8.9 Structure of layer-3 message
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8.4.3 Abis Interface

An Abis interface is used between the BTS and BSC. The BSC and BTS can be connected using leased

lines, radio links or metropolitan area networks (MANs). Generally, two channel types exist between the

BSC and BTS:

Traffic Channels (TCH): These transport user data and can be configured in 8, 16, and

64 kbps formats.

Signaling Channels: These are used for signaling purposes between the BTS and BSC and can be

configured in 16, 32, 56, and 64 kbps formats.

Generally, in a BSC, each transceiver (TRX) requires a signaling channel on the Abis interface. The

positioning of the user data frames (T¼ traffic) and signaling data frames (S¼ signaling) varies from

manufacturer to manufacturer and system to system. The only design requirement is that the frame

alignment signal (FAS)/non-frame alignment signal (N-FAS) frame must be in time slot 0. A signaling

channel can run either at rate 16 kbps (sub-channel signaling) or 64 kbps. The TRAU (transcoder rate

adapter unit) has the GSM specific language coding and decoding (from 64 kbps to 16 kbps per voice

channel in both directions). The TRAU is located at the BSC or directly at the MSC (mobile switching

center). The TRAU frame is the transport unit for a 16 kbps traffic channel (TCH) on the Abis interface. It

uses 13.6 kbps for user data and 2.4 kbps for inband signaling, timing and synchronization. In addition to

the radio signaling procedures the Abis interface also provides a means of transport for operation and

maintenance procedures for BTSs. A transport mechanism for layer-2 management procedures is also

inherited directly from ISDN standards.

8.4.3.1 Protocol on Abis Interface

In the Abis interface the following protocols are used:

1. Layer-1 2.048Mbps (ITU-T: E1) or 1.544Mbps (ANSI: T1) PCM facility with 64/32/16 kbps

signaling channels and 16 kbps traffic channels (four per time slot).

2. Layer-2 The LAP-D protocol is used as the transport mechanism for data message sending between

the BTS and BSC.Within GSM the SAPI refers to the link identifier transmitted in the LAPD protocol

that is inherited from ISDN.

3. Layer-3 The BTS management (BTSM) mainly works in layer-3. This distinguishes three logical

signaling connections with the SAPI. SAPI 0 is used by all messages coming from or going to the radio

interface. SAPI 62 provides OM message transport between the BTS and BSC. SAPI 63 is used for

layer-2management functions, as well as dynamicmanagement of TEIs (terminal endpoint identifier).

The addition of another field to the LAPD link layer address is for the TEIs.

8.4.4 A Interface

The interface between the BSC andMSC is the A interface. If the BSC contains the transcoder equipment

(TCE), a traffic channel (TCH) occupies a complete 64 kbps time slot in the 2Mbps or 1.544Mbps PCM

link. Out of 32 available time slots on the PCM link, at least two time slots are needed for control and

signaling purposes (TS0 for FAS/NFAS and another TS for signaling, usually TS16) and amaximumof 30

traffic channels can be operated simultaneously on PCMfacilities. Normally, two active 64 kbps time slots

are used for signaling purposes and one signaling channel supports many 64 kbps PCM facilities between

one BSC and theMSC. If theMSC is equipped with a TCE, the TCHs are converted from 64 to 16 kbps in

the transcoder equipment. If the BCS does not contain a TCE, then the TCHs are 16 kbps on the A

interface. Between the BSC and MSC, the TCHs are recorded from 64 to 16 kbps in the TCE.
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8.4.4.1 Protocol on A Interface

The signaling protocol (layer-2 and layer-3) between the BSC andMSC is based on the SS7 standard, but

is transmitted along with the user data within the PCM facility. Normally time slot 16 (TS16) of the 64

kbps frame is used. The following protocols are used for this purpose:

Layer 1: 2.048Mbps (ITU-T: E1) or 1.544Mbps (ANSI: T1) PCM link.

Layer 2: SS7-based protocols are used for layer-2. The message transfer part (MTP) protocol is

responsible for transmission security between the BCS and MSC and the signaling connection

control part (SCCP) protocol allows global addressing of network elements and offers a service

corresponding to the exchange layer. MTP and SCCP also perform layer-3 functions. SCCP is used to

transport DTAP and the base station management application part (BSSMAP) messages on the A

interface, ensuring both connectionless and connection-oriented message flows. The connections can

be related to a specificMS or radio channel. An SCCP connection can be initiated by a mobile station

(MS) or an MSC.

Layer 3: Containing the base station system application part (BSSAP) protocol, this layer has multiple

parts on the MSC end. The base station management application part (BSSMAP) protocol is the

counterpart to the RR protocol on the air interface. The direct transfer application part (DTAP)

protocol transmits CC and MMmessages and is transmitted transparently through the BTS and BSC.

In Table 8.2, the various ETSI standards are tabulated.

8.5 Speech and Multimedia Application Software

Today’s GSM mobile phones support voice, audio as well as video playback features. Ideally, each of

these applications generates a huge number of bits from the information source, which needs to be

reduced and controlled at the source level using different source coding techniques. Uncompressed

multimedia (graphics, audio and video) data require considerable storage space and transmission

bandwidth. Despite the rapid progress in mass-storage density, processor speeds, and digital commu-

nication system performance, demand for data storage capacity and data-transmission bandwidth

Table 8.2 ETSI-GSM standards (the numbers in parentheses indicates the relevant GSM

recommendations)

Level-3 CM

(04.08)

CM,

MM(4.08),

DTAP,

BSS MAP

TUP, ISUP,

INAAP,

MAP,

TACP,

SCCP,

MTP

MUP,

INUP,

ISUP,

TUP,

TACP,

SCCP,

MTP

MM

(4.08)

RR0

(4.08)

BSSAP

(8.06)

RR

(4.08)

RR0

(4.08)

BTSM

(8.58)

BTSM

(8.58)

Level-2 LAPDm

(4.05/4.06)

LAP-Dm

(4.05/4.06)

LAP-D

(8.56)

LAP-D

(8.56)

SCCP

MTP

(8.06)

Level-1 Radio

(4.04)

Radio

(4.04)

64 kbps

(8.54)

64 kbps

(8.54)

64 kbps

(8.54)

64 kbps

(8.54)

64 kbps

(8.54)
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continues to outstrip the capabilities of available technologies. The recent growth of data intensive

multimedia-based applications needs more efficient ways to encode signals and images for storage and

communication technology.

So farwe have discussedmodem software, which helps to transfer data fromonemobile (or network) to

the other distant mobile. Thus the data generated at the speech encoder side are transmitted and on the

receiver side the received bits are passed to the speech decoder to reproduce the voice. When we talk in

front of a microphone, the voice is turned into a digital bit stream using waveform encoding (source

coding). The vocoder’s main job is to reduce the data rate. In wire-line systems this is achieved in the time

domain by using time domain compression techniques, but in digital cellular handsets, speech synthesis

codec is used in the frequency domain. At the transmitter side the source encoding is done by describing

each sample in terms of frequency coefficients and compression is achieved by exploiting the similarity

between the samples. At the receiver side the decoder uses the frequency coefficients to rebuild or

synthesize the harmonic structure of the original voice sample. In order to carry out these source encoding

and decoding functions, the mobile contains a source codec unit. This can be implemented in software

(generally runs on DSP) or in hardware logic.

8.5.1 Speech Codec

A speech codec is a particular type of audio codec designed specifically for human voice encoding and

decoding. By analyzing vocal tract sounds, instead of sending the sound waves, a recipe is sent to the

receiver end for rebuilding the sound. The speech codec is able to achieve a much higher compression

ratio, which results in a smaller amount of digital data transmission. Speech quality as produced by a

codec is a function of transmission bit rate, complexity, delay, and bandwidth. Speech coding differs from

other forms of audio coding, as speech is a much simpler signal than most other audio signals, a speech

signal is limited to a bandwidth of 300–3400 kHz (whereas audio signal is limited to a bandwidth of

0–20 000Hz, for example, audible range); there is lot of statistical information available about the

properties of speech. A speech signal varies fairly infrequently, resulting in a high degree of correlation

between consecutive samples. This short-term correlation is due to the nature of thevocal tract. Long-term

correlation also exists due to the periodic nature of the speech. This statistical redundancy can be exploited

by introducing prediction schemes, which quantize the prediction error instead of the speech signal itself.

On the other hand, shortcomings in the human capability to receive sounds lead to the fact that a lot of

information in a speech signal is perceptually irrelevant. Thismeans that a human ear can not differentiate

between the changes in magnitude below a certain level and can not distinguish frequencies below 16Hz

or above 20 kHz. This can be exploited by designing optimum quantization schemes, where only a finite

number of levels are necessary.

Speech coding methods can be classified as:

a. Waveform coding

b. Source coding

c. Hybrid coding

Source codecs try to produce a digital signal by modeling the source of the codec, whereas waveform

codecs do not use any knowledge of the source of the signal but instead try to produce a digital signal,

whose waveform is as identical as possible to the original analog signal. Pulse code modulation (PCM) is

the most simple and purest waveform codec. Hybrid codecs attempt to fill the gap between the waveform

and source codecs. In the early 1960s, when telephones were using first digital signal transmission

techniques, the PCM was used to generate a 64 kbps digital bit stream from the analog voice signal. In

pulse code modulation (PCM) codec, a voice signal is sampled at a rate of 8 kHz, with each sampled

voltage level being converted to 8 bit, so that the total bits generated per second are: 8� 8000¼ 64 kbits.
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Narrowband speech is typically sampled 8000 times per second, and then each speech sample must be

quantized. If linear quantization is used then about 12 bits per sample are needed, giving a bit rate of about

(12� 8 kbps¼ 96 kbps). However, this can be easily reduced by using non-linear quantization. For coding

speech it was found that with non-linear quantization, 8 bits per samplewere sufficient for speech quality,

which is almost indistinguishable from the original. This gives a bit rate of 64 kbps, and two such non-

linear PCM codecs were standardized in the 1960s. In America m-law coding standard, and in Europe the

slightly different A-law compression is used. Because of their simplicity, excellent quality and low delay,

both of these codecs are still widely used today. SunMicrosystems Inc. has released code to implement the

G711 A-law and m-law codes into the public domain and this has been modified by Lindberg [2].

The most common speech coding scheme is code excited linear prediction (CELP) coding, which is

used for example in the GSM standard [3]. In CELP, the modeling is divided into two stages, a linear

predictive stage that models the spectral envelope and a code-book based model of the residual of the

linear predictive model.

8.5.1.1 GSM Codecs

Full-Rate Codec (FR)
The full-rate speech codec in GSM is described as regular pulse excitation (RPE) with long-term

prediction (LTP) (LPC-RPE codec:GSM06.10RPE-LTP). It is a full-rate speech codec (FR) and operates

at 13 kbps. The encoder has three major parts: (1) linear prediction analysis (short-term prediction),

(2) long-term prediction, and (3) excitation analysis.

The encoder processes 20ms blocks of speech and each speech block contains 260 bits (188 þ 36

36¼ 260), which is depicted in Figure 8.10. So the rate is 260 bits per 20ms¼ 13 000 bps¼ 13 kbps.

Generally, the input speech is split up into frames of length 20ms, and for each frame a set of eight short-

term predictor coefficients are computed. Each frame is then further split into four 5ms sub-frames

(4� 5¼ 20ms) and for each sub-frame the encoder finds a delay and a gain for the codec’s long-term

predictor. The linear predictor part of the codec uses 36 bits and linear prediction uses a transfer function

of the order of 8. The long-term predictor estimates pitch and gain four times at 5 ms intervals. Each

estimate provides a lag coefficient and a gain coefficient of 7 bits and 2 bits, respectively. Together these

four estimates require 4� (7 þ 2) bits¼ 36 bits. The gain factor in the predicted speech sample ensures

that the synthesized speech has the same energy level as the original speech signal.

The remaining 188 bits are derived from the regular pulse excitation analysis. After both short- and

long-term filtering, the residual signal, that is the difference between the predicted signal and the actual

signal, is quantized for each 5ms sub-frame.

20 ms Speech
block

Linear
prediction

Long-term
prediction

36 bits

36 bits

188 bits

Error

Extraction
analysis

Filter synthesis

_ +

Figure 8.10 Diagram presentation of the GSM full-rate LPC-RPE codec
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At the decoder the reconstructed excitation signal is fed through the long-term and then the short-term

synthesis filters to give the reconstructed speech as shown in Figure 8.11. A post filter is used to improve

the perceptual quality of this reconstructed speech.

However, on the network side the situation is slightly more complicated, as speech signals are usually

coded using an 8-bit A-law pulse codemodulation (PCM) format in order to be compatiblewith the PSTN

or ISDN. Thus before the speech signal is passed to the speech coder on the network side, it must first

undergo an 8-bit A-law PCM to 13-bit uniform PCM conversion.

Half-Rate (HR) Codec
GSMhas also defined the half-rate version of the GSM codec. This is a vector self-excited linear predictor

(VSELP) codec at a bit rate of 5.6 kbps. It is a close relative of the CELP codec family. The difference is

that VSELP uses more than one separate excitation codebook, which are separately scaled by their

respective excitation gain factors. The GSM half-rate vocoder operates in one of four different modes (0,

1, 2, 3) based on the grade of the voice detected in the speech. The speech spectral envelope is encoded by

using 28 bits per 20ms frame for vector quantization of the LPC coefficient and the four synthesis modes

corresponds to different excitation modes.

Enhanced Full-Rate (EFR) Speech Codec
The enhanced full rate (EFR) speech codec is defined by the European Telecommunications Standards

Institute (ETSI). It has a bit rate of 12.2 kbps and uses the algebraic code excited linear prediction

(ACELP) algorithm, which is an analysis-by-synthesis algorithm.

8.5.1.2 AMR Codec (AFS/AHS)

The adaptive multi-rate (AMR) codec is the speech codec standard for GSM phase 2þ , which adaptively

changes the source rate based on the quality of thewireless channel. The AMR speech codecwas proposed

by ETSI in June 1996 to improve speech quality in mobile phones and to compensate for the GSM slow

power control. AMR is based on EFR speech codec; it incorporates multiple sub-modes for use in full-rate

or half-rate modes that are determined by the channel quality. The two options for AMR logical speech

channels are: adaptive full-rate speech (AFS) and adaptive half-rate speech (AHS). In order to provide the

best speechquality, variable portioningbetween speech andchannel codingbit rates is selectedbasedon the

variation of thechannel conditions.According to thechannel quality, the receiver can request (or command)

the transmitter AMR to adjust the speech coding rate to allow for a higher or lower channel coding rate in

response. Thus if the channel quality deteriorates, progressively lower codec rates are requested, otherwise,

if channel conditions improve, higher codec rates are requested. The codec rate requests and commands are

transmitted as often as every 40ms, using in-band signaling. AMR rate requests/commands give an

indication of the channel quality and they are transmitted more often than RXQUAL and RXLEV.

Speech
in

Short-term
analysis

Short-term
synthesis

Long-term
analysis

Pre-
encoding

Pre-
synthesis

Encoder

DecoderLong-Term
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Figure 8.11 Block diagram of GSM speech encoder and decoder
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The AMR codec (narrowband) uses a set of eight codec rates (4.75, 5.15, 5.90, 6.70, 7.40, 7.95, 10.2,

and 12.2 kbps) for speech encoding. For every 20ms input speech frame, the codec rate can be switched to

a different codec rate. In GSM, only a subset of the possible codec rates is used during a connection. This

subset is referred to as the active codec set (ACS) and contains at least one and at most four of the possible

AMR codec rates. The network decides on an active codec set of up to four code modes in AFS and AHS.

This active code set is initially signaled to the MS during call set-up via a layer-3 signaling channel

assignment/immediate assignment/channel mode modify/handover message (see GSM spec. 4.08). It is

possible to change the ACS during a connection.

Codec Mode Information
The codec mode information sent on the downlink are:

a. CodecMode Indications (CMI) – CMI is used for indicating to the peer AMRwhich codec rate is to

be used for decoding the received speech frame.

b. Codec Mode Commands (CMC) – CMC instructs the AMR on the MS side which codec mode is to

be applied.

The codec mode information sent on the uplink are:

a. Codec Mode Indications (CMI) – As mentioned above.

b. CodecMode Requests (CMR) – The CMR informs the other end (that is, BTS end) of the preferred

codec mode. This means, based on the channel quality, that the MS requests the preferred rate

to the network.

The codecmode indications (CMIs) and codecmode commands (CMCs) or codecmode requests (CMRs)

are sent alternately, on consecutive speech frames. The codec mode changes only every second speech

frame, for example, the signaling of CMI and CMRmessages (CMI and CMC) is alternated in the uplink

(downlink) resulting in a 40ms signaling interval for each type of message. Codec mode information is

transmitted in-band in the speech traffic channel. The details of the in-band coding can be found in GSM

Standard 5.03, Section 3.10.7 [4]. The codec rate to be applied for encoding of each input speech frame

needs to be provided to the codec every 20ms.Also, the codec rate to be used for decoding every frame has

to be provided. In GSM, the codec rate information is transmitted in-band every 20ms with the encoded

speech frames. The robust AMR traffic synchronized control channel (RATSCCH) mechanism is used to

modify the AMR configuration on the radio interface without interruption of the speech transmission.

During regular speech transmission (in the middle of a speech burst) RATSCCH replaces (steals) one

TCH/AFS (or two TCH/AHS) speech frames [5]. Also, in all non-speech cases the RATSCCH will be

handled the same as for speech.

Channel Quality Measure and Link Adaptation
The receiver side performs link quality measurements, which are known as quality indicators. The details

concerning the reference performance are in 3GPP Standard 5.05 [6]. The CMC/CMR messages are

generated based on a particular channel quality metric such as the estimated received C/I and then the

estimated C/I is compared against codec mode switching thresholds, as shown in Figure 8.12. The quality

indicator is defined as a normalized C/I ratio based on actual C/I estimates from the equalizer or raw BER

estimates. The equalizer either estimates C/I (SNR) or this has to be derived from the raw bit errors from the

channel decoder. If the equalizer estimates C/I (SNR), then it should communicate this information to the

vo-coder for post-processing and to determine the code mode requests by comparing with the threshold

levels. The MS and BTS will continuously update their quality indicator on a frame by frame basis.
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The quality indicator is directly fed into the UL mode control unit in the case of an uplink adaptation.

This unit compares the quality indicator with certain thresholds and generates a codec mode command

indicating the codecmode to be used on the uplink. The codecmode command is then transmitted in-band

to the mobile side, where the incoming speech signals are encoded using the corresponding codec mode.

However, for downlink adaptation, the DL mode request generator within the mobile compares the

DL quality indicator with certain thresholds and generates a codec mode request indicating the

preferred codec mode for the downlink. The codec mode request is transmitted in-band to the network

side, where it is fed into the DL mode control unit. This unit generally grants the requested mode or

sometimes ignores it. The resulting codec mode is then applied for encoding of the incoming speech

signal in the downlink direction.

Both for uplink and downlink, the presently applied codecmode is transmitted in-band as a codecmode

indication together with the coded speech data. At the decoder, the codec mode indication is decoded and

applied for decoding of the received speech data.

In-band signaling is the term used to refer to an embedded data of information in addition to the block of

data transmitted (speech data block, RATSCH data block or FACCH data block). The speech coder

delivers to the channel encoder a sequence of data blocks. One data block corresponds to one speech

frame and the block length is different in each of the eight channel codecmodes. As shown in Figure 8.13,

the in-band data id (0,1) representing mode indication or mode command/mode request based on the

current frame number, is sent alongwith the data block,with information of the channel codecmode to use

when encoding the block.

C/I ratio increases

Code 3 to 4 threshold + codec 3 to 4 hysteresis

Codec_mode_4

Codec_mode_3

Codec_mode_2

Codec_mode_1

Codec 3 to 4 threshold

Code 1 to 2 threshold + codec 1 to 2 hysteresis

Codec 1 to 2 threshold

Code 2 to 3 threshold + codec 2 to 3 hysteresis

Codec 2 to 3 threshold

Figure 8.12 Codec mode adaptation based on estimated C/I levels

Speech encoder

Channel encoder

In band data_id
(0,1) (CMI or
CMR/C)

Figure 8.13 Speech and in-band data input to the channel encoder unit
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After reception of the code mode command, the MS should apply the codec mode in the next

possible speech frame. If the codec mode requires the change of mode in more than one step within the

active code set, this should be performed in several steps, with one step every second speech frame,

except for the call set-up and handover. In such a case, the MS should start with the initial code mode

(ICM), irrespective of what the previously used code mode by layer-3 signaling or by a RATSCCH

message was.

Frame Formats
Traffic frames are blocks of 95 . . . 244 information bits and are transmitted on the TCH/AFS or TCH/AHS

speech traffic channels. SID (silence indicator) frames are the frames characterized by the SID (silence

descriptor) gross bit patterns. Itmay convey information on the acoustic background noise.AVADflag is a

Boolean flag, generated by the VAD algorithm defined in GSM 06.94 indicating the presence (“1”) or the

absence (“0”) of a speech frame.

The following are the frame formats available under full-rate channels (AFS) – SID_UPDATE,

SID_FIRST, ONSET, SPEECH, and RATSCCH.

The following are the frame formats available under half-rate channels (AHS) – SID_UPDATE,

SID_UPDATE_INH, SID_FIRST_P1, SID_FIRST_P2, SID_FIRST_INH, ONSET, SPEECH,

RATSCCH_MARKER, and RATSCCH_DATA.

In a normal conversation, the speech is usually separated by pauses. The GSM provides the option

of discontinuous transmission (DTX), whereby if there is no voice activity then only comfort noise

parameters are transmitted. Discontinuous transmission (DTX) is a mechanism that allows the radio

transmitter to be switched off most of the time during speech pauses, which helps to save power

in the mobile station (MS) and to reduce the overall interference level over the air interface. Hence

the transmission is stopped during this period by ramping the transmission power down to

the minimum.

During the DTX mode, codec mode information, CMC and CMR, are transmitted along with comfort

noise parameters at every 160ms. Thus when DTX is enabled:

a. For SID_FIRST frames, the codec mode indication or codec mode command/request that is in phase

with the alternating transmission will be transmitted (same phase as in speech frames).

b. Both the codec mode indication and codec mode command/request will be transmitted together in

every SID_UPDATE frame (as in RATSCCH frames).

c. For ONSET frames the codec mode indication for the subsequent speech frame shall be transmitted,

regardless of the phase of the in-band signaling. The general phase of the in-band signaling will not be

changed by this.

Transmitter and Receiver Synchronization – The alternating transmission of CMI requires the

synchronization of transmitting and receiving ends, so that the CMI and CMR/C are decoded in the

correct order. To ensure appropriate synchronization, the CMI are transmitted aligned to the SACCH

multiframe structure (26 TDMA frame) of the GSM.

For TCH/AHS, if the sub-channel is 0: The default transmission phase on the uplink should be such

that the CMIs are aligned with the TDMA frame 0 (in the 26 multiframe), that is, CMIs are sent with

speech frames having their first burst sent on TDMA frames 0, 8, 17 (modulo-26). The default

transmission phase on the downlink should be such that the CMIs are aligned with TDMA frame 4

(in the 26 multiframe), that is, CMIs are sent with speech frames having their first burst sent on the

TDMA frames 4, 13, 21 (modulo-26).

For TCH/AHS, if the sub-channel is 1: The default transmission phase on the uplink should be such that

the CMIs are aligned with the TDMA frame 0 (in the 26 multiframe), that is, CMIs are sent with speech

frames having their first burst sent on TDMA frames 1, 9, 18 (modulo-26).
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The default transmission phase on the downlink should be such that the CMIs are aligned with TDMA

frame 4 (in the 26multiframe), that is, CMIs are sent with speech frames having their first burst sent on the

TDMA frames 5, 14, 22 (modulo-26). These details are defined in 3GPP TS 5.02 [7].

Frame Detection in AFS
The following could be a generic sequence for frame detection in AFS.

1. Test the stealing flags (hu and hl) to determine if the frame is an FACCH, process the FACCH.

2. Perform the IM1 (identification marker) detection to determine if a RATSCCH frame is present, if so,

process the RATSCCH.

3. Perform the IM0, location 1 detection to determine if a SID_FIRST frame is present, if so, process the

SID_FIRST.

4. Perform the IM0, location 0 detection to determine if a SID_UPDATE frame is present, if so, re-extract

using �4 de-interleaving and process the SID_UPDATE.

5. Perform the in-band data detection, one for each of the four combinations of the 2 bits, to

determine if a correlation peak exists and an ONSET frame is present, if so, process the ONSET

frame.

6. If none of these frames have been detected, the frame is a speech frame. Detect the in-band data to

recover the CMI, or CMC/CMR, and process the speech frame according to the current ACS and

recovered CMI flag.

Frame Detection in AHS
The following could be a generic sequence for frame detection in AHS.

1. Test the stealing flags (hu and hl) to determine if the frame is an FACCH, process the FACCH.

2. Perform the IM1 detection to determine if a RATSCCH frame is present, if so, process the

RATSCCH.

3. Sum and convert to HD the�12 copies of the 9-bit marker (!IM0 or IM0) in the first two bursts of the

four-burst block. Call this detected 9-bit sequence A.

4. Sum and convert to HD the�12 copies of the 9-bit marker (!IM0 or IM0) in the last two bursts of the

four-burst block. Call this detected 9-bit sequence B.

5. Compute C¼A and B.

6. If C�¼ !IM0, the frame is an SID_UPDATE, re-extract using�4 block de-interleaving and process

the SID_UPDATE frame.

7. If C�¼ IM0, the frame is an SID_FIRST_P1/P2 combo. Process the SID_FIRST_P1 frame. Extract

and process the SID_FIRST_P2 from the odd bits of the last two bursts.

8. If C �¼ 0, A �¼ !IM0, and B �¼ IM0, the frame is an SID_UPDATE/INH combo. Process the

combo to recover in-band data channel 1 (CMI). The coded bits and in-band data channel 0 (CMC/

CMR) are lost in this instance.

9. If C �¼ 0, A �¼ IM0, and B �¼ !IM0, the frame is an SID_FIRST_P1/INH combo. Process the

combo to recover the in-band data (CMI, or CMC/CMR).

10. Perform the in-band data detection, one for each of the four combinations of the 2 bits, to

determine if a correlation peak exists and an ONSET frame is present, if so, process the ONSET

frame.

11. If none of these frames have been detected, the frame is a speech frame. Detect the in-band data to

recover the CMI, or CMC/CMR, and process the speech frame according to the current ACS and

recovered CMI flag.
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WideBand (AMR-WB)
Wideband (AMR-WB) is a speech coding standard developed after the AMR using the same technology

as for ACELP. This provides excellent speech quality due to a wider speech bandwidth of 50–7000Hz

compared with narrowband speech codecs, which in general are optimized for POTS wire-line quality of

300–3400Hz. AMR-WB is codified as G.722.2, an ITU-T standard speech codec. The wide version of

AMR supports codec rates of 6.6, 8.85, 12.65, 15.25, 15.85, 18.25, 19.85, 23.05, and 23.85 kbps.

8.5.2 Audio Codec

The audio codec uses a time domain to frequency domain transform to expose redundancy in the input

signal. Contents are converted using various different compression algorithms, such as those from

Microsoft, advanced streaming format (ASF), real audio (rm) or MPEG-1 audio layer-3 protocol (MP3),

and so on. Some commonly used file formats arementioned below, and of these only theMP3file format is

discussed in any detail [8]: WAV– waveform audio; MIDI – music instrument digital interface; AAC –

advanced audio coding; ASF – advanced streaming format; MP3 – MPEG-1 audio layer-3 protocol.

8.5.2.1 MP3

TheMP3 is a special format used to compress digital audio, keeping the audio quality as good as possible.

Though this is a lossy compression technique, this loss can hardly be noticed because the compression

method tries to control it. By usingmathematical algorithms, itwill only loose those parts of the sound that

are hard to hear even in the original form. This way the audio can be compressed up to 12 times, which is

really significant. MP3 encoding tools analyze the incoming source signal, break it down into mathemati-

cal patterns, and compare these patterns with psychoacoustic models stored in the encoder itself. The

encoder can then discard most of the data that does not match the stored models, keeping that which

matches. This configuration is based on a “tolerance” level. The lower the data storage allotment, themore

data will be discarded, which leads to poorer audio sound quality.

MP3 encoded files are composed of a series of very short frames, one after another, much like a

filmstrip. Each frame of data is preceded by a header. The header contains extra information about the

compressed data frame. In some encodings, consecutive frames may hold information for each other. For

example, if one frame has leftover storage space, whereas the next frame is running short of free space,

then theymay team up for optimal results. At the beginning or end of anMP3 file, extra information about

the file itself, such as the name of the artist, the track title, the name of the album from which the track

came, the recording year, genre, and personal comments may be stored. This is called “ID3” data.

The frame header is constituted by the very first four bytes (32 bits) in a frame. The first 11 bits of a

frame header are always set and they are called the “frame sync.” The exact meaning of each bit in the

header id is defined in standard ISO/IEC 11172-3, see Table 8.3. Frames may have a 16-bits long CRC

check just after the frame header. Next to this, the audio data are stored.Wemay calculate the length of the

frame and use it if we also need to read other headers or just want to calculate the CRC of the frame, to

compare it with the one we read from the file.

8.5.3 Image

Image compression can be lossy or lossless (lossless compression involves compressing datawhich, when

decompressed, will be an exact replica of the original data). Various techniques, such as run-length

encoding, entropy coding, and deflation are used for lossless compression and chroma sub-sampling,

transform coding, and fractal compression are used for lossy compression. A common characteristic of
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most images is that the neighboring pixels are correlated and therefore these contain redundant

information. Therefore we need to find out the less correlated representation of the image using spatial

redundancy (correlation between neighboring pixel values), spectral redundancy (correlation between

different color planes or spectral bands), temporal redundancy (correlation between adjacent frames in a

sequence of images) methods.

Table 8.3 MP3 header format

Sign Length (bits) Position (bits) Description

A 11 (31–21) Frame sync (all bits set)

B 2 (20,19) MPEG audio version ID

00 – MPEG version 2.5

01 – reserved

10 – MPEG version 2 (ISO/IEC 13818-3)

11 – MPEG version 1 (ISO/IEC 11172-3)

C 2 (18,17) Layer description

00 – reserved

01 – Layer-3

10 – Layer-2

11 – Layer-1

D 1 �16 Protection bit

0 – Protected by CRC (16 bit CRC follows header)

1 – Not protected

E 4 (15,12) Bit-rate index-

8–448 kbps

F 2 (11,10) Sampling rate frequency index- 8000–44100

(values are in Hz)

G 1 �9 Padding bit

0 – Frame is not padded

1 – Frame is padded with one extra slot

Padding is used to fit the bit rates

exactly. As an example: 128 k 44.1 kHz

layer-2 uses a lot of the 418 bytes and some

of the 417 bytes long frames to get the

exact 128 k bit rate. For layer-1 the slot

is 32-bits long, for layer-2 and layer-3 the

slot is 8 bits long

H 1 �8 Private bit. It may be freely used for

specific needs of an application,

that is, if it has to trigger some

application specific events

I 2 (7,6) Channel mode

00 – Stereo

01 – Joint stereo (stereo)

10 – Dual channel (stereo)

11 – Single channel (mono)

J 2 (5,4) Mode extension (only if joint stereo)
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For still image compression, the “Joint Photographic Experts Group” or JPEG standard has been

established by ISO (International Standards Organization) and the IEC (International Electro-Technical

Commission) in 1992. Generally, in JPEG [9] the encoders and decoders are usuallyDCT-based.DCT can

be computed with a fast Fourier transform (FFT) type of algorithm in O(n log n) operations. The JPEG

standard specifies three modes, namely, sequential, progressive, and hierarchical for lossy encoding, and

one mode of lossless encoding. “Baseline JPEG coder” uses sequential encoding. In Figure 8.14, the key

processing steps in such an encoder and decoder are shown for gray-scale images, and for color image

compression these can be approximately regarded as compression of the multiple gray-scale images.

The DCT-based encoder can be thought of as essentially a compression of a stream of 8� 8 blocks of

image samples. Each 8� 8 block makes its way through each processing step, and yields output in a

compressed form into the data stream. Because adjacent image pixels are highly correlated, the “forward”

DCT (FDCT) processing step lays the foundation for achieving data compression by concentrating most

of the signal in the lower spatial frequencies. After output from the FDCT, each of the 64DCT coefficients

is uniformly quantized in conjunction with a carefully designed 64-element quantization table (QT). A

quantizer simply reduces the number of bits needed to store the transformed coefficients by reducing the

precision of those values. An entropy encoder further compresses the quantized values losslessly to give a

better overall compression. At the decoder, the quantized values are multiplied by the corresponding QT

elements to recover the original unquantized values. After quantization, all of the quantized coefficients

are ordered into the “zig-zag” sequence as shown in Figure 8.14. This ordering helps to facilitate entropy

encoding by placing low-frequency non-zero coefficients before high-frequency coefficients. The dc

coefficient, which contains a significant fraction of the total image energy, is differentially encoded. The

JPEG proposal specifies both Huffman coding and arithmetic coding.

The performance of these coders generally degrades at low bit-rates mainly because of the underlying

block-based discrete cosine transform (DCT) scheme. More recently, the wavelet transform has emerged

as a cutting edge technology, within the field of image compression.

8.5.4 Video

Video compression is a combination of image compression andmotion compensation.Video is basically a

three-dimensional array of color pixels, where two dimensions represent the spatial (horizontal and
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Figure 8.14 JPEG encoder and decoder blocks
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vertical) directions of the moving pictures and the third dimension represents the time domain. A data

frame is a set of all pixels that correspond to a single time moment. Basically, a frame is same as a still

picture. As for JPEG images, the spatial encoding is performed by taking advantage of the fact that the

human eye is unable to distinguish small differences in color as easily as it can changes in brightness, so

very similar areas of color can be “averaged out.”With temporal compression, only the changes from one

frame to the next are encoded, as, often a large number of the pixels will be the same on a series of frames.

The steps which are commonly followed for encoding are signal analysis are quantization and variable

length encoding. There are four methods of compression: discrete cosine transform (DCT), vector

quantization (VQ), fractal compression, and discrete wavelet transform (DWT).

In 1993 the Motion Picture Expert Group (MPEG) was founded; this originally focused on producing

non-interactive video compression but, later was extended as MPEG-4 and MPEG-5.

. MPEG-1 – CD-ROM storage compression standard. Designed for bit rate up to 1.5 Mbps.

. MPEG-2 – DVB and DVD compression standard. Designed for bit rate between 1.5 and 15 Mbps.

. MPEG-3 – MPEG-2 layer-3 audio streaming standard.

. MPEG-4 – Audio and video streaming and complex media manipulation.

. MPEG-5 – Multimedia hypermedia standard.

The MPEG-4 standard was created to be the next major standard in the world of multimedia. Unlike

MPEG-1 and MPEG-2, where more focus was given to better compression efficiency, in the case of

MPEG-4 the emphasis was on new functionality. The new MPEG-4 standard facilitates the growing

interaction and the convergence of the previously separateworlds of telecommunications, computing, and

mass media.

MPEG-4 runs on the MP4 file format. It is the next generation beyond MP3. AS with MP3, MPEG-4

will become the accepted standard because it extends the success of MP3 in several important ways.

a. MPEG-4 enables video, even at bit rates as low as 9.6 kbps.

b. MPEG-4 enables digital rights management to protect the precious intellectual property of the content

provider.

c. The MPEG-4 solution provides mobile users access to full-motion news and financial stories, sports

highlights, short entertainment clips and music videos, weather and traffic reports, home or work

security cameras and corporate communications, from any location.

Some other commonly used video standards are-

. H.261 – This is an ITU standard designed for two-way communication over ISDN lines (video

conferencing) and supports data rates that are multiples of 64 kbps [10, 11]. The algorithm is based on

DCT and can be implemented in hardware or software and uses intra-frame and inter-frame

compression. H.261 supports CIF and QCIF resolutions.
. H.263 –This is based onH.261with enhancements that improvevideo quality overmodems. It supports

CIF, QCIF, SQCIF, 4CIF, and 16CIF resolutions.
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9

GSM Mobile Phone Operations
and Procedures

9.1 Initial Procedures after Mobile Power ON

When the mobile is switched ON, its first task is to find a suitable BTS through which it can gain access to

the network. As discussed earlier, all BTSs broadcast their allocated BCCH carrier [various neighboring

BTSs are allocated different radio beacon frequencies to transmit according to frequency planning and

each BTS has a single broadcast (BCCH) frequency] in the respective cell. Again, in the same area there

may be one or more BTSs installed by other cellular operators, and they also have different radio beacon

frequencies. The mobile starts searching the relevant frequency band for BCCH carriers. This process is

called cell selection. Generally, the upper layer of the protocol stack commands layer-1 to program the RF

module tomeasure theRSSI (received signal strength indication –which is usuallymeasured as the square

root of I2 and Q2) for different carrier frequencies, and then once it is performed, layer-1 indicates the

result to the upper layer. On the basis of this result the upper layer decides on which carrier frequency it

should search for the FB and SB burst (generally it selects the carrier frequency on the basis of the highest

RSSI value).

9.1.1 Cell Selection

The mobile may implement the cell selection algorithm by one of two different search algorithms

depending on its knowledge of the BCCH carriers in use.

The first algorithm is applied when the mobile has no knowledge of the BCCH carriers deployed in a

particular PLMN. Initially, the mobile scans through the entire downlink frequency band (for example,

124 downlink carriers for GSM-900, etc.) and measures the received signal strength of each carrier. The

received signal strength for each carrier is determined from the average of at least five measurements

spread evenly over a time period of 3–5 s. Once the frequency scanning is done and the list is prepared by

ordering the carriers according to the received signal’s strength, then this list is reported to the higher

layers. Next, the higher layer commands layer-1 to tune the RF to the strongest carrier in the list and waits

for the frequency correction (FB) burst, which is a burst of pure sine wave, for example, it contains data

samples of a pure sinewave of frequency 67.7 kHz. If an FCCH burst, which occurs every 10 (or 11 in the

case when one idle slot comes in the 51 multiframe) frame intervals on a time slot of zero of a BCCH

carrier (time slot¼ 0, f¼ broadcast frequency), is not detected (because it may not be a BCCH frequency,
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for example, itmay be aTCHcarrier frequency), then themobile retunes to the next strongest carrier in the

list and repeats the same process.Once themobile finds the FCCHburst on a specific carrier frequency of a

particular BTS, then it tries to decode the SCH information, which appears just next to the FCCH (on the

same physical channel, for example, TS-0 and the BCCH frequency), for example, in the next TDMA

frame’s slot zero location it could be eight slots latter on the same frequency.

The second cell selection algorithm exists for situations where the MS has the prior knowledge of the

BCCHcarriers usedwithin the network. Thismay be because themobilewas switchedOFF andON again

after some time and during the switch OFF, the necessary data were stored in the SIM. In this case, the

mobile will first search only the carriers stored in its BCCH carrier list and apply the cell selection

algorithm. If it finds that the FB and SB are not detected on these stored carriers, for example, if none of the

stored BCCH carriers are now valid, then the mobile will revert back to the full cell search algorithm as

described earlier. This situation may occur when the mobile is switched OFF, and switched ON again in

some new location area, or if the mobile battery is unplugged without switching the mobile off properly

(because if the mobile is switched off correctly by pressing the power down button, then the necessary

relevant information is stored in the SIM for later usage).

This procedure is known as the initial synchronization procedure and the following steps are usually

performed sequentially:

1. Mobile switch on – Power on the mobile system.

2. Boot on – Mobile performs initial boot-on procedure, hardware initialization, OS load, self test,

and so on.

3. Received power measurement for various carrier frequencies in different bands – Next, the

higher layer commands layer-1 for RSSI measurement over the entire frequency bands or selected

frequency bands for the various carrier frequencies. Thus, L2 provides an RSSI scan message

indicating the frequency band as an input parameter to L1.

4. RF programming for signal strength measurement on different carriers – Layer-1 programs the

RFmodules for this measurement and once themeasurement is done, then it reports to the upper layer

on the result of the RSSI values for different carrier frequencies in a band with an ordered list of

carriers from highest to lowest received signal strength.

5. FB search –After receiving the signal strength of different carriers in various bands, the upper layer

decides which carrier should be looked at first, based on the data stored in the SIM, or based on other

rules. From the prioritized list of allowed PLMNs in the SIM, theMS selects the onewith the highest

priority available. If the home network is available it is selected; otherwise the MS selects a foreign

PLMN. Then it commands L1 to search for the frequency correction burst (FB in the FCCHchannel)

providing the carrier frequency (ARFCN) number. The FB contains all-zero and after GMSK

modulation it creates a pure sine wave (PSW), as discussed in Chapter 7. So, using a specific

algorithm, the layer-1 program tries to search the pure sine wave (FB) in the received samples from

the RFmodule. The FCCH channel does not require any decoding process (at this stage the receiver

is not frequency or time synchronized), as the sine wave data pattern can easily be found from the

received samples. Once the sine wave is detected, from the peak position of the sine wave data in a

time slot, the relative frequency offset between theMS and this BTS is found and applied to theAFC

module for local frequency correction (Figure 9.1). Then the MS is frequency synchronized.

Generally, layer-1 intimates to the upper layer whether the FB is detected on that carrier frequency

or not, and if it is detected then what is the approximate timing offset value (slot beginning) and

frequency error. For FB reception, the MS usually opens the RF reception window for at least nine

continuous time slots. This is because, if that frequency is a broadcast frequency, then a complete FB

slot data will be inside the collected nine frames sampled data (as FB repeats after nine frames in 51

signaling multi-frame structure). If FB is not detected on that carrier (as it may be the TCH

frequency), then the upper layer commands layer-1 to do an FB search in the next highest RSSI

carrier frequency in the list, and this process continues until FB detection is successful.
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6. SBdecoding andownBTS identification –Once the FB is detected, the upper layer commands layer-

1 for an SB search (for time or slot synchronization). This is the first channel after power on that is

required to be decoded. In the broadcast channel (combination of broadcast frequency and time slot-0),

SB follows next to FB. Now the location of the FB is already known, so the SB location can be

approximately judged (after 1 TDMA frame). Collect the received samples on that window from RF

and search for SB. SB contains a 64-bit training sequence (this SB training sequence is the same for all

BTSs in the network) placed in the middle. Autocorrelation of the received SB burst data with the

known SB burst training sequence helps to find the peak. As SB uses a long training sequence, thus it

provides a long auto-correlation peak. From this timing correction and channel transfer function

estimation, equalization and decoding is performed. Once the SB is decoded and the information

content of the SB [¼19 bits reduced frame number and 6-bit BISCnumber (19 þ 6¼ 25 bits) and after

channel coding it is 39 bits] is detected and then passed to higher layer. TheBSIC (base station identity

code) consists of a 3-bits base station color code and 3-bits network color code used for BS

identification and network identification. A reduced frame number is used to identify the slot location

of the MS in the entire hyper frame slot structure for time synchronization. At this point one thing

needs to be remembered – once the SB is decoded successfully then the BSC code is known, so the

intended own base station is known. Each base station uses a specific training sequence for normal

burst sending (used for other channels including BCCH, PCH, TCH). At this stage, as the base station

is known so the training sequence used for NB transmission by the intended BTS is also known. The

MS is now ready for any NB burst decoding.

7. Read system information (SI) –The upper layer checkswhether the intendedBTS (that is just found)

is allowed to camp on or not. If it is, then it commands layer-1 for reading the BCCH information

(which is passed in theBCCHchannel and uses normal burst) to know the system specific information.

8. Paging group identification and enter idlemode –Once theBCCH information is read and passed to

the upper layer, the MS then sets the values accordingly and decides the paging group and enters into

the idle mode. In this mode, it wakes up periodically and listens to the paging and also does the cell re-

selection as required.
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Figure 9.1 FB detection inside a GSM mobile phone
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9.1.1.1 Measurements for Normal Cell Selection

Measurements for normal cell selection are performed by an MS, which has no prior knowledge of the

BCCH carriers in GSM or DCS 1800 or PCS 1900 RF bands. In which case, the MS searches all RF

channels in the system (124 for P-GSM, 174 for E-GSMand 374 for DCS 1800), take readings of received

RF signal strength on eachRF channel, and calculates the received level average for each. The averaging is

based on at least five measurement samples per RF carrier spread over 3–5 s, the measurement samples

from the different RF carriers being spread evenly during this period. A multi-band MS will search all

channels within its bands of operation as specified above. The number of channels searched will be the

sumof the channels on each band of operation. BCCHcarriers can be identified by searching for frequency

correction bursts (FB). Once FB and SB are found in a beacon carrier (BCCH carrier), theMS should next

attempt to synchronize it with BTS and then read the BCCH data. Generally, the maximum time allowed

for synchronization to a BCCH carrier is 0.5 s, and the maximum time allowed to read the BCCH data,

when being synchronized to a BCCH carrier, is 1.9 s.

9.1.2 Synchronization

As we know, GSM is a TDMA and FDMA based system, so system frequency as well as time

synchronization is vital for correct operation of the system. The FCCH burst is used by the MS (for

frequency correction) to correct its internal time base to ensure that its carrier frequency is accurate and

frequency deviation is within 0.1 ppm compared with the signal received from the BTS. TheMS employs

its internal time base to generate both the local versions of the RF carriers for demodulation, and the clock

signals for its internal counters and baseband operations.

After the relevant frequency correction, the mobile attempts to decode the synchronization burst

contained in the SCH time slot (remember the SB burst is the first burst to be decoded by the MS after

power ON, as the FB is not required to be decoded – it contains all zeros and after modulation it is a pure

sine wave). The SB is easily located, as it always follows immediately after the FCCH time slot on the

same physical channel, for example, eight time slots later. Sufficient information is contained in the SB for

the mobile to identify its frame counter position in the complete GSM frame structure. As we have seen

earlier, the burst contains 25 bits of information prior to channel coding, and of these 6 bits are used to

transmit the base station identity code (BSIC) and the remaining 19 bits are used to transmit the reduced

TDMA frame number (RFN) of the time slot containing the SB. The RFN consists of three parameters –

T1 (11 bits), T2 (5 bits), and T30 (3 bits), which are determined using the full frame number (FN) unique to

each TDMA frame within the hyper frame. FN ranges from 0 to (2048� 51� 26)� 1¼ 2 715 647 and

RFN parameters are defined as follows:

T1¼ FN div (26� 51) – this is 11 bits and ranges from 0 to 2047.

T2¼ FN mod 26 – this is 5 bits and ranges from 0 to 25.

T30 ¼ (T3 – 1) div 10 – this is 3 bits and ranges from 0 to 4.

T3 is a number in the range from 0 to 50.

T3¼ FN mod 51.

In the above equations, the mod and div operators return the integer result and the remainder of an integer

division, respectively. It is evident from the above relationships that T1 provides the position of the super

frame containing the SB within the hyper frame and T2 provides the position of the multiframe in the

super frame. In the control channel multiframe structure there are 51 TDMA frames and the position of the

frame containing the SB within the multiframe is given by T3, which requires 6 bits. However, a

synchronization burst can only occupy one of the five different positions within themultiframe structure (it

repeats on every 10 TDMA frame, 51/10� 5) and consequently this information is transmitted using three

bits as T30.
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Apart from the frame number (FN), themobilemust alsomaintain the counters for the time slot number

(TN) and the quarter bit number (QN). TheQNcounts the quarter bit periods and its value ranges from0 to

624 (156.25� 4¼ 625). The quarter bit number counter is incremented every 12–13ms, and this is set

using an extended training sequence located in the middle of the SB. Every time SB is received, the TN

counter is set to zero and is incremented each time the QN count changes from 624 to 0. The TN count is

used to hold the position of the time slot within the TDMA frame and its value ranges from 0 to 7. FN is

incremented when the value of TN changes from 7 to 0.

After successfully synchronized with respect to frequency and timewith the own BTS, the mobile may

proceed to decode the system information (SIB) contained on theBCCH.TheBCCH is easily located as, it

always occupies the same position within the 51-TDMA frame control channel multiframe. This

channel’s information contains several parameters that influence the cell selection, maximum allowable

mobile transmitted power, minimum received power level at MS, and so on.

9.1.3 Flow Diagram of Initial Mobile Acquisition

The flow diagram of initial mobile acquisition is shown in Figure 9.2.

Once amobile is camped into a network, then it operates in twomodes based on the usage: (1) idlemode

or (2) access mode (dedicated mode).
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Figure 9.2 Initial cell selection flow diagram
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9.2 Idle Mode

After the appropriate cell is selected and the mobile is camped to the BTS, then the MS enters the idle

mode, where it must monitor the BTS paging channel (for any incoming call), and runs a procedure

periodically to check whether it has camped to the most appropriate cell or not (for example, the cell with

the highest signal strength and quality) and this procedure is called cell re-selection.

The idle mode includes the reception of BCCH and CCCH, transmission of RACH, cell re-selection,

and measurements. Measurements can be made on any idle frame except on:

. PCH, PPCH frames (these frames may be used by the neighbor monitoring task).

. FB, SB, CBCH, neighboring BCCH, serving PBCCH (these bursts may be situated anywhere in the

frame and in order to simplify the software no other radio window is allowed).

The idlemode is normally exitedwhen the layer-1 is configured for the SDCCHorTCHby the upper layer

to switch to a dedicated mode.

9.2.1 Paging and Discontinuous Reception (DRX)

MSC/VLR initiate the paging message (CS paging) to alert anyMS about the incoming call (to establish

the RR connection) using the paging channel (PCH), which is part of the downlink CCCH. AnMS in idle

mode must continuously monitor the relevant PCH for paging calls containing its unique address. The

GSM system also supports a slotted paging mode, whereby the PCH is divided into a number of paging

sub-blocks and the MS is required to listen to the channel during its assigned paging sub-block. The MS

may be powered down during the periods it is notmonitoring the PCH and this helps to prolong the battery

lifecycle of the mobile, this technique is known as discontinuous reception (DRX). Thus, in order to

reduce power consumption, paging groups are defined and an MS listens to paging sub-channels

corresponding to its paging group. In order to operate in DRX mode on CCCH, the mobile needs to

calculate the CCCH_GROUP and paging group for CCCH. In order to calculate the CCCH_GROUP and

the paging group, the mobile requires details about the control channel information provided by the

network in System Information-3 on the BCCH channel.

The following parameters are provided. (1) CCCH_CONF ¼ 0, indicates SDCCH and BCCH/

CCCH are not combined, 1 indicates SDCCH and BCCH/CCCH are combined, 4 indicates two CCCH

on the BCCH frequency, 6 indicates three CCCH on the BCCH frequency, 7 indicates four CCCH on

the BCCH frequency. The number of CCCH timeslots on the BCCH frequency is referred as

BS_CC_CHANS. (2) BS_AG_BLKS_RES indicates the number of blocks reserved for the AGCH.

This parameter indicates the number of blocks on each CCCH reserved for AGCH. Its value remains

between 0 and 7. 0, which implies no channel is reserved for AGCH and 7 implies 7 are reserved out of

a total of 9. (3) BS_PA_MFRMS- (¼2–9) this is used for computation of the paging group. It

defines the number of 51-frame multiframes between the transmission paging messages to MS

belonging to the same CCCH_GOUP. MS calculates CCCH_GROUP and paging group using

the following equations: CCCH_GROUP (0. . .(BS_CC_CHANS-1)) ¼ (IMSI mod 1000) mod

(BS_CC_CHANS � N)) div N.

Paging group ¼ ððIMSI mod 1000ÞmodðBS CC CHANS * NÞmod N

The message sent on PCH will include the IMSI of the MS paged. Once the MS recognizes its own

IMSI, it will answer the paging call by entering the access mode. Unanswered paging messages will be

repeated to overcome channel variation; however, the exact reception policy is implementation specific

for the network operator.
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9.2.2 Cell Re-Selection

While MS is in idle mode, the MS must continue to monitor the downlink signal strength of the

neighboringBTSs to ensure that it is always camped to themost appropriate BTS. TheMS shouldmonitor

the received signal strength of the BCCH carriers from the serving BTS, in addition to six other

neighboring BTSs and make a list. Owing to environmental changes or the MS movement, the received

signal strength may vary from time to time. Becasue of this, the MS is required to apply the cell selection

algorithm to identifywhether the idlemode handover is required or not at an interval of 5 s or so. If the new

target cell (whose signal strength is found to be relatively stronger) is in the same location area, then the

MS may simply switch to the new target cell and starts decoding the PCH data. However, if the new cell

belongs to a different location area, then in that case theMSmust perform a location update procedure first

and then begin to decode the PCH data.

9.2.3 PLMN Selection

The goal of this PLMN selection is to search for available PLMN between the 30 (or more) strongest

carriers. This process is executed in idle mode, when the MS looses any radio link or when the MS user

requires a PLMN re-search. There are two mandatory modes for PLMN selection: automatic mode and

manual mode. The MS performs registration on the PLMN, if the MS is capable of services, that require

registration. MS selects and attempts to perform a location registration on the registered PLMN (if it

exists) at switch-on or on recovery from a lack of coverage area (or where necessary). If successful

registration is achieved, the MS indicates the selected PLMN in the display. Where there is no registered

PLMN, or if registration is not possible due to PLMN being unavailable or registration failure, the MS

follows one of the following two procedures depending on its operating mode.

1. Automatic Network Selection Mode Procedure:

The MS selects and attempts registration on other PLMNs (if available and allowable), in all of its

bands of operation in the following order:

a. HPLMN (if not previously selected);

b. each PLMN in the “PLMN selector” data field in the SIM (in priority order);

c. other PLMNs with received signal level above �85 dBm in random order;

d. all other PLMNs in order of decreasing signal strength.

2. Manual Network Selection Procedure:

TheMS indicates, whether there are anyPLMNs (including “forbidden PLMNs”), in all of its bands of

operation that are available. The user may select their desired PLMN and the MS then initiates

registration on that PLMN.

Next, let us have a closer look at the location update procedure.

9.3 Location Updating

TheMS is informed about any incoming call by a pagingmessage sent over the PCCH channel of a cell.

If the location of the MS is not known, then the question is in which cells will the message be paged?

One solution would be to page in every cell in the network for each call, which is obviously wastage of

the radio bandwidth. The other solution would be that themobilewill notify the system about its current

location at the individual cell level via location update messages. Then paging messages will be sent

exactly to one cell, but this would also be very wasteful due to the large number of location updating

messages from the MS. This is why a compromise solution is used. In GSM cells are grouped into

location areas. Updating messages are required when moving between location areas. MSs are
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frequently paged in the cells of their current location area. The location updating procedures, and

subsequent call routing, use theMSC and two location registers: HLR and VLR.When a mobile station

is switched on in a new location area, or it moves to a new location area or different operator’s PLMN, it

must register with the network to indicate its current location. In the normal case, a location update

message is sent to the newMSC/VLR, which records the location area information, and then sends the

location information to the subscriber’s HLR. The information sent to the HLR is normally the SS7

address of the new VLR, although it may be a routing number. A routing number is not normally

assigned (even though it would reduce signaling). The reason is that there is only a limited number

of routing numbers available in the new MSC/VLR and they are allocated on demand for incoming

calls. If the subscriber is entitled to service, the HLR sends a subset of the subscriber information,

needed for call control, to the new MSC/VLR, and sends a message to the old MSC/VLR to cancel

the old registration.

GSMalso has a periodic location updating procedure due to reliability reasons. If anHLRorMSC/VLR

fails, then to have each mobile register simultaneously to bring the database up to date would cause

overloading. Therefore, the database is updated as location updating events occur. The enabling of

periodic updating, and the time period between periodic updates, is controlled by the operator, and is a

trade-off between signaling traffic and speed of recovery. If a mobile does not register after the updating

time period, it is de-registered. The message flow for location update procedure is shown in Figure 9.3.

A procedure related to location updating is the IMSI attach and detach. A detach lets the network know

that the mobile station is unreachable and avoids unnecessary allocation of channels and send of paging

messages. An attach is similar to a location update, and informs the system that the mobile is reachable

again. The activation of IMSI attach/detach is up to the operator on an individual cell basis. As the radio

medium is a public medium, it can be accessed by anyone, which is why, authentication of users is very

important in a mobile network and this is performed after the registration (or any other time). This is

described in detail in the next section.
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Figure 9.3 Location update procedure message flow

286 Mobile Handset Design



9.4 Security Procedure

All cellular communications use air as the channel to send or receive information. Air is not a private

channel, so a wireless network is less secure than a wired network and it opens the door to eavesdroppers

who have an appropriate receiver.

First generation analog cellular phones did not usually contain much in terms of security aspects and

protection. Hence, it was possible to eavesdrop on the analog radio path and thereby listen to other user’s

calls, or to program the identities of the mobile phones such that the accessing cost appears on another

user’s bill.

Moving to second generation systems, the GSM security was designed keeping 1G threat scenarios in

mind in order to achieve two primary goals: firstly, protecting the network against unauthorized access,

and secondly, protecting the privacy of the users. Thus some of the security aspects were introduced to

provide user related security features for authentication, confidentiality, and anonymity and protecting the

network against un-authorized access. These features were designed to afford both the subscriber and the

network operator a greater level of protection against fraudulent activities.

Several security functions were built into GSM to safeguard subscriber privacy. These include:

. authentication of the registered subscribers only;

. secure data transfer through the use of encryption;

. subscriber identity protection;

. mobile phones are inoperable without an SIM;

. duplicate SIMs are not allowed on the network;

. securely stored Ki in the SIM.

GSM security features provide PIN code protection, authentication, confidentiality and anonymity, and

confidentiality of voice and data by appropriate encryption and decryption.

9.4.1 PIN Code Protection

Access to the SIMcard is protected by using the personal identification number (PIN) code. In the SIM, the

PIN takes a 4–8 decimal digit code. Once the right PIN is entered, then onlyMEwill have the access to the

data stored inside the SIM card. Generally, after three consecutive incorrect PIN entries, the SIM will be

blocked. The SIMmay be unblocked by entering a further eight digit code known as the PIN unblocking

key (PUK), which is also stored in the SIM. After ten incorrect attempts to enter the PUK, the unblocking

key itself becomes blocked and then there is no way to unblock the SIM. The user has the option of

disabling the level of PIN protection or a second PIN2 code can be stored.

9.4.2 Anonymity

When a newGSM subscriber turns the phone on for the first time, its IMSI is transmitted to the AuC on the

network to intimate its identity. As each IMSI is associated with a unique user (SIM), if the IMSI is known,

an eavesdropper can determine the location of a subscriber by intercepting the message. This problem is

reduced by introducing a temporary mobile subscriber identity (TMSI) number. After the initial registra-

tion, a TMSI is assigned to the subscriber. The IMSI is rarely transmitted unless it is absolutely necessary.

This prevents a potential eavesdropper from identifying a GSM user by reading their IMSI. The user

continues to use the same TMSI, depending on how often location updates occur. Every time a location

update occurs, the network assigns a new TMSI to the mobile phone. The TMSI is stored along with the

IMSI in the network HLR. The MS uses the TMSI when reports to the network or during call initiation.

Similarly, the network uses the TMSI to communicatewith themobile station. The visitor location register
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(VLR) performs the assignment, the administration, and the update of the TMSI. When, the mobile is

switched off, the MS stores the TMSI in the SIM card, so that it is available when it is switched on again.

As shown in Figure 9.4, initially of course the phone will have no TMSI, and thus is addressed by its

IMSI. Once ciphering has been successfully completed, then the initial TMSI is allocated. The VLR

controlling theLA inwhich theTMSI is validmaintains amapping between theTMSI and IMSI. If theMS

moves into a new VLR area, the new VLR can ask the old VLR to whom the TMSI (which is not valid in

the new VLR) belonged to.

9.4.3 Authentication

The authentication procedure checks the validity of the subscriber’s SIM card and then decides whether

the mobile station is allowed on that particular network or not. The network authenticates the subscriber

through the use of a challenge-response method as shown in Figure 9.5.

The authentication procedure is triggered when the MS attempts one of the following:

1. on the first access to the network;

2. accessing the network for the purpose of making or receiving a call;

3. location update process and the change of subscriber-related information stored in eitherHLRorVLR.

As shown in Figure 9.6, the authentication is initiated by the network by sending an authentication

requestmessage to theMS. Thismessage contains RAND,which is a 128-bit randomnumber. TheA3 is

the authentication algorithm used in the GSM system. Both the A3 algorithm and subscriber

authentication key (Ki, is unique to the subscriber) are stored in the SIM. When the subscriber is
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Figure 9.4 Allocation of TMSI
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added to the home network for the first time, a subscriber authentication key (Ki) is assigned in addition

to the IMSI to enable the verification of the subscriber identity in the SIM. The RAND and Ki are the

input to theA3 algorithm and it generates a 32-bits length output, known as SRES (signedRESult). This

is returned back to the network in the form of an authentication response message. On the network side,

the authentication center (AuC) also stores the user’s key (Ki – its length is operator dependent and the

maximum key length is 128 bits) and the A3 algorithm, and it also generates the SRES. If the computed

SRES valuematches with the SRES value sent by theMS, only then is authentication successful and the

subscriber joins the network.

Authentication Failure If authentication fails the first time, and the TMSI was used, the network may

choose to repeat the authentication with the IMSI. If that also fails, then the network releases the radio

connection and the mobile should consider that particular SIM to be invalid (until switch-off or the SIM

is re-inserted).

MS

Network

1. Channel establishment

2. Identity (in initial message) (TMSI or IMSI)

3. Authentication request (RAND)
4. Execute GSM algorithm (RAND)

SIM

5. Respone (SRES, Kc)
6. Authentication response (SRES)

Figure 9.6 Message flow during authentication
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Figure 9.5 GSM authentication and key agreement
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9.4.3.1 A3 Algorithm

The A3 algorithm does not refer to a particular algorithm, rather the algorithm the operator has chosen to

be implemented for authentication. The most common implementations for A3 are COMP128v1 and

COMP128v2. In fact, both of these algorithms perform the function of both A3 and A8 (the ciphering key

generation algorithm – discussed later) in the same stage.

Whenever the SIM is asked to compute the SRES (with theRUNGSMALGORITHMcommand) it also

computes a newKc (ciphering key – discussed later). Thus the authentication procedure is not only used to

verify a user, but it is also used whenever the network wishes to change the keys.

9.4.4 Encryption and Decryption

Once the user is authenticated, the RAND (delivered from the network) together with the Ki (from the

SIM) is sent through the A8 ciphering key generating algorithm, to produce a ciphering key (Kc – 64-bits

long). TheA8 algorithm is also stored in the SIM card. TheKc (generated byA8 algorithm) is then used by

the A5 ciphering algorithm to encipher or decipher the data. The A5 algorithm is implemented in the

hardware of the mobile phone, as it has to encrypt and decrypt data during transmission and reception of

information, which must be fast enough. The A5 algorithm takes the 64-bit long Kc key and a 22-bit long

representation of the TDMA frame number and produces two 114-bit long encryption words, BLOCK1,

BLOCK2, for use on the uplink and downlink, respectively.

The encryption words are EXORed with the 114 data bits in each burst. Because the encrypted data are

computed using the TDMA frame number, thewords change from burst to burst and are not repeated over

the hyperframe cycle (around 3.5 h). This is summarized in Figure 9.7.

Anonymity is used to identify the users, and authentication is used for billing purposes, and signal and

data encryption are used for signal and data protection.

9.4.4.1 Ciphering Algorithms

As mentioned above, the network can choose one from up to seven different ciphering algorithms

(or no ciphering). However, it must select an algorithm that the phone can support. Currently there

are three algorithms defined – A5/1, A5/2, and A5/3. A5/1 and A5/2 were the original algorithms

defined by the GSM standard and are based on simple clock controlled LFSRs. A5/2 was a deliberate

weakening of the algorithm for certain export regions, where A5/1 is used in countries such as the USA,

UK and Australia.

A5/3 was added in 2002 and is based on the open Kasumi algorithm defined by 3GPP.

9.4.5 Weaknesses of GSM Security

Although the basic objective of security has been achieved, there are some weaknesses in GSM security,

such as:

1. In the first stage of the authentication process, when serving VLR/SGSN requests security data

(triplets) from the HLR, HLR computes up to five triplets and forwards them to the requesting node.

This is executed over SS7 based mobile application part (MAP) protocol. The MAP protocol had no

security mechanism and consequently the sensitive data in the triplet (RAND, SRES, Kc) is

transmitted clearly from HLR to VLR/SGSN.

2. Only the network can initiate the authentication and it is an optional procedure.
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3. Only the subscriber (SIM) is authenticated, with the network not being authenticated (no mutual

authentication). There is no mechanism to check the validity of the network. So the use of a false base

station is possible, this is also called as active attacks.

4. Data integrity is not provided.

5. Lack of anonymity (protect the identity and location of a user) the user does not know whether the

encryption is ON or OFF.

6. Week encryption because of short key lengths and hard to upgrade the algorithms.

9.5 Access Mode

As discussed, in the idle mode the MS wakes up periodically to listen to the incoming paging and if

there is no paging message, then it goes into the sleep state again, keeping itself idle. When the MS

wants to gain dedicated access to the network, to perform a location update, to answer an incoming
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Figure 9.7 GSM authentication and encryption process
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paging call or to make a mobile-originated (MO) call, MS initially accesses a BTS using an RACH

channel on the uplink of the broadcast carrier. Although an MS transmits an access request in the

uplink slots assigned to the RACH, there is no restriction as to which slot it should use, so it is

transmitted randomly. If collision occurs, then it may not be unanswered from BTS, so this must be

repeated. In this, the MS transmits a 5-bit random number along with the 3-bit number indicating the

network about the reason for this access attempt using the access burst power control step mechanism.

Some of the bits in the access burst are EXORed with the BSIC number of the intended BTS, so that

only the intended BTS decode the message correctly. The initial assignment message is sent to MS by

BTS using AGCH.

When a call is flowing, the speech data is mapped to the TCH slot of the traffic channel and sent to the

BTS continuously and during that time measurement information is sent using the SACCH channel, as

described earlier.

9.5.1 Mobile Originating (MO) Call Procedure

Themessage flow formobile originated (MO) call setup is shown in Figure 9.8. The user keys in the phone

number for the landline subscriber and presses the send button. RR connection establishment is triggered

by sending the channel request message through RACH channel. This message requests the base station

system (BSS) for allocation of radio resources for the RR connection setup. The mobile now waits for an

assignment on the access grant channel (AGCH). At this point the mobile is listening to the AGCH for a

reply. TheBSS allocates a traffic channel (TCH) to theMS. TheTCHallocation assigns a traffic frequency

and a time slot on that frequency. After the mobile receives this message, the mobile must only use the

specified resources for communication with the mobile network. The BSS transmits the radio resource

assignment to the mobile via the AGCH channel.

The message also contains the ARFCN, slot number, time, and frequency corrections. The time

corrections allow themobile to adjust it’s time for transmission. The frequency corrections correct for the

Doppler shift caused by the mobile’s motion. The mobile detunes from the AGCH and tunes to the

specified radio channel. BSS sends to theMS–RRSABM þ MMCMSERVICEREQUEST. It is the first

message that is sent after tuning to the channel. Themobile initiates an LAPmconnectionwith theBSCby

sending a set asynchronous balanced mode (SABM)message. The service request message meant for the

MSC is also sent in this message. The BSS replies with Unnumbered Acknowledge (UA) to complete the

LAPm setup handshake.

The BSS receives the CM service request message from the mobile and forms a layer-3 message. The

BSS then piggy backs it onto the SCCP connection request message, then checks subscriber authentica-

tion. MSC checks if the subscriber has been authenticated. If the subscriber has been successfully

authenticated, the MSC initiates ciphering of the data being sent on the channel by BSSMAP CIPHER

MODE COMMAND. BSS replies back to the MSC, indicating that ciphering has been successfully

enabled by BSSMAP CIPHER MODE COMPLETE. The mobile sends the setup message to establish a

voice call. The message contains the dialed digits and other information needed for call establishment by

CC SETUP. The mobile is informed that the call setup is in progress and MS displays connecting on the

screen. TheMSC allocates a voice circuit on one of the digital trunks between theMSCand theBSS.MSC

informs the BSS about the allocated voice circuit. The call is also switched from signaling to voice by

BSSMAPASSIGNMENT REQUEST. The BSS notifies the mobile about the changeover to voice mode

byRRCHANNELMODEMODIFY.Then themobile acknowledges. TheBSS responds back to theMSC

byBSSMAPASSIGNMENTCOMPLETE. TheMSC routes the call and sends the call towards the called

subscriber by ISUP INITIAL ADDRESS MESSAGE SS7 dialed digit. The PSTN indicates to the MSC

that it has received all the digits and the called subscriber is being rung by ISUPADDRESS COMPLETE

MESSAGE. The MSC informs the mobile that the called subscriber is being alerted via a ring by CC

ALERTING message.
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When the called subscriber answers the call, the MSC informs the mobile that the call has been

answered by CC CONNECT. The MS acknowledges the receipt of CC CONNECTand displays that the

call has been connected. The call has entered the conversation phase. The speech path has been setup

between the mobile subscriber and the landline subscriber.

Once the call is over, the mobile subscriber hits END to end the call. The mobile sends the disconnect

message to the MSC. The MSC initiates release on the PSTN side by ISUP RELEASE. The MSC

disconnects the voice path and also releases the voice circuit between the BSS and the MSC. The MSC

informs themobile that it has initiated call release byCCRELEASE. TheMSC informs the PSTN that the

call release has been completed. The PSTN informs that call release has been completed at its end. The

mobile indicates that the call has been released. Call release has been completed, now the RR connection
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Figure 9.8 Mobile originated call setup messages
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is released by theMSC. The BSS initiates RR release with the mobile. The BSS informs theMSC that the

RR connection has been released. The mobile sends a disconnect message to release the LAPm

connection. The BSS replies with an Unnumbered Acknowledge message. The BSS releases the TCH

channel. The mobile goes back to the default display to indicate that call has been completely released.

9.5.2 Channel usage for Incoming Call Establishment

In Figure 9.9, the channel usage and the various procedures for incoming call (mobile terminated call –

MT call) establishment is shown in sequence.

Figure 9.10 describes a call setup sequences from a fixed network subscriber to amobile subscriber in a

GSM network.

(1) The incoming call is passed from the fixed network to the gateway MSC (GMSC) of the GSM

network. (2) Then, based on the IMSI numbers of the called party, its HLR is determined. TheHLRchecks
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Figure 9.9 Channel usage for incoming call establishment
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for the existence of the called number. (3) The relevant VLR is requested to provide a mobile station

roaming number (MSRN). (4) This is transmitted back to the GMSC. (5) The connection is then

switched through to the responsible MSC. (6) Now the VLR is queried for the location range and

reachability status of the mobile subscriber. (7) If the MS is marked reachable, a radio call is enabled

and (8) executed in all radio zones assigned to the VLR. (9) When the mobile subscriber telephone

responds to the page request from the current radio cell, then (10) all necessary security procedures

are executed. (11) If this is successful, the VLR indicates to theMSC that the call can be completed and

(12) BSC intimates this to the MS.

9.5.2.1 Measurements Performed by MS on Access Mode

When TCH or SDCCH is assigned, during that time when the idle slot is found in this slot, the MS

performs measurements on all the adjacent BCCH frequencies. These measurement reports are then

sent to the network on SACCH, and are interpreted by the network for the power control and

handover procedures. Measurements are performed in each TDMA frame, and are referred to as

monitoring, which consists of estimating the receive signal strength on a given frequency. The list of

frequencies to be monitored is broadcast on the BCCH information, by means of the BCCH

allocation (BA) list, which contains up to 32 frequencies. The frequencies are monitored one after

the other, and the measured samples are averaged over the SACCH reporting period prior to

reporting to the network, on an uplink SACCH block, in the form of a value referred to as RXLEV.

The MS therefore measures the received signal level from surrounding cells by tuning and listening

to their BCCH carriers. This can be achieved without inter base station synchronization. The

measurements are reported at every reporting period.

For a TCH/FS, the reporting period duration is 104 TDMA frames (480ms). It is essential that the MS

identify which surrounding BSS is being measured in order to ensure reliable handover. Because of

frequency reuse with small cluster sizes, the BCCH carrier frequency may not be sufficient to uniquely

identify a surrounding cell. The cell in which theMS is situated may have more than one surrounding cell

using the same BCCH frequency. It is therefore necessary for the MS to synchronize to and demodulate

surrounding BCCH carriers to identify the BSIC in the SB. In order to do so, the MS uses the idle frames.

Note that a window of nine consecutive slots is needed to find time slot 0 on the BCCH frequency

(remember that time slot 0 carries the SCH and FCCH), as the beacon channels are not necessarily

synchronized with one another. Here, one important characteristic to be noted is that the SCH and FCCH

aremapped onto the 51 controlmultiframe structure, and the idle frame of themobilewheremeasurement

is performed appears during the dedicated mode communication and occurs on the 26 traffic multiframe
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Figure 9.10 Entities for call setup in GSM network
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structure. As 26 and 51 are mutually prime numbers, this means a search framewill be available every 26

modulo 51 frame on the beacon channel.

For instance, let us imagine that an idle frame occurs in the frame 0 of the 51 multiframe. The next idle

frames will be programmed on frames 26, 1, 27, 2, and so on. Therefore, after a certain number of search

frames, the MS will necessarily decode an FB and an SB. Another measured parameter during a TCH or

SDCCH is the RXQUAL, which represents an indication of the quality of the received link, in terms of

BER. For each channel, the measured received signal quality is averaged on that channel over the

reporting period of length one SACCH multiframe.

9.6 Handover

The GSM network uses a cellular structure. In a cellular mobile network, the user moves from

one location to other locations during the call (or in the idle mode), so the radio (and fixed) links cannot

be permanently allocated for the entire duration of the call (or throughout the whole connection). In

order to maintain a good link quality during the call, the switching of an on-going call to a different

channel or cell (BTS or other network resources) is known as handover or handoff (as it is known

in North America).

Handover aims to provide continuity of mobile services or seamless connection to a mobile user

traveling over cell boundaries in a cellular infrastructure. When a call is going on, during that time, if a

user crosses the cell boundaries, then it will be more favorable to use the radio resources in the new cell

(target cell) compared with the old cell, because the signal strength provided by the old cell worsens as

the user goes away from the old cell coverage area and enters into the new target cell. The whole

process of tearing down the existing connection with the current cell BTS and establishing a new

connection with the appropriate cell BTS is called “handover.” The ability of a cellular network to

perform efficient handovers is critical to offering attractive services and seamless connectivity

experience to the users. Sometimes handover procedures cannot be completed for several reasons,

such as signaling failures due to the lack of resources in the new target cell, synchronization issues,

and so on, and then this is called “handover failure.” In high performance networks, where there is a

trend towards the use of smaller cells to increase the subscriber capacity, in such situations the

handover process becomes even more important, as due to the smaller cell size, more frequent

handovers are necessary.

The basic function of the RR (layer-3) is the execution of handover using measurement reports.

Handover is required for several reasons and handover scenarios are categorized based on the location of

the MS and the clock synchronization between the source cell and destination cell. The handover can

happen in idle mode or in the dedicated mode when the call is going on. Normally, based on location and

usage there are four different types of handover used in the GSM system:

1. Handover between channels (time slots) in the same cell – inter carrier handover. In this case, a

subscriber is diverted to a different traffic channel within the same cell. Generally, this channel is

generatedwith a different frequency or time slot. The decision about the handover ismade by the BSC

that controls the cell.

2. Handover between cells (base transceiver stations) under the control of the same base station

controller (BSC) – intra BSC handover. This takes place when a mobile user moves from one cell

into a neighboring cell, both controlled by the same BSC. The traffic connection to the old cell is

discontinued as soon as the connection setup to the new cell is successfully completed. This process

is controlled by the BSC.

3. Handover between cells under the control of differentBSCs, but belonging to the samemobile services

switching center (MSC) – inter BSC handover.

4. Handover between cells under the control of different MSCs – inter MSC handover.
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The first two types of handover, called internal handovers, involve only one base station controller

(BSC). To save the signaling bandwidth, they are managed by the BSC without involving the mobile

services switching center (MSC), except for notifying it at the completion of the handover. The last two

types of handover, also called external handovers, are handled by the MSCs. An important aspect of

GSM is that the original MSC (the anchor MSC) remains responsible for most call-related functions,

with the exception of subsequent inter-BSC handovers under the control of the new MSC, called the

relay MSC.

The GSM system uses mobile assisted handover. Handovers can be initiated by either the mobile or the

MSC (as a means of traffic load balancing and optimum network resource usage). During its idle time

slots, themobile scans the broadcast control channel of up to 16 neighboring cells (asmentioned in theBA

list in BCCH channel information), and forms a list of the six best candidates for possible handover, based

on the received signal strength. This information is passed to the BSC andMSC, at least once per second,

and this is used by the handover algorithm.

Handover categorization based on source and destination BTSs system clocks are: (1) synchronized,

(2) non-synchronized, (3) pseudo synchronized, and (4) blind handover.

The algorithm for when a handover decision should be taken and what the algorithm would be are not

specified in the GSM standards recommendations. Generally, there are two basic algorithms used, both

closely tied to the power control. This is because the BSC usually does not know whether the poor signal

quality is due to multi-path fading or because of the mobile’s movement into another cell.

What triggers a handover process?

Handover may occur either because of deterioration of radio parameters or network parameters, as

listed below.

1. Radio criteria/radio parameters:

i. Received quality (RXQUAL) too low or bit error rate too high, for example, BER has increased

above the threshold level.

ii. Received level too low (RXLEVon uplink and downlink), for example, RSSI has been dropped

below the expected level.

iii. MS–BS distance handover (timing advance), for example, the distance between MS and BTS has

been increased above the threshold distance, which is measured from the timing advance.

iv. Power budget handover (handover to a better cell with regard to relative received level.).

2. Network criteria/network parameters:

i. Serving cell congestion.

ii. MS–BS distance too high in extended cells.

9.6.1 Handover Process

When making a handover decision the BSS will process, store, and compare certain measurement

parameters that are received on the SACCH channel with the predefined thresholds.

9.6.1.1 Measurement Information

In Chapter 2, we saw that the wireless channel is very unpredictable and its characteristics changes

with respect to time. The channel gain (|h|2) changes based on the fading type being experienced,

velocity of the mobile, and presence of reflectors. If the channel gain or the changing behavior of

the channel is known beforehand, then on both sides (BTS and MS) transmitters can adjust the

parameters (power level, coding, etc.) to mitigate this effect or can take a decision to make handover

to the other cell. Thus, in order to do this, the MS and the BTS have to monitor the channel
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periodically (at a defined interval and for a fast fading channel more frequently than for a slow fading

channel). The base station and mobile periodically measure different parameters of the radio link

(wireless channel).

1. The measurement performed at the BTS

a. The power level of uplink signal received from MS (RXLEV_UL).

b. The quality (BER) of the uplink received signal from MS (RXQUAL_UL).

c. The distance between the MS and the BTS based on the adaptive timing advance parameters.

d. The interference level in unallocated time slots.

2. Measurements performed by the MS

a. The power level of downlink signal received from the serving cell (RXLEV_DL).

b. The quality (BER) of the downlink signal received from the serving cell (RXQUAL_DL).

c. The power level of the downlink signal received from different (n cells) neighbor cells (RXLEV_

NCELL(n)).

The exactmeasured values are not sent to the other party; rather these aremapped to different values based

on the level. This is shown in Table 9.1.

9.6.1.2 Measurement Schedule

As discussed above, theMS should not onlymeasure the downlink signal from its serving BTS, but also

downlink signals from neighboring BTSs. Each BTS transmits a list, which contains the BCCH carrier

frequencies of its neighboring BTSs, this is known as BA (BCCH allocation) list via the BCCH

channels. The MS will read the list, which is given by its serving BTS and find out the neighboring

BTS’s of the BCCH frequencies, on which it has to perform the measurement. The GSM specification

requires that the BCCH information in a BCCH carrier should be read at least once every 10 s. Ideally,

examining the transmission and reception schedule at the MS, there are three slots/windows available

during these periods wheremeasurements can be performed. Aswe have seen earlier, there is a gap of at

least two time slots (minus the timing advance) between the reception of the downlink burst and the

transmission of the uplink burst. Considering the timing advance at its maximum, the window is 920 ms
in duration, and that looks too short for measurement purposes.

The second window occurs between the transmission of the uplink burst and the reception of the

downlink burst and the minimum duration is four time slots or 2.3 ms (with no timing advance). This

Table 9.1 Measurement values averaged over 1 SACCH block (104 frame¼ 480ms)

RXLEV (measured power level (on neighboring

cell þ serving cell BCCH))

RXQUAL (raw bit error rate)

RX signal level From (dBm) To (dBm) Bit error ratio From (%) To (%)

RXLEV_0 — �110 RXQUAL_0 — 0.2

RXLEV_1 �110 �109 RXQUAL_1 0.2 0.4

RXLEV_2 �109 �108 RXQUAL_2 0.4 0.8

RXLEV_3 �108 �107 RXQUAL_3 0.8 1.6

RXLEV_62 �49 �48

RXLEV_63 �48 — RXQUAL_6 6.4 12.8
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window is used by the MS to measure the downlink signal strength of the BCCH carriers for

neighboring cells. During this time period, the MS must retune to the respective neighbor cell’s

BCCH carrier, which needs to be measured. It performs the measurement, and then again retunes to the

current downlink frequency, in time to receive the next burst from the serving BTS. This tight schedule

does not allow theMS towait for an active burst, and consequently every slot on the BCCH carrier must

remain active. This is achieved by using dummy bursts to fill the slots of the BCCH carrier that would

normally be inactive. There is also a requirement that the BCCH carrier is transmitted at full power

(higher power level) and therefore downlink power control must not be applied and DTX may not be

used on any slots on the BCCH carrier.

The third measurement window is obtained from the idle frame, which is included in each traffic

multiframe. This window is a minimum of 12 time slots or around 6.92 ms þ timing advance. This

measurement window is used to ensure that the BCCH carrier measurements described above are

always associated with the correct BTS. Simply the measuring of the RSSI value for different BCCH

carrier frequencies (BTSs) is not enough, as BCCH carrier frequencies are reused by distant cells

(BTSs) throughout the network. Thus, MS has to periodically verify the identity of the BTS by

decoding the SB and checking the 6-bit BSIC number. In the case of co-channel interference, for

example, two far BTSs using the same BCCH carrier frequency, they will be distinguished because

they have different BSICs. During this period (12 time slots), theMS is required to retune to the BCCH

carrier, identify and decode a valid SB, and then again retune to its current downlink frequency to

receive the next burst from the serving BTS. Here it is assumed that the SB of the neighboring BCCH

carrier falls within this 12-slot measurement window. The SB occurs at an interval of 10 or 11 (where

ther is an idle frame in between) TDMA frames within the 51 frame control multiframe structure.

Hence, there is no guarantee that this measurement window will align with an SB every time.

However, the time frame structure means that an idle framewindow in the 26-frame traffic multiframe

gradually slips past the 51-frame control multiframe ensuring that the idle window will coincide

with an SB.

From the decoded SB, the MS will find out and store the multiframe, super frame and hyper frame

parameters, T1, T2, and T30, and it may use this to schedule the decoding of BSIC. This synchronization

information may also be employed to reduce the switching times at handover. The MS reports the BCCH

carrier measurements to the network against the BSIC number and this allows the network to ensure that

the measurements are associated with the correct BTSs.

9.6.1.3 Measurement Averaging

The MS sends the measurement results to the networks as a measurement report message via the

SACCH, which contains a report of up to six neighboring cells, in addition to the serving cell. The

information carried on the SACCH is interleaved over four bursts and this represents a delay of

4� 120ms¼ 480ms; this time period is referred to as a reporting period. Thus, to send or receive the

interleaved or de-interleaved SACCH data, the MS or BTS has to wait for 4 SACCH periods

(26�4.615ms). Generally, over this period, the MS averages out the measurement values, before

they are reported to the network. Further averaging will take place once the measurement reports arrive

at the BSS. The BSS must be able to store at least 32 measurement samples, where a sample is defined

as the value evaluated by the MS during the measurement reporting period of 480ms. The BSS may

weight the samples to attach more importance to the more recent measurements or may perform an

unweighted average of the 32 samples to take handover decisions using a handover decision algorithm.

Although the standard does not specify the algorithm, GSM 05.08 provides an example of how to

design a handoff algorithm.

Handover margin (Figure 9.11) is a parameter used in order to prevent repetitive handover between

adjacent cells. It may also be used as a threshold in handover cause.
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9.6.2 Example Handover Procedure

A typical handover procedure (inter BSC, blind handover) is shown in Figure 9.12. The different steps

involved in this sequence are:

1. Handover request from old BSC_O to MSC.

2. Request is forwarded to new BSC_N.
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Figure 9.11 Handover threshold margin
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Figure 9.12 Inter BSC handover
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3. BSC_N prepares to receive new MS.

4. BSC_O sends handover command to MS.

5. MS sends RACH messages continuously to BTS_N and MS starts T3124 timer, BTS new sends

PHYSICAL INFO to MS and starts timer T3105.

6. On success, HO_COMPLETE is sent to BSC_O through BSC_N.

7. BSC_O releases resources.

This process is described in detail below.

During an active call, the mobile periodically reports the signal level and quality of the serving and

neighboring cells to the network via the measurement report message in every SACCH frame with a

periodicity of 480ms. When the mobile is reporting good signal quality, no further action is taken.

However, when the mobile moves to the edge of the serving cell and its report shows poorer signal

strength from serving cell, then the serving BSC decides to initiate a handover as the mobile could be

served better by another cell. The BSC analyzes the measurement reports to determine which cell will

serve the mobile better. The BSC decides to request for a handover. The serving BSC sends a handover

request message to the MSC indicating a rank-ordered list of the target cells that are qualified to

receive the call. Then the T7 timer is started to wait for the reply handover command from the MSC.

The MSC reviews the global cell identity associated with the best candidate to determine the target

cell. The MSC passes on the handover request to the new target BSC. The MSC-VLR starts a timer

(T101) to wait for the response from the new BSC. The handover request is treated as a new call. A

traffic channel (TCH) (if available) is allocated for the call that will be handed-in soon. At this point the

new BSC prepares the handover command that needs to be sent to the mobile. This message contains

all the information the mobile will need to handover to this cell. The new BSC includes the RR

HANDOVER COMMAND message as a payload in the HANDOVER REQUEST ACK that is sent

back to the MSC. As the MSC has heard back from the destination BSC, so the T101 timer is stopped.

The MSC delivers the handover command to the old BSC. This command encapsulates the RR

HANDOVER COMMAND from the destination BSC. Thus the T7 timer is stopped. Now, T102 is

started to track the completion of the handover. The RR HANDOVER COMMAND will be delivered

to the mobile via the old BSC. The old BSC extracts the RR HANDOVERCOMMANDmessage from

the BSSMAP message and sends it to the mobile. T8 is started to wait for the success of this call from

the MSC. If the handover to the target cell is successful, the MSC will initiate a resource release to the

old BSC.

The mobile extracts the destination channel information from the message and tunes to the assigned

channel. After tuning to the assigned channel, the mobile starts sending the handover accept message.

Note that this message is sent as an access burst (RACH) as the mobile is not completely synchronized to

send normal bursts. The T3124 timer is started to await the PHYSICAL INFORMATION message from

the network. The BSC receives the HANDOVERACCEPT from the terminal. The actual call is identified

using the handover reference. TheBSC informs theMSC that the handover has been detected.At this point

theMSCcan switch thevoice path. TheMSC switches thevoice path. The newBSC sends the PHYSICAL

INFORMATION message to the mobile via RR PHYSICAL INFORMATION message. This message

contains a time and frequency correction (based on the handover type). T3105 is started to await the

receipt of the SABM for the signaling connection. The mobile applies the received corrections and can

now send TCH bursts on the channel. TCH bursts contain the speech from the user. T3124 is stopped as

PHYSICAL INFORMATION message has been received. The mobile sends an SABM to establish the

signaling connection. Receipt of the SABM stops the T3105 timer. The BSC replies with a UA message.

The mobile uses the signaling connection to indicate that the handover has been completed. The BSC

forwards the handover completion event to the MSC. Now, handover has been completed, so T102 is

stopped. Call release has been completed, and the RR connection is released by theMSC. The T8 timer is

stopped as the resources for the handed over call in the source BSC are released. The BSS informs the

MSC that the RR connection has been released.
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In the case of an inter-MSChandover (Figure 9.13), when a call is handed over from the servingMSC to

the targetMSC via PSTN, the servingMSC sets us an inter-MSC voice connection by placing a call to the

directory number that belongs to the target MSC. When the serving MSC routes the call, the PSTN is

unaware of the handover and follows the normal call routine procedures, delivering the call to targetMSC.

The serving MSC sends a prepared handover message to target MSC. Then the target MSC sends an

allocated handover message to its VLR for TMSI assignment. Next, target VLR sends the TMSI in the

handover report message. After this the process is more or less similar to intra-MSC handover.

Based on handover type (with respect to clock synchronization between the BTSs) the handover

procedure varies a little, which is described below.

9.6.2.1 Synchronous Handover

In the case of synchronized handover, the network commands a synchronous handover on the downlink

main DCCH. Layer-3 posts an SYNC_HO_REQ message to layer-1. Layer-1 tries to find the new cell’s

FB and SB information. The L1 search result is reported and this checks whether the BSIC matches with

the BSIC passed inside the handover command. Here, sending RACH is not required, as BTSs are

synchronized. In many implementations, the FB, SB search is done during the received signal strength

monitoring of different neighbors (and send BSIC again via measurement report), so in that case again a

separate search is not required. For an AMR feature, the protocol stack must fill all the multi-rate

configuration parameters only if the channel mode is TCH/AFS or TCH/AHS. The previous multi-rate

configuration must be sent again to the L1 with the handover message.

MS

Handover request Handover request

HO req ack

Measurement report

Serving BSC MSC

Handover command
Handover command

Handover completed

Handover detected

Handover completed

Release

Release complete

Handover access

Physical information
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Figure 9.13 Inter MSC handover message flow
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9.6.2.2 Non-Synchronized Handover

Networks issue non-synchronized handovers if old and new BTSs are not synchronized. The MS

switch to assigned channels, starts repeating RACHmessages to BTS. MS starts the T3124 timer. BTS

sends PHYSICAL INFO to MS and starts timer T3105. MS stops the timer T3124 on reception of

PHYSICAL INFO. BTS waits for layer-2 frame or TCH from MS. If there is decoder error on the

frame received from MS, BTS repeats PHY INFO and restarts timer T3105 (maximum number of

repetitions is Ny1).

T3124 – 675ms if the channel type of the channel allocated in the HANDOVER

COMMAND is an SDCCH (þ SACCH), otherwise its value is set to 320 ms. T3105 and Ny1

are network dependent.

9.6.2.3 Pseudo-Synchronized

Sending RACH is optional and three different parameters are defined: propagation delay, RTD (real-time

difference), and OTD (observed-time difference). BTS_O sends the RTD value in the handover message.

MS calculates the timing advance of BTS_N with the relationship: tN¼OTD�RTD þ tO. MS sends

OTD þ tO to BTS_N allowing it to make a non-biased estimate of RTD.

9.6.2.4 Blind Handover

This is an R99 feature. Handover is ordered to the cell towhich theMS is not synchronized. TheMS starts

searching for FB–SB information. A timeout of 300ms is allowed for the FB–SB search. The handover

procedure is more or less the same as for a non-synchronized handover.

9.7 Radio Resource Control Procedure

The RR in BSS communicates the RR counter part in the MS. RR is used for signaling between the GSM

network andMS. TheRR statemachine primarily consists of two states, namely idle and dedicated. In the

idle mode, as the name suggests, the MS is not actively involved in any communication and no dedicated

resource is assigned to it. In the dedicated mode, the resource is reserved to communicate with the BSS.

The RR protocol is specified in detail in 3GPP TS 44.018.

As the MS does not have dedicated resources to communicate to the network, all communication first

requires that theMS establishes an RR connection. The RR connection is allocated and supervised by the

BSC. Once the RR connection is established theMSmoves from the idle connection state to the dedicated

connection state (Figure 9.14).

RR connection establish

RR connection release

MS in dedicated modeMS in idle-mode

Figure 9.14 RR state machine
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9.8 Mobility Management Procedure

The mobility management (MM) layer is built on top of the RR layer, and handles the functions that arise

from themobility of the subscriber (such as keeping track of the present location of theMS), in addition to

the authentication and security aspects. MMprocedures are used between theMS and GSM network sub-

system. BSS transparently relaysMM procedure messages. The simplified state diagram of theMM state

model is shown in Figure 9.15.

. Detached state – the network does not know the location of the MS.

. Idle state – the location of the MS is known to the network, but there is no active session for the MS.

. Connected state – the location of the MS is known and there is an ongoing active session for the MS.

Location management is concerned with the procedures that enables the system to know the current

location of a power-on mobile station so that incoming call routing can be completed.

9.9 Call Routing

Generally, in a fixed network a terminal is semi-permanently wired to a central office, but the GSM user

can roam nationally and even internationally. As discussed in Chapter 6, the directory number dialed to

reach a mobile subscriber is called the mobile subscriber ISDN (MSISDN), which is defined by the

ITU-T recommendation E.164 numbering plan. An incoming mobile terminating (MT) call is directed

to the gateway MSC (GMSC). The GMSC is basically a switch, which interrogates the subscriber’s

HLR to obtain the routing information, and thus contains a table linking MSISDNs to their

corresponding HLR. It should be noted that the GMSC function is distinct from the MSC function,

but is usually implemented in an MSC.

The routing information that is returned to the GMSC is the mobile station roaming number (MSRN),

which is also defined by the E.164 numbering plan. MSRNs are related to the geographical numbering

plan, and not assigned to subscribers, nor are they visible to subscribers.

Then, as shown in Figure 9.16, themost general routing procedure startswith theGMSCquerying to the

called subscriber’s HLR for anMSRN. The HLR typically stores only the SS7 address of the subscriber’s

current VLR, and does not have theMSRN. The HLRmust therefore query the subscriber’s current VLR,

whichwill temporarily allocate anMSRNfrom its pool for the call. ThisMSRN is returned to theHLRand

back to the GMSC, which can then route the call to the new MSC. At the new MSC, the IMSI

corresponding to the MSRN is looked up, and then the mobile is paged in its current location area.

Detached state

Idle state Connected stateActive session end
connection release

Active session begin /
connection establish

DetachDetach / LR reject

Attach / LR request

Figure 9.15 Mobility management state procedure
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9.10 Power Control

As mentioned earlier, the transmitted power should always be the optimum, as it helps to minimize the

interference level in the system and also helps to improve battery life. The GSM system employs power

control to ensure that the MS and BTS only transmit sufficient power to maintain an acceptable link,

thereby reducing interference to neighboring cells and improving spectral efficiency.

When the BTS commands the MS to increase or decrease power, the MS has the ability to reduce or

increase the power in steps of 2 dB up to its maximum power class limit (Figure 9.17), as defined in

Chapter 7, Section 7.5. The transmission power of the MS is controlled by the network conveying

messages over the slow associated control channel (SACCH). Power level values range from 0 to 15,

where, 0 means �43 dBm (20W) and 15 means �13 dBm (20mW). After receiving a power control

command, an MS adjusts its transmitted power to the requested power level at a maximum rate of 2 dB

every 60ms. This power control algorithm ismanufacturer-specific and runs on theBSC. The operator has

the freedom to decidewhether to use power control or not on both uplink and downlink, and it may also be

applied independently on either link. However, downlink power controlmay not be applied to any slots on
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Figure 9.16 Call routing for a mobile terminating call
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Figure 9.17 Power control steps
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the BCCH carrier as it must be transmitted at a constant power, because it is measured by the MSs in the

surrounding cells for the handover decision purposes.

9.11 Discontinuous Transmission and Reception

One goal in a GSM cellular system is to minimize co-channel interference, as it allows better service and

increases the overall capacity of the system. Generally, during a typical telephone conversation, a person

speaks for around 40% of the time and the remaining 60% of the time remains silent. Discontinuous

transmission (DTX) is a method that takes the advantage of this fact by turning the transmitter off during

periods of silence. It helps in twoways: it reduces the co-channel interference and also saves battery power

by switching off the mobile transmitter.

The silent period is detected using voice activity detection (VAD), where the energy in the speech

signal is computed for each speech block and a decision is taken about the block that contains the speech

or background noise by using an adaptive threshold. Distinguishing between voice and noise (silent)

inputs is not a trivial task, because if a voice signal is misinterpreted as noise, then the transmitter is

turned off and a very annoying effect called clipping is heard at the receiving end, but on the other hand,

if noise is misinterpreted as a voice signal (which happens too often), then the efficiency of DTXwill be

dramatically decreased.

When the transmitter is turned off, total silence will be heard at the receiving end, which can not be

disabled by the user. This, to assure the receiver that the connection is not dead, a comfort noise is inserted

during the silence period at the receiving end, by trying to match the characteristics of the transmitting

end’s background noise.

There is also another method that is used to conserve power at the mobile station, which is

discontinuous reception. We have already discussed this earlier in Section 9.2.1 in detail.

Normally, downlink power control and discontinuous transmission (DTX) is not used on the BCCH

carrier. A traffic channel or dedicated control channel may use the BCCH carrier frequency as part of its

hopping sequence, but it must obey the above rules while it is using that carrier, that is, power control and

DTX are not permitted.

9.12 Frequency Hopping

Frequency hopping is a technique for improving the signal to noise and interference ratio in a link by using

frequency diversity. Whenever it is required the base station commands the MS to activate frequency

hopping.When frequency hopping is activated in the MS, the base station assigns the mobile station a set

of RF channels, rather than a single RF channel. A frequency hopping algorithm is also assigned to the

mobile, which will indicate the pattern of the available frequencies that it has to use. In a GSM/GPRS/

EGPRS network, frequency hopping is specified differently in individual cells, based on the number of

frequencies offered by a specific cell. Each burst of a particular physical channel will be transmitted on a

different carrier frequency in eachTDAMframe. So, the hopping rate is equal to the frame rate (that is, 217

frames/s). The only physical channels that are not allowed to hop are the broadcast and common control

channels (that is, the FCH, SCH, BCCH, PCH, and AGCH). Because an MS must be able to locate these

channels easily on power-up, this process would become more complex if frequency hopping were

allowed on those channels.

9.12.1 Frequency Hopping Sequences

The order of sequence inwhich different carrier frequencieswill be used on the uplink and the downlink is

known as the frequency hopping sequence. Only a single hopping sequence is required to describe the
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complete duplex link (both for up- and down-link sequences), because the uplink and downlink

frequencies are always separated by the duplex channel spacing (45 MHz). On the BCCH, each BTS

transmits the details of all the carriers that it is using, in a cell channel description message. This message

takes the form of a 124-bitmap, where each bit represents a carrier and the bit value of “1” or “0” indicates

whether each particular carrier is in use by that BTS or not. In the idle mode, the MS usually decodes and

stores this information. Once the list of carrier frequencies are known and assigned to the frequency

hopping channel, theMSmust also determine the sequence inwhich each frequency has to be used, which

is the hopping sequence. On initial assignment, the mobile allocation is described as a subset of the cell

allocation, thus reducing the signaling overhead on the AGCH. The initial assignment messages are sent

on the common access grant channel (AGCH), where themessage size should be kept short to preserve the

access capacity of the system.A two-step approach is used to avoid transmitting the full mobile allocation

parameter at initial assignment. During the channel assignment, the hopping sequence is derived by the

mobile from the broadcast parameters, namely, the mobile allocation (set of N frequencies on which to

hop), the hopping sequence number (HSN) of the cell (which allows different sequences on the co-channel

cells), and the index offset (to distinguish the different mobiles of the cell using the same mobile

allocation) or mobile allocation index offset (MAIO). Based on these parameters and on the FN, the MS

knowswhich frequency to hop in each TDMA frame. TheHSN selects one of the 64 predefined “random”

hopping sequences, while theMAIO selects the start pointwithin the sequence, and theMAIOmay take as

many values as there are frequencies in themobile allocation. If the value ofHSN¼ 0, this indicates that it

will choose a cyclic sequence, where the frequencies in the mobile allocation are used one after another.

Frequency hopping channels with the same HSN, but having different MAIOs, will never use the same

frequency simultaneously as they are orthogonal, for example, all frequency hopping channels within a

cell employ the same HSN but have different MAIOs.
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10

Anatomy of a GSM Mobile
Handset

10.1 Introduction to the GSM Handset

The GSMmobile handset has evolved over a period of time and its efficiency with respect to size, weight,

complexity, application support, performance, and battery life has improved. In Chapter 1, we briefly

discussed the internal components of any mobile phone. The basic phone architecture and the associated

peripherals such as display (LCD), keypad, speaker, microphone, and so on, remain almost the samewith

respect to the air interface technology or mobile standard used. However, based on the particular mobile

standard, the front-endRF unit, the baseband processing unit, and the protocol stack used (especially up to

layer-3) will be different.

As discussed in Chapter 1, a GSMmobile contains several components, such as amicrophone, speaker,

LCDdisplay, keypad, battery, LED, baseband processors, CODEC, SIMcard,memory, RFunit, antennas,

connectors, and so on. Generally only a few ICs are mounted in the PCB to carry out these functional

activities. In Figure 10.1 an IC mounted PCB of a typical GSM mobile phone is shown as an example.

Nowadays, as a result of technological advancements, higher integration is possiblewhich iswhy only a

few ICs are sufficient tomake a complexmobile phone.A single-chip solution (system-on-a-chip, SOC) is

also available, which will not only reduce the size of the device but also reduce the cost and battery

consumption. Deep submicron CMOS technologies enable sophisticated SOC technologies, moving

beyond the traditional integration of digital functionality to include RF, mixed-signal, and power

management capabilities. A typical block diagram of a GSM single-chip solution is shown in Figure 10.2.

This integrates an application and protocol processor, digital signal processor for L1 (baseband) and

speech processing, SRAM, RF transceiver, audio processing, audio driver, RF and audio amplifiers, A/D

and D/A converters, loudspeaker driver, dc to dc converter for display backlight, regulators for power

supplies, battery charger, SIM interface, clock generation unit, RTC, and so on. This high level of

integration inside the SOC results in a minimal BOM (bill of material) for the GSM handset. Thus only a

few components (such as the LCD display, keypad, loudspeaker, microphone, RF power amplifier, RF

receiver filters, and flash memory) need to connect externally to make the complete phone.

Earlier, we described the details ofthe baseband processing and protocol processing parts of a GSM

phone, in Chapters 7–9, and we also discussed the different RF transmitter and receiver architectures in

Chapter 4. In this chapter we will explain the internal details of a GSM mobile phone and some of its

components in more detail.
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10.2 Functional Blocks Inside a GSM Mobile Phone

Today, apart from the speech communication, the GSM mobile phone supports many other multimedia

applications, such as audio-video players, games, and so on. These functional blocks can basically be

divided into two categories: the communication processing unit (which helps to transfer data over the

channel, for example, modem part) and the application processing unit. Firstly, we will consider the

communication processing unit, for example, the modem functionalities that need to be implemented

inside a GSM mobile, and then we will see how to map those functionalities into different hardware or

software blocks inside themobile. Later in this chapter wewill discuss some of the application processing

units. The functional blocks inside a GSM handset are shown in Figure 10.3. There are two main planes:

(1) the control plane, on which the protocol specific control information flows, and (2) the user plane, on

which user data flows.

In the GSM user plane, the user speaks in front of the phone’s microphone, which converts the acoustic

pressure activity into an analog electrical signal. This electrical signal is then converted into a digital

signal and given to speech coder. The output from the speech coder is a 13 kbps digital stream, which is

Figure 10.1 GSM mobile phone PCB populated with components (top and bottom part of the PCB)
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passed to the channel coder unit. Similarly for data transmission, data from data applications (web

applications, ftp, and so on, or a pcwith aUSB interface to a phone) is passed to the protocol stack (at a rate

of 9.6 or 4.8 or <2.4 kbps) and a certain amount of auxiliary information is added to produce an

intermediate data rate of 12 kbps. These data are also delivered to the channel coding unit. After that,

the channel coded speech data or application data are passed to the interleaving, ciphering, and burst

forming module, respectively. Normal burst is used for this. This burst data are then mapped to TCH

channel multiframe.

However, for theGSMcontrol plane, data are passed to the channel coding unit from the protocol stack,

then interleaved and ciphered as required and mapped to different bursts according to the channel

configuration (BCCH, SACCH, FACCH, SDCCH, etc.).

The burst data (whether from the user plane or control plane) is differentially encoded and passed to the

modulator (GSMK). Then it is passed to the RF module for carrier frequency multiplication, power

amplification, and transmission via the antenna.

On the other hand, at the receiver side, the EMwaves impinge on the metal antenna mounted inside the

mobile and tries to penetrate via this, which creates a very feeble surface current that is band-pass filtered

and passed via LNA in the RF block for the desired amplification. Then it is passed through the

equalization and demodulation unit. Usually the channel estimation is based on the known sequence of

bits, that is unique for a certain transmitter andwhich is repeated in every transmission burst, and is known

as the training sequence. Thus, the channel estimator is able to estimate the channel impulse response

(CIR) for each burst separately by exploiting the known transmitted bits and the corresponding received

samples. This channel impulse response is used by the equalizer to equalize the received burst energy

against the channel impairment. Then the equalized burst data (normally softbits) are given to a Viterbi

decoder for decoding of the bits (hardbits). These are then de-ciphered, de-interleaved, and passed to the

higher layer.Most commonly, the channel estimation and equalization block provide the softbit values on

which the deciphering and de-interleaving are performed, then they are passed to a Viterbi decoder for

hardbit decoding (for more details, please refer to Chapters 3 and 7).

The functionalities are implemented by using special hardwaremodules with software control from the

processor or implemented on software running on the processors. During the initial system architecture
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specification, the functionality should bemapped appropriately to the hardware or software blocks, which

is known as hardware–software partitioning (refer to Chapter 17 for more details).

10.3 Hardware Block Diagram of a Mobile Phone

The typical hardware block diagram of a GSMmobile phone is shown in Figure 10.4. The heart of this is

the baseband processor module. Generally, two processors are used for this module: one MCU unit
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normally an ARM (advanced RISCmachine[1]) processor is used for the protocol related processing and

one DSP processor [2] is used for layer-1 information and speech/audio signal processing. All the other

modules are connected to this baseband module via different interfaces. For high-end phones one more

application processor is used to drive the other applications.

10.4 GSM Transmitter and Receiver Module

Although the GSM specifications do not define the manner in which the transmitted information should

be recovered at the BTS or MS receiver, the bursts are specifically designed for a Viterbi equalizer.

The performance of the GSM receiver is tested, such that a minimum performance standard can be

maintained across all GSM type approved equipment. The mobile wireless channel suffers from the

various problems that we have already discussed in Chapter 2. In GSM phone, usually a polar trans-

mitter is used as an RF transmitter (see Chapter 4) and either low-IF or zero-IF receiver architecture is

used (see Figure 10.3).

Earlier in Chapter 3, we discussed GMSK modulation and demodulation in detail. Here we will

discuss the bit detection module used in a typical GSM system. At the receiver side, once the

digital I–Q samples are passed to the digital receiver, first it tries to estimate and compensate for the dc

part. Then it goes to a burst scaling unit, which multiplies the samples by an estimated scale factor

to ensure a fairly consistent dynamic range of I–Q samples from burst to burst. It tries to nullify

the I–Q imbalance to make the I- and Q-branch data perfectly orthogonal. Next, it rotates the

complex input signal (I–Q) by �p/2 radian per symbol (de-rotation operation to undo the

rotation operation by the GMSK modulator; see Chapter 3, where for EDGE 8-psk modulation it

should be �3p/8).
Now from the whole burst, pick out the training sequence (TSC) part (but at this moment as the

burst is not completely time aligned, we need to take not only the 26-bit TSC part but also some

more samples on both sides of the TSC position) for channel estimation to estimate the complex

channel taps (see Chapter 3). Generally, the channel estimation is performed in two stages. In the

first stage, channel estimation is done on non-burst time aligned received TSC data. Here, the input

to the module is the received TSC and the locally stored TSC. From this, it finds out the possible set

of h [] using the correlation or least square error method. Next, it does the burst timing alignment

for finding out the exact burst starting position in the received burst samples from the opened RF

window. Now, using this computed start position adjust the received burst data and TSC part (shifting

it left or right).

Next it does the 2nd level channel estimation by taking the time-aligned received TSC and known

TSC, and then estimating the fine set of channel taps from the candidate taps. The noise and

interference power are estimated to further improve the channel estimate. Noise variance is needed

by the LMMSE channel estimation. In LMMSE each tap is weighted by a function of tap power

and the noise variance. Then the time and frequency corrected received I–Q burst data and estimated

channel taps are forwarded to the equalizer unit. Maximum likelihood sequence estimation finds

out the sequence of bits that maximizes the probability for best soft decisions. To handle interference

limited scenarios, SAIC modules are incorporated into the receiver structure. In this instance, the

sensitivity detector detects the sensitivity or interference limited scenario, based on empirical

analysis of the auto regressive (AR) co-efficient or quadratic discriminator analysis (QDA), and

if the interference limited scenario is detected then AR and I–Q whitening is performed

before enhanced channel estimation, as shown in Figure 10.5. In the interference limited

scenario the whitening filter coefficient is computed and multiplied with the channel matrix to

compute the composite filter taps. The prefiltering is done on the whole burst data and passed to

the equalizer. Generally, the equalizer is DFSE (non-linear with MLSE as core) or MAP

type equalizer.
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10.4.1 Channel Equalization

The received signal contains the original and several other reflected signals, which causes inter-symbol

interference (ISI). The channelmay therefore bemodeled as an FIRfilter,with impulse response hc(t). The

output of this FIRfilterwill be a sumof its delayed and attenuated inputs. InGSM, except for the frequency

correction burst (which is not decoded), all other bursts contain data and training sequence bits, which is

represented as sr(t). This embedded training sequence inside every burst enables the receiver to perform

channel estimation and equalization by computing the impact of the channel on the training sequence bits.

Let us represent rr(t) as the received training sequence [3]. This can be expressed as a convolution of the

transmitted training sequence, sr(t), and the channel’s impulse response, hc(t): rrðtÞ ¼ srðtÞ � hcðtÞ. The
samples of received training sequence in the digital domain can be represented as rr[n]. This is fed into a

digital matched filter with an impulse response, hmf[n], that is matched to sr[n]. Then the matched filter

output, he[n], can be written as:

he½n� ¼ rr½n� � hmf ½n� ¼ sr½n� � hc½n� � hmf ½n� ¼ Rs½n� � hc½n�
whereRs[n] represents the auto-correlation function of Sr[n]. InGSM, the training sequences are designed

such thatRs[n] is a highly peaked real function. Therefore, he[n] is a good estimation of the complex value

hc[n]. Now, let us consider that if L denotes the channel memory, then this means that the channel has

L þ 1 taps and x[n] is the complex valued sample of the received signal at time n. The Viterbi equalizer

finds the sequence a[n] belonging to {�1, þ 1} that minimizes the Euclidian metric in the equation:

M½n� ¼
Xn
l¼0

jx½l��
XL
l¼0

hc½i�:a½l�i�j2 �
Xn
l¼0

jx½l��
XL
l¼0

he½i�:a½l�i�j2

Thus, a[n] is the maximum likelihood sequence estimation (MLSE), which is the optimal estimation of

the input symbols to the channel (for AWGN channels). This Euclidian metric can be mathematically

approximated to another metric known as the matched filter metric,M[n]. Owing to a change in sign, we

now maximize M[n] in the equation below:

M½n� ¼
Xn
l¼0

a½l�:R y½l��
XL
i¼1

Si:a½l�i�
 !
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where

y½n� ¼
XL
l¼0

h*e ½i�:x½iþ n�

and

Sn ¼
XL
i¼0

h*eðiÞ:heðiþ nÞ; n ¼ 1; 2; 3; . . . ; L

Here y[n] is the output of x[n] applied to a matched filter with an impulse response he[n] and Sn is the n-th

tap of the autocorrelation of the channel impulse response estimation. The real part of the Sn series is

known as the S-parameters. As a[n] can be only þ 1 or �1 and the S-parameters are known from the

following equation:

R
XL
i¼1

Si:a½l�i�
 !

Hence this can take only one 2L value and these values are denoted as the Viterbi parameters (VP).

Tomaximize thematched filter metricM[n], all the possible a[n] sequences should be tried. TheViterbi

algorithm does exactly this in a very efficient way using 2L states. In each stage, all the possibleVP values

are calculated (one per state). Also, at each stage two branchmetrics are calculated: the first is þ (y�VP)

and the second is�(y�VP), these are known as Ungerboeck metrics. Each path in the trellis denotes the

value ofM[n] using different a[n]. TheMLSE path represents the a[n] thatmaximizesM[n].We know that

the convolution encoder is used for information encoding during transmission and the Viterbi algorithm is

used in the GSM receiver for channel decoding. The theory behind convolutional encoding and channel

decoding was explained earlier in Chapter 3. The channel decoder performance significantly improves

when soft input symbols are used instead of hard symbols. Therefore, the equalizer implements a soft

output, which will be used as input to the Viterbi algorithm.

10.4.1.1 Impulse Response Calculation

The training sequence (TSC) is used to estimate the impulse response of the channel. Then the estimated

impulse response is used for equalization, matched filtering, timing measurement, and calculating the

reference values for bit-detection of the Viterbi decoder. As discussed in Chapter 7, the TS in NB consists

of a 16-bit sounding sequence with 5 bits appended to either end. As TS is known at the receiver, so all

possible data sequences are generated locally within the receiver then passed through the local baseband

modulator, which produces a number of GMSK symbols. This is convolved with the estimated impulse

response to produce a number of waveform templates. Then this is compared with the receivedwaveform

to estimate error and correct the estimated impulse response.

10.4.1.2 Matched Filtering

Complex FIR filtering is used for matched filtering. This tries to remove the inter-symbol interference

caused by the channel. The same filter coefficients are estimated from the training sequence and are used

for filtering the entire burst, for example, for other information bits in the burst.

10.4.1.3 Symbol Detection

In general, the symbol detection is done using amodifiedViterbi algorithm. The algorithm tries to find the

optimal path from start to end without trace-back. The inputs to this are matched filtered samples,
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reference values from the channel estimation unit, and maximum power of the impulse response, then it

outputs softbits.

10.4.1.4 De-Ciphering and De-Interleaving

These generated softbit values in the burst data are passed to de-ciphering and de-interleaving blocks.

10.4.1.5 Channel Decoding

The decoder has to find the bit sequence that generates the state sequence that is nearest to the received

sequence y[n]. Each transition in the trellis depends only on the starting state and the end state. In

GSM there are introductory logical 0 tail bits at the beginning and end of a burst data that ease the

equalization process. The Viterbi algorithm is being used in convolutional decoding, which takes

the soft decisions as input data, and calculates the maximum likelihood estimate for the bit

sequence transmitted by the BTS and outputs the hard decisions (1 or 0 as decoded bits). This helps

to correct bit-errors.

10.5 Antenna

As discussed inChapter 1, the antenna is one of the essential components in amobile phone. it is actually a

transducer, which converts the EM wave into an electrical signal or vice versa. Generally it is a metallic

object, often a rod or wire. In a mobile phone, the most commonly used main antenna is a fixed helix type

and an external antenna connection is provided by the rear RF connector. Nowadays the antenna is

mounted inside the mobile phone.

10.5.1 Antenna Parameters

There are several critical parameters that affect an antenna’s performance and can be adjusted during the

design process. These are resonant frequency, impedance, directivity, gain, aperture or radiation pattern,

polarization, efficiency, bandwidth, and so on.

10.5.1.1 Resonant Frequency

Owing to the presence of parasitic elements the effective length of an antenna becomes slightly

larger than its physical length. The electrical length of an antenna is usually the physical length of the

wire/dipole divided by its velocity factor (the ratio of the speed of wave propagation in the wire to

the speed of light in a vacuum). The “resonant frequency” and “electrical resonance” is related to the

electrical length of the antenna. Typically an antenna is tuned for a specific frequency and is effective

for a range of frequencies (BW) usually centered on that resonant frequency. However, the other

properties of the antenna (especially the radiation pattern and impedance) changewith frequency, so the

antenna’s resonant frequency may merely be close to the center frequency to satisfy those other

important properties. Antennas can be made resonant on harmonic frequencies with lengths that are

fractions of the target wavelength. Some antenna designs havemultiple resonant frequencies, and some

are relatively effective over a very broad range of frequencies. The most commonly known type of

wideband aerial is the logarithmic or log periodic, but its gain is usually much lower than that of a

specific or narrower band aerial.
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10.5.1.2 Polarization

The polarization of an electromagnetic wave is defined as the orientation of the electric field vector with

respect to ground. The electric field vector is perpendicular to both the direction of propagation and the

magnetic field vector. The “polarization” of an antenna is the orientation of the electric field of the radio

wave with respect to the Earth’s surface and is determined by the physical structure of the antenna and its

orientation. Generally four types of polarization are used: horizontal, vertical, circular, and elliptical. A

vertical antennawill havevertical polarization anda horizontal antennawill have horizontal polarization. In

circular polarization, the antenna continuously varies the electric field of the radiowave through all possible

values of its orientation with regard to the Earth’s surface. Circular polarizations, as elliptical ones, are

classified as right-hand polarized or left-hand polarized using a “thumb in the direction of the propagation”

rule. In practice, regardless of any other parameters, it is important that linearly polarized transmitter and

receiver antennas should be matched, for example, horizontal should be used with horizontal and vertical

with vertical. Transmitters mounted on vehicles with large motional freedom commonly use circularly

polarized antennas so that there will never be a complete mismatch with signals from other sources.

10.5.1.3 Impedance

When an incoming electromagnetic wave or outgoing RF signal travels through the different parts of the

antenna system, it may encounter differences in impedance (E/H, V/I, etc.) between the input and output

port. Then depending on the impedancematch, some fraction of the input energywill reflect back towards

the source, forming a standing wave in the feed line. The ratio of maximum power to minimum power in

the wave is called the standing wave ratio (SWR). Although an SWR of 1 : 1 is ideal an SWR of 1.5 : 1 is

also considered to be marginally acceptable in low power applications. The complex impedance of an

antenna is related to its electrical length at the wavelength in use. The impedance of an antenna can be

matched to the feed line and radio by adjusting the impedance of the feed line, using the feed line as an

impedance transformer. More commonly, the impedance is adjusted at the load with an antenna tuner, a

balun, which is a matching transformer, for matching networks composed of inductors and capacitors or

matching sections.

10.5.1.4 Radiation Pattern

The radiation pattern of an antenna is a graphical representation of the radiated fields or power along

different directions in the space. When radiation is expressed as field strength, E V/m, it is called a field

strength pattern. If the power per solid angle is plotted in 3-D space, it is called power pattern. A power

pattern will be the product of electric and magnetic field patterns or proportional to the square of the field

strength pattern. The radiated field pattern looks like a conical lobe. This lobe has angularwidth. These are

measured as the null beam width and half power beam width. As shown in Figure 10.6, the beam width

goes to zero at point p.Now ifwe drawa tangent to this beam surface at both sides frompoint p, the angular

separation between these two tangents (y) will be the measure of the null beam width. The half power

points are the points in the radiated field pattern where the field reduces to 1/H2 times its peak value (the

power becomes half). The angular separation between the two half power field points is called half power

beam width.

10.5.1.5 Efficiency of an Antenna

The radiation efficiency of an antenna is defined as the ratio of radiated power to the total input power.

Z ¼ Pradiated=Pinput
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10.5.1.6 Directivity and Gain

The directive gain,D (y,K) of an antenna is a measure of the concentration of the radiated power along a

particular direction y, K. If U (y, K) is the radiation intensity, which is the measure of concentrated

radiation, then the radiated power will be:

PðradÞ ¼
þ
S

Uðy;fÞdO

where

dO¼ sin y dy dK

is an element of solid angle O. The total radiated power is therefore the integral of the radiation intensity
over a solid angle 4p. Thus, the average radiated intensity U (avg) ¼ P(rad)/4p. An isotropic antenna

radiates EM power uniformly in all directions. However, a non-isotropic antenna concentrates power

along a particular direction. If U (y,K) is the radiated power intensity along the direction (y,K) then the

directivity D (y, K) of the antenna is defined as the ratio of maximum radiation intensity along this

particular direction to the average radiation intensity.

Dðy;FÞ ¼ Uðy;FÞmax=UðavgÞ ¼ ½PðradÞ=OAÞ=ðPðradÞ=4p� ¼ 4p=OA � � 4p=ðHPE*HPHÞ

where HPE and HPH are the half-power beam width of the electric and magnetic fields, respectively.

The power gain is defined as the product of the directivity and efficiency of the antenna, G (y, K)¼ Z D
(y, K). It accounts for the losses of the antenna. Generally, gain is expressed in dB, where G (dB)¼ 10

log10G. Equivalently,we can say that thegain of an antenna is thegain over an isotropic antenna,G (dB)¼
10 log10 (G/Go).

10.5.2 Conventional Mobile Phone Antennas

In the early days, conventional mobile phones used either whip or helical antennas that extend

from the top of the mobile handset, or else they were contained within the upper part of the handset.

Today, there are several different types of antenna are used in mobile phones and some of these are

discussed below.
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Figure 10.6 (a) Radiation pattern, (b) null beam width, and (c) half-power beam width
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10.5.2.1 Planar Inverted F Antennas

For many years, planar inverted F antennas (PIFAs) were used in mobile phone handsets. Figure 10.7

shows a simple single band PIFA. This has a low profile resonant element of about a quarter of a

wavelength long.During operation, currents oscillate in the invertedL section. The impedance of this type

of antenna is determined by the position where the feed is connected along the L section.

10.5.2.2 Helical Antenna

A helical antenna consists of a conducting wire wound in the form of a helix as shown in Figure 10.8.

Generally, helical antennas are mounted over a ground plane. It radiates when the circumference of the

helix is of the order of at least one wavelength. The radiation along the axis of the helix is found to be the

strongest. Generally, this type of antenna is directional. This is a simple antenna type and offers high-gain

and broadband frequency characteristics. The radiation from a helical antenna is circularly polarized

(clockwise or counter-clockwise). A helical antenna usually has two operating modes. (1) Normal mode

(broadside) – in this mode the dimensions of the helix are small compared with the wavelength. The far

field radiation pattern is similar to an electrically short dipole or monopole. These antennas tend to be

inefficient radiators and are typically used for mobile communications where reduced size is a critical

factor. (2) Axial mode (end fire) – in this mode the helix dimensions are at or above the wavelength of

operation. This is the ame as waveguide antennas, and produces true circular polarized waves. These

antennas are best suited for space communication, where the orientation of the sender and receiver cannot

be easily controlled, or where the polarization of the signal may change. However, owing to the large

antenna size these are not very popular in mobile handsets. Terminal impedance in the axial mode ranges

between 100 and 200O. The resistive part is approximated by: R� 140 (C/l), where R is resistance in

ohms,C is the circumference of the helix, and l is thewavelength. Impedance is matched with the cableC

by a short strip-line section between the helix and the cable termination. Themaximum directive gain can

be expressed as:Do� 15N (C2S/l3). The approximate bandwidth for a helical antenna is: 0.75 � l–1.3 � l.

Patch

Centre conductor
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Inverted L section

Ground plane

Co-axial feed

Figure 10.7 A planar inverted F antenna
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10.5.2.3 Whip Antenna

Awhip antenna is a single-element antenna that can be used with an unbalanced feed line, such as coaxial

cable, or attached directly to a wireless transceiver. This antenna is mostly used on handheld two-way

radios and cell phones. These are usually attached to a vehicle and designed to be flexible, so that they do

not break when struck. The name is derived from the whip-like motion when perturbed. The whip

resembles a ground-plane antenna without the radial system. Generally, the whip antennas are short,

flexible “rubber duck” type, whereas in some cases long, flexible, stainless-steel material is also used. The

whip antenna’s electrical andmechanical design is very simple and it is very easy to install. However, they

are not very efficient as most whip antennas are operated with a poor electrical ground system. The whip

antenna is a stiff but flexible wire mounted, and generally vertical orientation is used, with one end

adjacent to a ground plane. This can also be called a half-dipole antenna, and it creates a toroidal radiation

pattern, where the axis of the toroid centers about the whip. The length of the whip determines its

wavelength, although it may be shortened with a loading coil anywhere along the antenna. Whips are

generally a fraction of their actual operating wavelength. There may be some uncertainty about the

biological safety of this type of antenna.

10.5.2.4 Microstrip Patch Antennas

Microstrip patch antennas are commonly used in mobile communication terminals due to their many

attractive features, such as simple structure, low production cost, light weight, smaller size, and

robustness. These antennas are planar resonant cavities that leak from their edges and radiate as shown

in Figure 10.9.Microstrips consists of ametal strip on a dielectric substrate (er) covered by a ground plane
on the other side. Unlike stripline, the single ground plane shields the circuit on one side only and on the

other side there is air. In this inhomogeneous type of structure pure TEM cannot exist, as it is not possible

to satisfy the boundary conditions for the TEMmode at the surface of the dielectric and air. The EM field

lines in the microstrip are not contained entirely inside the substrate. Impedance match occurs when a

patch resonates as a resonant cavity, and when it is matched the antenna achieves peak efficiency. A

normal transmission line radiates little power because the fringing fields are matched by nearby

Helix Axis

Figure 10.8 Helical antenna
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counteracting fields. Power radiates from open circuits and from discontinuities such as corners, but the

amount depends on the radiation conductance load to the line relative to the patches. Without proper

matching, only a small amount of power radiates into space.

Adielectric slab on a ground planewill support TMmodeswhen it is thin andTEmodeswhen it is thick.

TheTMmode is polarized normal to the slab surface,whereas theTEmode is polarized parallel to the slab

surface. As today’s standard mobile terminals operate in many frequency bands, for example, GSM850/

900/1800/1900, so multi-band antenna elements are required. This is easier to achieve using microstrip

antenna, as this type of antenna can also be easily fabricated by photolithographic process and is easily

integrated with other passive and active microwave devices.

10.6 Analog to Digital Conversion (ADC) Module

The analog to digital conversion unit is one of the important components in a digital mobile phone.

Generally the RF front-end unit processes the analog signal, which needs to be converted into a digital

signal for baseband processing, and for this purpose one ADC circuit is used. On the transmit side, the

source signal from the microphone is an analog signal, which is also converted into a digital signal

using ADC and is given to the source coder (speech codec). As discussed in Chapter 1, there are many

types of ADC available. However, of these the sigma delta converters have become very popular and

most widely used in mobile phone receivers. The key feature of this converter is that it is the only low

cost conversion method that provides both high dynamic range and flexibility in converting low

bandwidth input signals. A simple block diagram of a first order sigma delta analog-to-digital

converter (ADC) is shown in Figure 10.10. The input signal X comes into the modulator via a summing

junction. After that, it passes through the integrator, which feeds a comparator that acts as a one-bit

quantizer. Then, the comparator output is fed back to the input summing junction via a 1-bit digital-to-

analog converter (DAC). The same signal also passes through the digital filter and emerges at the

output of the converter (Y). The feedback loop forces the average of the signal W to be equal to the

input signal X.

Noise Shaping –Moving the quantization noise from the band of interest to outside this band is referred

to as noise shaping. Assuming that the noise type isAWGN,we can use feedback to remove the noise from

low frequencies (for example, 0–4 kHz for the voice band) at the cost of increasing the noise at higher

frequencies (out of the desired signal band). As shown in the Figure 10.10, this is done by imbedding a

filter and the D/A converter in a feedback loop. The noise shaping filter or integrator of a sigma delta

converter distributes the converter quantization error or noise such that it is very low in the band of interest.

Substrate
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Feed
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Figure 10.9 Micro-strip antenna
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Over-Sampling –This is simply the act of sampling the input signal at a frequencymuch higher than the

Nyquist frequency. As discussed in Chapter 1, over sampling decreases the quantization noise in the band

of interest.

Digital Filter –As shown in Figure 10.10, an on-chip digital filter is used to attenuate signals and noise
that are outside the band of interest.

Decimation – As the sigma-delta converter samples at a much higher rate, so the generated sampling

data volume is much higher. The act of reducing the data rate down from the over-sampling rate without

losing information is known as decimation. This process is used in a sigma-delta converter to eliminate

redundant sampled data at the output. The sampling theorem tells us that the sample rate only needs to be

twice the input signal bandwidth in order to reliably reconstruct the input signal without distortion.

However, in this instance the input signalwas heavily over-sampled by the sigma-deltamodulator in order

to reduce the quantization noise. Therefore, there are redundant data that can be eliminated without

introducing distortion to the conversion result. The decimation process simply reduces the output

sampling rate, while retaining the necessary information.

It should be noted that sigma-deltamodulation [4] only alters the spectral properties of the quantization

noise by shifting the noise power to the high frequency domain (Figure 10.11). However, it still needs to be

removed from the output signal by means of low-pass filtering. In fact, the total amount of quantization

noise increases for higher modulation orders. As discussed, the filtering is achieved by means of a

decimation filter, which also reduces the sampling rate and thereby reduces the number of samples to be

processed inside the baseband processor.
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Figure 10.11 Spectral properties of quantized noise for: (a) Nyquist rate sampling, (b) oversampling

with no noise shaping, and (c) Nyquist rate with oversampling
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Figure 10.10 First order sigma–delta ADC
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10.7 Automatic Gain Control (AGC) Module

Owing to noise and channel characteristics fluctuations, the received signal strength at the receiver changes

from maximum to minimum or vice versa. AGC is widely used in communication systems to maintain

constant signal strength by varying the amplifier gain. Apart from the amplitude variation in the speaker

volume, thevariation in the received signal strength leads to several other issues. (1)The performanceof the

amplifier (LNA and PA) circuit changes. This is because when the signal strength is high, this leads to

saturation issues andwhen the signal strength is low this leads to poorer amplification. (2) The tolerances to

the power levels in different components of the transmitter–receiver chain are not the same, so this may

cause damage to the circuit. (3)ADCorDAChas a dynamic range, if the signal strength varies beyond that,

then therewill be an error. Under extreme conditions of voltage and temperature the mobile phone should

work properly with AGC loop circuitry and with guaranteed component tolerances. In Figure 10.12, a

typicalAGC loop circuit is shown. This is a feedback system comprising a forward gain stage (A), feedback

gain (b), and a signal comparison stage that generates a differential error signal. The AGC loop is analyzed

in terms of its closed-loop gain (forward transfer function) and open-loop gain. R(s) andC(s) represent the

input and output amplitude. There is a gain stage in the comparator and temperature compensation at the

detector diode stage to compensate for diode detector forward voltage variation with temperature.

Most commonly, AGC is implemented using an IF amplifier, a voltage controlled amplifier controlled

with analog voltage. In this instance, the amplifier attenuates more to the received signal with high

amplitude or vice versa. The dynamic range is determined by the minimum carrier to noise ratio and

blocking signal level at the ADC input. Generally, the dynamic range of a receiver is often limited by the

dynamic range of the analog-to-digital converter (ADC). Automatic gain control (AGC) can be used to

dramatically reduce the required dynamic range. The system designers know that adding variable gain is

much less expensive than increasing the dynamic range of the ADC. The dynamic range of the receiver

(reception window) is typically defined to be restricted above (15 dB) and below (20 dB) a specific

reference level. TheAGC function can be placed in the first stages of the receiver, after the RF conversion.

However, today, the gain is controlled in several stages at the front-end and also at the baseband module

through a software algorithm to produce a better result. In a typical mobile phone circuit, to maintain a

constant output level, pre-monitoring is used. This pre-monitoring is done in three phases and determines

the settling time for the RXAGC. The receiver is switched on approximately 150 s before the burst begins

and processor measures the received signal level and then adjusts the AGC-DAC in accordance with the

measured signal level and/or switches on/off the LNA with the front-end amplifier control line. The

requirement for the received signal level under static conditions is that the MS should measure and report

to the BS over the range �110 dBm to �48 dBm.
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Figure 10.12 AGC loop diagram and control loop components used in a mobile
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10.8 Automatic Frequency Correction Module

The primary requirement of the AFC is to keep the local transmitter (TX) frequency stable within certain

limits and the frequency error should be low enough to ensure a good receiver performance. To establish

and maintain a robust wireless connection, the reference oscillator frequency must attain high levels of

precision and accuracy. As accuracy over time is very critical in a wireless phone design, the reference

oscillator inside a mobile phone must be able to compensate for both static and dynamic errors. The

frequency deviations can be caused primarily due to temperature drift, initial crystal offset, Doppler shifts,

and aging.

Most of the GSM handsets use voltage-controlled temperature-compensated crystal oscillator (VC-

TCXO) modules as the system reference oscillator. VC-TCXOmodules use analog techniques to correct

the frequency deviations. However, the problems are that VC-TCXOs bring a high price tag, a large

footprint, and require some other external components along with them. These issues are creating real

design challenges in the competitive mobile handset market. At present, one alternative solution to this

problem is to use a digitally controlled crystal oscillator (DCXO). New GSM mobile phone transceiver

architectures are being developed that house digitally controlled crystal oscillators (DCXOs) and helps to

eliminate the headache of adding a VC-TCXO to the mobile phone architecture.

10.8.1 Analog VC-TCXO

TheVC-TCXOmodule incorporates temperature compensation circuitry, which is typically comprised of

a simple control loop using a thermistor circuit. The thermistor network biases an internal varactor diode

to attain the correct crystal load capacitance in order to maintain the target oscillation frequency. The bias

level of the varactor diode changes with temperature as the thermistor resistance changes. This helps to

compensate for the temperature effect on the crystal frequency.

As shown in Figure 10.13a, VC-TCXO also includes an external tuning voltage input to finely control

the varactor diode to compensate for frequency errors other than temperature drift. To ensure the specified
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Figure 10.13 (a) Block diagram of a typical VC-TCXO circuit, and (b) block diagram of a typical

DCXO implementation
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precision and accuracy, each resistor must be production trimmed to offset each crystal’s unique static

error. In the VC-TXCO, a low dropout (LDO) voltage regulator is used for control and to stabilize the

supply voltage. Depending on the implementation, the supply voltage may “push” the oscillation

frequency away from the target and induce errors. The additional internal components andmanufacturing

steps significantly increase the cost of the module.

10.8.2 Digitally Controlled Crystal Oscillators – DCXO

Aswe aremoving towards the digital world, the DCXO is replacing the analogVC-TXO. In the past, many

handset designers have developed discreteDCXOs to avoid using costlyVC-TCXOmodules and to reduce

the overall bill of material (BOM) cost. DCXOs compensate for frequency errors using a combination of

digital and analog circuitry. In a GSM/GPRS mobile phone design, a DCXO can replace the VC-TCXO

function with a standard AT-cut uncompensated crystal resonator. The digital circuit monitors the

frequency deviation and constantly controls the deviation through circuit component adjustment. Fre-

quency errorsmay be controlled by a software program using a control loop topology. Implementations are

chip dependent and can be effected using a variety of configurations and different methods.

10.8.2.1 Working Principle of DCXO

Conceptually, based on the frequency measurement calculations by a transceiver software program (the

deviation of the local frequency to the network frequency), a DCXO “pulls” the crystal frequency to the

required target value. As shown in Figure 10.13b, a digitally configurable interface can be used to

programmatically add or subtract load capacitance to the oscillator circuit to change the resonance

frequency, which is particularly useful for correcting static errors. With the DCXO approach, the error

compensation circuitry and voltage regulation are integrated into the IC.

DCXOs must compensate for both dynamic and static errors. In addition, the DCXO must be able to

continuously adjust the frequency in incremental steps so that a final frequency error of 0.1 ppmor lower is

achieved throughout. As the DCXO circuit does not include temperature sensors, they heavily rely on the

frequency measurement in the digital controller. Generally, this involves three processes:

. Frequency estimation – This is the process of estimating the complex frequency components of a

signal in the presence of noise or channel impairments. Various estimation methods can be used for

frequency, such as: time-domain periodicity estimation, spectral pattern matching, frequency-domain

periodicity, and so on. The different algorithms used commonly for frequency estimations are:

maximum likelihood (ML) and approximate ML, Fourier coefficient, filtering techniques, signal

subspace, noise subspace, phase weighted averagers.
. Frequency compensation – Once the frequency is estimated, the deviation of the local clock

frequency from the estimated frequency is then computed and this computed frequency deviation is

compensated by using various methods, such as: changing the varactor diode voltage, resistance value

changes, and so on.
. Frequency tracking – After the frequency is estimated and deviation is computed, then it has to be

constantly monitored and tracked to keep the deviation under a certain limit.

10.8.3 AFC Implementation for a Typical GSM Handset

The drift in frequency can cause several problems in a GSM phone, such as: (1) variation in the instant of

sampling so that the signal is not sampled at the correct moment that it was supposed to be, and this will

lead to bit decoding error; and (2) frequency and time synchronization issues, this will lead to improper
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burst reception. Thus, to avoid the drift in output frequency, the GSM phone has to use VC-TCXO or

VCXO (voice control crystal oscillator) for output frequency corrections. Generally, for high-end phones

(expensive phones)VC-TXOand low-end phoneDCXOare used. In typicalGSMphone implementation,

the frequency is estimated and tracked continuously to keep the frequency error within 0.1 ppm. During

initial synchronizing (camp on), where the frequency error can be relatively large, the frequency control

burst (FB) ismainly used to compute the frequency error. As discussed in Chapter 8, the BTS transmits the

FB on the frequency control channel (FCCH). The handset receives the FB, calculates the frequency error,

and adjusts the frequency accordingly. As the frequency adjustment is comprehensive, this helps to

eliminate the need for special sensors in DXCO, provided that the DCXO can compensate for the full

range of errors.

The frequency correction loop is illustrated in Figure 10.14. The carrier frequency is received by theRF

module, but due to inaccuracy of the VC-TCXO/DCXO a frequency offset (or error) is generated at the

baseband frequency. The baseband signal is sampled and then complex de-rotated. We know that after

down-mixing the FB will be a pure sine wave (PSW) with a frequency of 67.71 kHz þ frequency offset

(as explained inChapter 7). After a complex rotation the FB is seen as a PSWwith a frequency equal to the

frequency offset. The algorithm estimates this frequency offset and the adaptiveAFCalgorithm calculates

the required correction value, which is then mapped to DAC to generate a control voltage for the VC-

TCXO (or varactor tuning forDCXO).As the error value fluctuates randomlywith time, so this error value

is usually passed through a filter to smooth it before it is passed to the DAC.

Once the initial synchronization is achieved, then this needs to be tracked periodically. For that purpose,

the frequency error is generally estimated fromevery normal burst (NB) received via theBCCH,CCCHor

TCH channel.

10.9 Loudspeaker

A speaker takes the electrical signal as input and translates it back into physical vibrations to create sound

waves. A conventional diagram of a loudspeaker is shown in the Figure 10.15.

In 1876, Alexander Graham Bell patented the first loudspeaker as part of his telephone circuit. The

modern design of moving-coil drivers based loud speakers was proposed by Oliver Lodge in 1898.

Generally, a speaker uses a lightweight diaphragm connected to a rigid frame via flexible suspension. The

flexible suspension part constrains a coil of fine wire to move axially through a cylindrical magnetic gap.

The diaphragm is usuallymanufactured using paper,metal or plastic in a cone or dome shaped profile. The

suspension system helps to keep the coil centered in the gap and provides a restoring force to make the

speaker cone return to a neutral position after moving back and forth.
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Figure 10.14 Automatic frequency corrections (AFC) loop
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A typical suspension system consists of two parts. (1) The spider – this connects the diaphragm or voice

coil to the frame and provides the majority of the restoring force. It is usually made of a corrugated fabric

disk. (2) The surround – this helps to keep the coil in the center and also allows free movement. The

surround can be a roll of rubber or foam, or a corrugated fabric, attached to the outer circumference of the

cone and to the frame. The narrow end of the cone is connected to the voice coil. The voice coil wire is

round, rectangular or hexagonal in shape and is usually made of copper, aluminum, or silver. Passing an

electrical current through the wire creates a magnetic field around the coil, magnetizing the metal it is

wrapped around. The electromagnet and the permanent magnet interact with each other. The input

alternating current causes the polar orientation of the electromagnet to reverse itself many times a second;

this constantly reverses the magnetic forces between the voice coil and the permanent magnet, which

pushes the coil back and forth rapidly, like a piston. This vibrates the air in front of the speaker, creating

sound waves. Awoofer is a driver that is capable of reproducing low (bass) frequencies. A tweeter is a

driver that is capable of reproducing the high (treble) frequencies.

The efficiency of a loudspeaker is defined as the sound power output (usually specified in dB, and is

known as the sensitivity of the speaker) divided by the electrical power input. The impedance of a speaker

(typically 4O, 8O, etc.) is matched with the audio amplifier load to obtain the maximum power transfer.

The rated power of a speaker is defined by two terms – the nominal power (continuous) and peak (or

maximum short-term) power. These terms are important as they define themaximum input power that the

loudspeaker can handle before it is thermally destroyed.

10.10 Microphone (MIC)

Amicrophone is an acoustic to electric transducer or sensor that converts sound (air pressure variations)

into electrical signal (current variations). Sometimes it is also referred to as a mike or mic.

10.10.1 Principle of Operation

A sound wave is generated by a source; it creates contraction and rarefaction in the air medium and

propagates. When this strikes a microphone surface, it produces vibration and from that a voltage/current
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Figure 10.15 Internal diagram of a loudspeaker
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is generated, which is proportional to the sound signal amplitude. Avariety of mechanical techniques can

be used for constructing microphones (Figure 10.16). The two most commonly used designs are the

magneto-dynamic and the variable condenser designs. Typically, for speech/audio applications, we use

dynamic, ribbon, or condenser microphones.

1. Dynamic Microphone: Sound wave vibrates the attached coil of wire in the field of a magnet.

This produces a voltage that replicates the sound pressure variation – characterized as a

pressure microphone.
Advantages – (i) relatively cheap and rugged, and (ii) can be easily miniaturized.

Disadvantages – the uniformity of response to different frequencies is worse than the ribbon or

condenser microphones.

2. RibbonMicrophone: In this type of microphone, the air movement associated with the sound wave

moves the metallic ribbon in the magnetic field, which generates an imaging voltage between the ends

of the ribbon. This voltage is proportional to thevelocity of the ribbon, hence this type ofmicrophone is

characterized as a “velocity” microphone.

3. Condenser Microphone: Here the sound pressure changes the spacing between a thin metallic

membrane and the stationary back plate. The plates are charged to a total charge of:

Q ¼ CV ¼ ½a: ðarea of plateÞ: voltage�=½plate spacing�

whereC is the capacitance andV the voltage of the biasing battery. A change in plate spacingwill cause

a change in charge Q and force a current through resistance R. This current replicates the sound

pressure, making this a “pressure” microphone. Condenser microphones span the range from cheap

throw-aways to high-fidelity quality instruments.

Advantages – this offers the best overall frequency response, so it is selected for many

recording applications.

Disadvantages – (i) expensive, (ii) may pop and crack when it is close to the sound source, and

(iii) requires a battery or external power supply to bias the plates.

4. Carbon Microphone: This type of microphone is a capsule containing carbon granules pressed

between two metal plates. Avoltage is applied across the metal plates, causing a small current to flow

through the carbon. One of the plates is a diaphragm which vibrates when sound wave strike on it and

produces a varying pressure to the carbon. The changing pressure deforms the granules and this causes
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Figure 10.16 Dynamic microphone, ribbon microphone, and condenser microphone
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the change in contact area between each pair of adjacent granules, which leads to a change in

electrical resistance of the mass of granules. The changes in resistance causes a corresponding

change in the voltage across the two plates, and this is output from the mic as the electrical signal.

Carbon microphones were formerly used in telephone handsets. This has extremely low-quality

sound reproduction.

10.10.1.1 Characteristics of a Microphone

There is no inherent advantage in fidelity of one specific type of microphone over another. Condenser

types require batteries or power from the mixing console to operate, and dynamic types require shielding

from stray magnetic fields, which makes them a bit heavy sometimes. The most important factor in

choosing a microphone is based on the application, size, and quality requirement. The following

parameters must be considered for appropriate selection.

1. Sensitivity: Sensitivity of a mic is a measure of how much electrical output is produced by a

given sound.

2. Overload Characteristics: When it is over driven by loud sound, the microphone produces

distortion. This is caused by various factors such as loud sounds, coil pullout from the magnetic

field, and amplifier clipping.

3. Linearity or Distortion: The distortion characteristics of a mic are determined mostly by the care

with which the diaphragm is made and mounted.

4. Frequency Response: A flat frequency response is always desirable.

5. Noise: Microphones produce a very feeble current that requires amplification by a factor of more than

100. Now, any electrical noise produced by themicrophonewill also be amplified, so it should be noise

free. Dynamic microphones are essentially noise free, but the electronic circuit built into condenser

types is a potential source of trouble, and must be carefully designed and constructed of premium

quality parts.

6. Impedance Matching: Microphones have an electrical characteristic termed impedance, which is

measured in ohms (O) and this depends on the design. Typically, it can vary from 600 to 10 kO. To get
the best sound, the impedance of the microphone must be matched with the load to which it

is connected.

Typical GSM mobile phone implementation of a voice sampling circuit is shown in Figure 10.17.
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10.11 Subscriber Identity Module (SIM)

The subscriber identity module (SIM) is a small smart card, which contains microprocessor, memory,

programs, and information (Figure 10.18). The SIM card contains a microprocessor chip inside it, which

stores unique information about the user’s account, including the user’s phone number, and identifies the

user to the network. Therefore, it is not the cell phone that determines the telephone number, rather it is the

SIM card. Subscribers activate their phones by inserting their SIM cards into the phone. Once the SIM is

removed from the phone, then the phone can not be used formaking calls except for some emergency calls.

One of the advantages of the GSM system architecture is that the phone is not tightly coupled with the

SIM, for example, the SIM can be moved from one mobile phone to another. This makes upgrades very

simple for the GSM mobile phone user.

The subscriber identity module serial number (SSN) is a 19 or 20 digit unique number that identifies an

individual SIM card. Typically, a SIM card has 16–64 kb of memory, which provides plenty of room for

storing hundreds of personal phone numbers, text messages, and value-added services. SIM cards are

available on a subscription basis, generally network operators in specific geographic locations provide

those. A user can sign a contract with a provider and receive a monthly bill or cards are available on a

prepaid basis, in which case users buy airtime as required. Generally, GSM specifies two types of SIM

cards. The first type, an ID-1 card, is same size as a standard credit card and has embossing, a picture,

lettering and a magnetic stripe similar to a credit card. Some larger GSM phones use this type. Another

type is called a plug-in SIM card. An ID-1 card can be converted into a plug-in SIM card by removing the

plastic holder. The ID-1 has the dimensions 54mm� 85.6mm, whereas a plug-in SIM has the dimension

15mm� 25mm.

Thememory on a SIMcard consists of amaster file (MF), and this has twodedicated files (DF). TheDFs

contain elementary files (EF), which contain actual GSMdata – each EF contains one record, which could

be information such as a phone book or the IMSI (international mobile subscriber identity). Record sizes

are measured in words, with one word containing 8 bits (1 byte). These records also contain information

set by the operator that controls what feature services are enabled, such as SMS, ISDN, and fixed dialing.

Figure 10.18 Blocks inside a SIM card
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Themicroprocessor-based SIMplatform is designed to be secure. Attempts to reverse engineeringmay

damage the card permanently. Certain data can be changed by the manufacturer only. Other data can be

changed by the user by entering an appropriate PIN.The ciphering algorithmsA3 andA8 are implemented

in the subscriber identity module (SIM) and the ciphering key Kc is also stored in the SIM.

Generally, the SIM carries the following information: IMSI number, authentication key (Ki), subscriber

information, access control class, cipher key (Kc), TMSI, additional GSM services, location area identity,

forbidden PLMN, A3 and A8 algorithms, and BCCH information. The SIM card provides the storage

capability for administrative information, ID card identification, recently dialed numbers, SMSs, and so on.

The interfaces between themobile handset and the SIMcard are fully standardized and there are already

specifications in place. SIM card readers or editors are hardware–software combinations, which makes it

possible to get access to the SIM card of amobile phone right on a PC.With a SIM card reader it is possible

to view, create, edit, and backup phonebook entries by using a PC and eliminates typing in the information

using the mobile phone’s keypad. PIN codes, transfer data from one SIM to another, backup, and export

and import are all phonebook entries that can be managed. SIM card readers enable t the SIM card

phonebook data to be backed up to the localmemory and avoid data losseswhen the user loses or changes a

SIM card or a GSM phone.

10.12 Application Processing Unit

As discussed earlier, today’s GSMmobile phones not only contain the voice or data modem part, but also

contain a bunch of applications and associated hardware and software. Typical examples are audio player,

video player, GPS, and connectivity modules such as USB, Bluetooth, IrDA, and so on. Figure 10.19
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shows different hardware functional modules and their interface to a central application processor, which

controls and executes the necessary software drivers for them. In Chapter 8, we have already discussed the

software details for audio and video players.

10.13 Camera

Nowadays, in almost every mobile phone, a digital camera device is included. A digital camera is very

similar to a conventional analog camera. It also contains most of the associated components that a

conventional camera contains, such as a lens and a shutter. The lights fall on an array of image sensors or

photosensitive cells.Most commonly, the image sensor is a charged-couple device (CCD) converting light

into electric charges, and is essentially a silicon chip used to measure light. These charges are stored as

analog data that are then converted into digital data via an analog-to-digital converter (ADC). These

generated image data are too huge to store, so they are compressed using particular image coding

techniques (as discussed in Chapter 7) and then stored on a memory card. The most common type of

memory card is the compact flash card (CF card), and in addition to this, other popular formats are:

memory stick (MS), multi-media-card (MMC), secure digital (SD), secure digital input–output (SDIO),

and so on. The secure digital (SD) is a flash (non-volatile)memory card. Some digital cameras use CMOS

(complementary metal oxide semiconductor) technology based microchips as image sensors; these are

cheaper and easy to integrate. For the camera application, there are three major external components – a

camera, an external RAM and an LCD.

10.14 LCD Display

A liquid crystal display (LCD) is usually used in mobile phones for display screen purposes. This is an

electro-optical amplitude modulator realized as a thin, flat display device made up of any number of color

or monochrome pixels arrayed in front of a light source or reflector. It uses a very small amount of

electrical power for its operation. In Figure 10.20, the different parts of an LCD subsystem are shown.

Case

Board

Glass

LCD

LCD driver IC

Flexible cable

Flexible cable
connector

Figure 10.20 LCD module and associated components
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In color LCDs, each individual pixel is divided into three cells, or sub-pixels, which are colored red,

green, and blue, respectively, through the use of additional filters (pigment filters, dye filters, and metal

oxide filters). Each sub-pixel can be controlled independently by the LCD driver software to yield

thousands or millions of possible colors for each pixel. Active-matrix LCDs depend on thin film

transistors (TFT), which are basically tiny switching transistors and capacitors and these are arranged

in a matrix on a glass substrate. To address a particular pixel, the appropriate row is switched on, and

then a charge is sent down the correct column. As all of the other rows that the column intersects are

turned off, only the capacitor at the designated pixel receives a charge. The capacitor is able to hold the

charge until the next refresh cycle. Passive-matrix LCDs use a simple grid to supply the charge to a

particular pixel on the display. It starts with two glass layers termed substrates. One substrate is given

columns and the other is given rows made from a transparent conductive material. This is usually

indium–tin oxide.

10.15 Keypad

A keypad is a set of buttons arranged in a matrix form, which usually bear digits (0–9), the alphabet (a–z),

alphanumeric characters (�, #), and also some special symbols for accept call, reject call, cursor

movement, and so on. In Figure 10.21, the internal circuit diagram of a keypad is shown.

The keypad hardwaremay be polled by the keypad software driver to check if a key has been pressed by

the user. In this case, the hardwaremust have amemory of the last key pressed so that the driver will detect

that a keystroke has occurred on the next polling interval. The driver must reset the keystroke memory so

that additional keystrokes can be detected on future polls of the hardware. To do this, no interrupt service

routine (ISR) is required. Alternatively, the hardwaremay be implemented so that it generates an interrupt

when any key is pressed. In this situation, an interrupt service routine (ISR) is required. Generally a

keypad device will not use direct memory access (DMA) or shared buffers to transfer data, but will use

programmed I/O instead.

Today many mobile phones are designed with touch screen based virtual keypads. A “touchpad” is a

pointing device consisting of a specialized surface that can translate the motion and position of a user’s
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fingers to a relative position on the screen and that position (co-ordinate) can be used to take decisions on

what key is pressed. It operates in many ways, such as capacitance and conductance sensing.

George Gerpheide in April 1994 [5] developed the matrix approach, where in two layers, a series of

conductors are arranged in an array of parallel lines, which are separated by an insulator and cross each

other at right angles to form a grid. A high-frequency signal is applied sequentially between pairs in this

two-dimensional grid array. The current that passes between the nodes is proportional to the capacitance.

When a virtual ground, such as a finger, is placed over one of the intersections between the conductive

layers, some of the electrical field is shunted to this ground point, resulting in a change in the apparent

capacitance at that location. The “capacitive shunt method” senses the change in capacitance between a

transmitter and receiver that are placed on opposite sides of the sensor. The transmitter creates an

oscillating electric field. The capacitance value decreases when a finger (which is like a ground point) is

placed between the transmitter and receiver, becuase some of the field lines will be shunted away through

the fingers.

10.16 Connectivity Modules

10.16.1 Bluetooth

Bluetooth is a telecommunications industry specification for wireless personal area networks (PANs),

which is a short-range (32 ft	 10m) radio-frequency technology that operates at 2.4 GHz (ISM band)

and is capable of transmitting voice and also data. The name Bluetooth comes from the Danish King

Harald “Bluetooth” Blaatand, who unified Denmark and Norway. At the beginning of the Bluetooth

wireless technology era, Bluetooth was aimed at unifying the telecom and computing industries.

Today, Bluetooth provides a way of connecting and exchanging information between a bunch of

devices such as mobile phones, headsets, laptops, PCs, printers, digital cameras, and video game

consoles over a secure, globally unlicensed short-range radio frequency (Figure 10.22). Bluetooth

radios use a fast frequency-hopping spread spectrum (FHSS) technique, as discussed in Chapter 5. Up

to eight data devices can be connected in an ad hoc piconet. Each piconet supports up to three

simultaneous full duplex voice devices (CVSD). Technical parameters of Bluetooth are provided in

Table 10.1 [6].

In the first version of the standard, the gross data rate is 1Mb/s. Bluetooth profiles are general behaviors

through which Bluetooth enabled devices communicate with other BT devices. Bluetooth technology

defines a wide range of profiles that describe many different types of use cases, such as: advanced audio

Figure 10.22 Bluetooth connected devices
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distribution profile (A2DP), audio/video remote control profile (AVRCP), basic printing profile (BPP),

common ISDN access profile (CIP), cordless telephony profile (CTP), Fax profile (FAX), file transfer

profile (FTP), and so on.

The protocol stack for Bluetooth is shown in Figure 10.23. For more details please refer to

Bluetooth specifications [5].

10.16.2 USB

A universal serial interface (USI) is a fast, bidirectional, isochronous/asynchronous, low-cost,

dynamically attachable serial interface. A universal serial bus (USB) is specified to be an industry

standard extension to the PC architecture with a focus on computer telephony integration (CTI), the

Table 10.1 Technical parameters for Bluetooth

Connection type Spread spectrum (frequency hopping) and time division

duplex (1600 hops/s)

Spectrum 2.4GHz ISM open band (79MHz of spectrum ¼ 79 channels)

Modulation Gaussian frequency shift keying

Transmission power 1–100mW

Data rate 1Mbps

Range 30 ft

Supported stations 8 devices

Data security – authentication key 128 bit key

Data security – encryption key 8–128 bits (configurable)

Module size 9� 9mm
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Figure 10.23 Bluetooth protocol stack
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consumer, and productivity applications. An original intention ofUSBwas to connectmany devices to a

PC host, as there was a shortage of serial and parallel ports in the PC. In 1994, an alliance of four

Industrial Partners – Compaq, Intel, Microsoft, and NEC began to specify USB. The main goals for

defining the USB are: plug-n-play, port expansion, low cost high performance, enabling seamless

integration of new classes of devices, and open architecture.

The USB is a cable bus that supports data exchange between a host computer and a wide range of

simultaneously accessible peripherals. The attached peripherals share the USB bandwidth through a

host scheduled, token-based protocol. The bus allows peripherals to be attached, configured, used, and

detached while the host and other peripherals are in operation. Several criteria were applied in defining

the architecture for theUSB, such as ease-of-use for peripheral expansion, full support for real time data

for voice, audio and compressed video, protocol flexibility for mixed-mode isochronous data transfers

and asynchronousmessaging, support concurrent operation ofmany devices (multiple connections), up

to 127 physical devices, and lower protocol overhead resulting in high bus utilization. The USB system

consists of a single USB host and a number of USB devices and interconnects. The USB physical

interconnect is a tiered star topology, and a hub is at the center of each star. This has some benefits, such

as the power to each connected device can bemonitored and even switched off independently. High, full

and low speed devices can be supported. Themain entities of anUSB system are: (1) USB host, (2) USB

function, and (3) interconnections.

10.16.2.1 USB Host

There is only oneUSB host in theUSB bus chain and this host is themaster of theUSB system. TheUSB

interface to the host computer system is referred to as the host controller. The host controller may be

implemented in a combination of hardware, software and firmware. The root hub is integrated into the

host system to provide one or more attachment points. The USB host controllers have their own

specifications. With USB 1.1, there were two host controller interface specifications. (1) UHCI

(universal host controller interface) developed by Intel, which puts more burden on the software

(Microsoft) and allows for cheaper hardware. (2) OHCI (open host controller interface) developed by

Compaq, Microsoft, and National Semiconductor, which places more burden on the hardware and

makes the software simpler. In standard USB 2.0, another host controller interface is defined: (3) EHCI

(enhanced host controller interface) – developed by Intel, Compaq, NEC, Lucent, andMicrosoft, which

is an enhanced version.

10.16.2.2 USB Device

USB devices are one of the following:

1. Hub – which provides additional attachment points to the USB. Hubs are wiring connectors and

enable multiple break attachment characteristics of the USB. Attachment points are referred to as

ports. The USB 2.0 hub consists of three portions: (a) hub controller, (b) hub repeater, and (c) the

transaction translator. The USB specification does not limit the number of downstream connectors

from a hub, but seven seems to be a practical limit, although four is most popular.

2. Function –which is a USB device that is able to transmit or receive data or control information over

the bus. These follow USB protocol. A function is typically implemented as a separate peripheral

device with a cable that plugs into a port on a hub. However, a physical package may implement

multiple functions and an embedded hub with a single USB cable. This is known as a compound

device. A compound device appears to the host as a hub with one or more non-removable

USB devices.
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10.16.2.3 Interconnects

To connect a host with hub or USB function devices there is a need for a cable, which is known as the

USB cable. It carries power in addition to the data signal. The USB transfers signal and power through a

four-wire cable, which is shown in Figure 10.24. The signaling occurs over two wires on each point-to-

point segment. The power is transmitted over two wires: Vbus and Ground.

The colors of each wire are given in the Table 10.2.

USB allows for a variable length of cable up to 7m. The cable length is decided after considering the

delay and voltage drop.

10.16.2.4 Speed of USB

USB version 1.1 supported two speeds, a full speed mode of 12Mb/s and a low speed mode of 1.5Mb/s.

The USB 2.0 standard has introduced speeds of up to 480Mb/s, and this is known as the high speedmode.

1. High speed device – 480Mb/s

2. Full speed device – 12Mb/s

3. Low speed device – 1.5Mb/s

10.16.2.5 USB On The Go (OTG)

AsUSB communication can only take place between a host PC and a peripheral, this imposes a limitation

of having a PC host in the connection. In order to enable this limitation, a supplement to the USB 2.0

specificationwas developed that allows a portable device to take on the role of a limitedUSBhost, without

the burden of having a PC. This new standard basically defines:

1. A new type of device called a “dual role device” can (using the same connector) operate either as a

normal USB peripheral or as a USB host. This single connector capability makes OTG (on the go)

especially useful for handheld or other small devices that do not have the space formultiple connectors.

Vbus

D+

D–
Gnd

Figure 10.24 USB cable

Table 10.2 USB interconnects

Pin number Cable color Function

1 Red Vbus (þ 5V)

2 White D�
3 Green Dþ
4 Black Ground
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2. This also introduces two new receptacles and a new plug. Thus an OTG compliant device has only one

USB connector (mini-AB receptacle). The ID pin makes it easy for a dual role device to determine if it

should be default host or the default peripheral. On the mini-A plug, the ID pin is shorted to ground,

whereas on a regularmini-B plug, the IDpin is left open (or in the case of a car-kit it is shorted to ground

through 102 kO).
3. Full speed operation as peripheral (high speed optional) and full speed support as host (low-speed and

high-speed optional).

4. Supports two newOTG protocols - (a) Session Request Protocol: This protocol allows the B-device to

request that the A-device turn on Vbus and start a session. Once the session is started the host

negotiation protocol can be invoked to give control to the B-device. The OTG supplement defines a

session request protocol (SRP), which allows a B-device to request the A-device to turn on Vbus and

start a session. This protocol allows theA-device,whichmay be battery powered, to conserve power by

turning Vbus off when there is no bus activity while still providing a means for B-device to initiate bus

activity.AnyA-device, including aPCor laptop, is allowed to respond toSRP.AnyB-device, including

a standardUSBperipheral, is allowed to initiate SRP.Anydual role device is allowed to respond aswell

as initiate to SRP. (b)Host Negotiation Protocol: This protocol allows the B-device to take control of

the bus and become the host device with the A-device acting as peripheral. The host negotiation

protocol (HNP) allows the host function to be transferred between two directly connected dual-role

devices and eliminates the need for a user to switch the cable connections in order to allow a change in

control communications between the devices. HNPwill typically be initiated in response to input from

the user or an application on the dual-role B-device. HNPmay only be implemented through the mini-

AB receptacle on a device.

10.17 Battery

The battery is the source of energy for themobile phone circuitry and subsystems. Nowadays, there are so

many power voracious applications run on the mobile handset, which consume too much of the power.

Researches are moving ahead in reducing the battery size and increasing the battery life. The success of

battery technologies greatly depends on the battery material, float life, temperature stability, and safety.

Most of the mobile phone battery packs have a rating of 3.6V, 650mAh. Performance of a mobile battery

is measured in terms of talk time (in dedicatedmode) and standby time (in idle mode). It not only depends

on the battery type used, but also on the sleep handling, clock, and some other system design parameters.

Cell phone batteries have different weights, lifetimes, talk times, and thicknesses. All of these can have a

significant impact on cell phone user experience. There are many types of battery available for a given

phone and many factors should to be taken into account for the apposite battery selection.

10.17.1 Primary Cells

Some handsets can take primary (non-rechargeable) batteries, while others can also work on “ordinary”

batteries, for example, the Motorola c520 works with 4 AA batteries.

10.17.2 Rechargeable Battery Types

Generally, there are three basic types of rechargeable battery used in mobile phones.

1. NiCd (Nickel Cadmium): This is the oldest types of battery. Generally, they are used in cordless

phones and the old-generation mobile phones. These are very prone to the “memory effect.”
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To maximize the performance, these batteries should be discharged and recharged completely

every time.

Advantages –These are the cheapest variety of batteries, thus highly affordable and bring down the
overall cost of the mobile handset.

Disadvantages – As mentioned, this type battery is very prone to the “memory effect.” This is

sometimes referred to as voltage depression. If it is not fully discharged before recharging it, after

a few cycles, the battery “learns” this low water mark, and acts as if it is discharged to this

point. This must be discharged and recharged fully on every recharge cycle. The chemicals in

nickel cadmium are not environmentally friendly, and the disposal of cadmium-rich waste is an

increasing problem.

2. NiMH (NickelMetalHydride): This is a better battery type than theNiCd and aremuch less prone to

“memory effect.”

Advantages – They are cheaper than Li-Ion batteries, so are affordable and bring down the overall
cost of the mobile phone. These batteries are less prone to the “memory effect” issue, and also have a

higher capacity in relation to their size and weight.

Disadvantages – The drawback of NiMH is that their longevity is less compared with NiCd

cells. After a few hundred charge cycles, the crystals inside NiMH cells become coarser, and

although they are able to provide the power for long standby times, when the extra current to

sustain a call is needed, the voltage available drops rapidly, and suddenly shows low battery

warnings. Once the call has ended, and after a few minutes rest, the battery is fine for many

hours standby.

3. Li-Ion (Lithium-Ion): These are considered the most advanced and widespread cell phone

batteries. A Li-ion gives exceptional capacity for its size and weight, and does not suffer from

the “memory effect”.

Advantages – These are lighter and slimmer than the NiMH and NiCd batteries and are not subject

to the “memory effect.” Usually, they offer a longer standby time and talk-time.

Disadvantages – These are expensive.

4. Li-Polymer (Lithium-Polymer): These are very similar to lithium-ion, except that they can be

molded intomore varied shapes, and so be squeezed into smaller phone casings. These are even thinner

and lighter batteries.

Generally the baseband contains the components that control the power distribution to all the phone

modules, except for those parts that require continuous battery supply. The battery feeds power directly

to three parts of the system: charge controller, power amplifier, and user interfaces (buzzer, display,

keyboard lights).

To find out the type of battery the mobile phone has, switch off the phone and remove the

battery (normally on the back side of the phone). The battery type might be written on the label of

the battery.

10.17.3 Battery Charger Circuit

Generally, the mobile-phone batteries are charged through a proprietary charging algorithm in the

baseband controller. An example circuit is shown in Figure 10.25. Here, the phone’s charger input is

connected to the internal battery through a p-channel switch of low on-resistance, controlled by a pulse-

width modulation (PWM) signal from the baseband controller. To minimize power dissipation and

consequent thermal problems in the phone, the charging supply is current limited and specified according

to the battery’s chemistry and charge-recovery requirements. When the charger is connected it charges

until the battery voltage level reaches 3.0V.A control program changes the chargingmode from start up to
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pulse width modulation (PWM) changing mode. This is controlled by the baseband processor software

program. If the battery voltages reaches >3.6V before the program has taken control over the charging,

the start up current is switched off. An output over voltage protection circuit is used to protect the phone

from any over voltage damage.

An NTC (negative temperature coefficient) thermistor inside the battery pack is used for battery

temperature measurement. Then this temperature is converted by an ADC and passed to a baseband

processor for any action.

10.17.4 Sleep Mode

Sleep mode is introduced to save the battery power in mobile devices. In Chapter 9, we have seen that

in the radio protocol level the sleep mode is also introduced so that the device can be put into power-

down mode whenever there is nothing to do (no reception or transmission is scheduled). There are

various types of sleep modes that can be introduced into the mobile device. Normally, the baseband

architecture supports a power saving function called “sleep mode.” This sleep mode shuts off the VC-

TCXO, which is used as the system clock source for both RF and baseband. During the sleep mode the

system runs from a 32 kHz crystal. Then periodically the phone wakes up through a timer running

from this 32 kHz clock supply. As discussed, the sleeping time is determined by some network

parameters. During the sleep mode the baseband processors (MCU, DSP) are in standby mode, the

normal VC-TCXO clock is switched off, and the voltage regulators for the RF section are also

switched off.

The sleep mode is exited either by the expiration of a sleep clock counter or by some external interrupt,

generated by a charger connection, key press, headset connection.
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Figure 10.25 Mobile phone battery and charger circuit
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10.18 Clocking Scheme

The clock signal is like the heart of the digital device, as this signal needs to be circulated among

various modules inside the device. Different modules require various operating clock frequencies, so

there are converters to do this job. Typically the system clock in a phone is 13MHz. It is generated in the

RF VC-TCXO circuit. The clock frequency is controlled by AFC. From the 13MHz sine wave signal a

square wave signal is generated. The derived clock goes to the sleep module (32 kHz), synthesizer

module (3.25MHz), RF unit, SIM module (3.25MHz), and LCD driver. The real time clock logic

consists of RTC logic, and the 32 kHz crystal. In a normal situation the real time clock takes the power

from the switcher output. In case the main battery is removed, the RTC is powered by the output

capacitors on the switcher until they are drained and the RTC loses its timing. The time must be set

again upon power on.

10.19 Alert Signal Generation

Abuzzer is used to providevarious alerting audio signals as an indication of an incoming call. The user key

press and other response beeps are also generated by the buzzer. The buzzer is controlled by a buzzer

PWM output signal from the baseband processor. The mobile phone uses a dynamic type of buzzer. The

low impedance buzzer is connected to an output transistor that obtains drive current from thePWMoutput.

The volume can be adjusted either by charging the pulsewidth, causing the level to change or by changing

the frequency to utilize the resonance frequency range of the buzzer. Avibra alert device, used for giving

silent alert signals to the user about any incoming calls, is controlled by the vibra PWMoutput signal from

the baseband processor. Generally, a specially designed motor is used for the vibra alert device. The vibra

alert can be adjusted either by changing the pulse width or by changing the pulse frequency of the vibra

PWM signal. The vibra device is placed inside a special vibra battery.

Backlight is used to provide the background light for the LCD display to see the screen or keypad

buttons. Generally, LEDs are used for LCD back lighting. They are controlled by the signal voltage

coming from the controller.

10.20 Memory

The memory is an essential component in a mobile phone. We can classify the memories into two

categories – one is read-only memory and other is read–write memory. Read-only memories allow only

reading from any location, but writing to any location is prohibited, an example of this type of memory is

ROM. However, in the case of read–write memory, we can read or write to any specific location, an

example is RAM. Some memories contain dual properties and these are known as hybrid memories,

examples include Flash, EEPROM, and so on. Again, depending on the storing property, we can broadly

divide the memories into two categories – volatile memory and non-volatile memory. With volatile

memory, thememory content vanisheswhen the power supply to thismemory device is switched off. So, if

the power supply is off, the content of the memory will be lost forever. RAM is an example of this type of

memory. With non-volatile memory, as the name suggests, the memory content is non-volatile. This

means that the memory contents are not lost when the supply power to the memory is put off. ROM is an

example of this type of memory.

10.20.1 Read Only Memory (ROM)

“ROM” is an acronym for “read only memory,” which means that the data can only be read from it and

can not be written into it. ROM is a non-volatile memory, so once the data are stored or written into it,
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it remains there forever and does not lose the memory content once the power supply is put off. It is

low cost, high speed, non-volatile memory, and is made up of arrays such as RAM. A ROM can be

used to realize arbitrary truth tables, generate characteristics, convert codes or store system boot

programs. The ROM is constructed by unipolar or bipolar devices. Some ROM devices are only one

time programmable, that is, there is no way to alter the content or write the data into it – these are

called one time (OT) programmable ROMs. Other types of ROM, which can be written using special

techniques, such as UV light or electrical signals, are called field alterable ROMs. These are not on-

system programmable, that is, in order to program these we have to use a special programming

platform and device. Typical parameters of a ROM (uPD23C1000A) are: address access time, 200 ns;

chip enable access time, 200 ns; operating voltage: 5 V.

10.20.1.1 Electrically Erasable Programmable ROM (EEPROM)

EEPROM (electrically erasable programmable ROM) is a user-modifiable read-only memory that can be

erased and reprogrammed repeatedly by applying a higher electrical voltage. These are electrically

programmable up to many thousand times. They can be packaged in simple plastic packages, which

reduces the cost of the device compared with the EPROM. A common use is for holding BIOS programs.

An EEPROM chip has to be erased and reprogrammed entirely. It also has a limited life – that is, the

number of times it can be reprogrammed is limited. Differences between various types of ROM devices

are given in Table 10.3.

10.20.2 Flash Memory

Flash is a special form of an EEPROM type of device, which uses normal supply voltages (3.3–12V) for

erasing and reprogramming. It is always desirable to have non-volatile memory, as the power consump-

tion becomes less and there are no worries about the loss of information. The basic problem with

EEPROM is that it needs a special arrangement and high voltage to program, that is, to write into it,

whereas Flash is system programmable and does not require any special platform to program it. It is a high

density, truly non-volatile, high performance read–write solution. The Flash device also requires an

external high voltage supply for programming as does a conventional EPROM. The electrical erase is by

either hot electron or cold electron injection from a floating gate, with the oxide layer allowing the cell to

be electrically erased through the source.

The Flashmemory is available in a chipwith several blocks. The blocks or sectorsmay be of the same or

different size.When the boot code is stored in the Flash, there are some small sectors on the top or bottom

side of the Flash memory to store the boot code, which usually has some level of protection from

accidental overwrite. The boot block Flash memory family has asymmetrically blocked memory array

Table 10.3 Comparison between different types of ROM

Memory device Number of times

programmable

Field erasable or on

system erasable

Cost Density

ROM One time NA Low High

EPROM Many times Field erasable High High

EEPROM Many times Field erasable and

system erasable

Low No
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layouts to enable small parameter or boot code storage, alongwith efficient larger blocks for code and data

file storage. The symmetrically blocked memory arrays, which enable the best code and data file

management, have all the sectors of the same size.

10.20.2.1 Flash Erasing, and Programming

The Flash chip contains several blocks. A fixed address range (for example, 0000-0FFFF) defines the

blocks. When a Flash memory is imported from the factory, all of its locations contain the same type of

bit (either 1 or 0 depending on the Flash type, here for example we consider that all are in the 1 state).

This is called the erased state of the entire Flashmemory. During thewrite or program process, the Flash

cells change from one binary voltage level to another (that is, 1 to 0). This means, if the Flash cells

originally contain all 1, then during writing, we can change the cell contents from 1 to 0, wherever

required, according to the input data pattern. However, the reverse is not possible. Thus, if the Flash

cells are not erased before writing, then the cells will contain 0s and 1s. So, writing to the cells, where it

contains 0s will not be possible. Hence, it is always required to erase the Flash before writing. In

the erase process, the Flash cells are set back to their original binary voltage level or erase state. The

erase process occurs on a block basis or entire chip erase. When a block is erased, all address locations

within a block are erased in parallel, independent of other blocks in the Flash memory device. Flash

components take a significant amount of time to erase a block or program, compared with RAM. To

modify any data content in a block, it is required to copy the original content of that block in some

other memory location, before erasing that block, then modifying the original data and again writing

back to the Flash. There will be no problem in writing as it is already erased before freshly writing the

modified data.

A Flash memory device is very useful to reduce system cost as well as improving data reliability,

providing easy update capabilities, increasing battery life, and providing stability after power loss.

Data for a Typical Flash Memory – AMDAm29DL400B: write cycle time, 70–120 ns; sector erase

operation time, 0.7 s (64 kbytes); chip erase time, 10 s; read cycle time, 70–120 ns. Power consumption –

single power supply, 2.7–3.6V; active read current, 12mA; active write current, 25mA; standby current,

5mA. Recently Intel has developed a 1.8V wireless Flash memory (28F640W18), which is the highest

performance solution for Internet phones.

10.20.2.2 Different Types of Flash Memories

Two main technologies dominate the non-volatile Flash memory market today: NOR and NAND. NOR

flash was first introduced by Intel in 1988. NAND flash architecture was introduced by Toshiba in 1989.

Most Flash devices are used to store and run code (usually small), for which NOR Flash is the default

choice. Some differences between NOR and NAND Flash memory are detailed in Table 10.4.

10.20.3 Random Access Memory (RAM)

The name “random access” indicates that each cell in thememory chip can be read or written in any order.

All RAM (random access memory) memories are read–write memory. Some commonly used RAM

memories are discussed below.

10.20.3.1 Static RAM (SRAM)

“SRAM” is an acronym for “static random access memory;” which means that once the data are written

into the memory cell, they remain as they are, as long the power is not switched off. SRAM is available in
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many varieties starting from the super-fast bipolar and GaAs SRAM to the slow commodity CMOS

variety. The early SRAM cells use NMOS technology and consist of six transistors; of these four are

enhance mode transistors and two depletion mode resistors. The CMOS SRAM cells are very low power,

wide noise margin but low speed.

Typical SRAMData – 32 k� 8 bit low powerCMOS static RAM;K6T0808C1D family;manufactured

by SAMSUNG electronics. Access time: read cycle time, 70 ns; write cycle time, 70 ns. Power-supply

voltage, 4.5V; operating supply current, 5mA standby current, 30mA; density, generally 4–6 transistors
per memory cell.

10.20.3.2 DRAM

“DRAM” is an acronym for “dynamic random access memory,” which means that to remember the

stored data, thememory chips require every bit to be refreshedwithin a certain period of time.When the

power is removed from the DRAM the data are lost. The DRAMuses tiny built-in capacitors to store the

data bits. The charge is stored in capacitor C. When the transistor is turned on, the information is

refreshed (or charged).

Typical Data of DRAM –Mitsubishi Electric – M5M467400Dxx series; write cycle time, 90–110 ns;

access time fromCAS, 13 ns; access time fromRAS, 50 ns; read cycle time, 90–110 ns; refresh cycle time,

64ms; power dissipation. 300mW; Vcc. þ 3.3V.

Table 10.4 Differences between NOR and NAND memory

Attributes NOR Flash NAND Flash

Capacity 132MB 16512 MB

Performance Very slow erase (	5 s) Fast erase (	3ms)

Slow write Fast write

Fast read Fast read

Reliability Standard Low

Erase Cycles 10 000–100 000 100 000–1 000 000

Life span Less than 10% the life

span of NAND.

Over 10 times more than NOR

Interface Full memory interface I/O only, CLE, ALE and OLE

signals must be toggled

Access method Random Sequential

Ease-of-use (hardware) Easy Complicated

Full system integration Easy Hard; a simplistic SSFDC

driver may be ported

Ideal usage Code storage – limited capacity

due to price in high capacity.

May save limited data also

Data storage only – due to

complicated Flash management.

Code will usually not be stored

in raw NAND Flash

Some examples: simple home

appliances, low-end set top

boxes, low-end mobile

handsets, PC BIOS chips

Some examples: PC cards, compact

Flash, MP3 players, digital cameras.

Price High Low
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Generally, inside a mobile phone, Flash memory is used to store the processor program and application

program or data. A series EEPROM is used for storing the system and tuning parameters, user settings and

selections. The program is normally executed from SRAMafter downloading it from Flashmemory. This

is also used for scratch pad memory.

10.21 GSM Receiver Performance

It is required that in a GSM system, every piece of equipment should comply with a minimum set of

performance standards, regardless of its manufacturer or country of origin. In Chapter 4, we have

already discussed about the different performance measurement parametersthat are normally used to

characterize a transmitter and receiver. Digital receiver performance characteristics are often described

by noting the receiver’s ability to recover the modulation intelligence from an RF carrier, injected at

low levels, into the antenna port in the presence of different types of interference. Co-channel rejection

and adjacent-channel rejection specifications are indications of a receiver’s robustness against

interference from signals in the same or the adjacent channels, respectively, as the receiver tries to

recover the intelligence from an on-channel GSM signal. The ability of the receiver to receive a desired

GSM signal in the presence of a strong interfering signal on any frequency is described by its blocking

specification. The performances of the MS and BTS receivers are specified by defining a maximum

allowable bit error rate (BER) or frame eraser rate (FER) for each of the different GSM logical channels

for a given set of radio channel conditions. Table 10.5 shows that the performance of the full-rate

speech traffic channel (TCH/FS) is defined in terms of the FER and the residual BER (RBER) of the

Class Ib and Class II bits.

Here the parameter a is defined as 1
 a
 1.6 and allows a tradeoff between the number of erased

speech frames (these are decoded as wrong, so not passed to the voice decoder) and the quality of the

non-erased frames.

10.21.1 Sensitivity and Noise Figure Requirements

The sensitivity requirements for different standards (P-GSM,E-GSM,DCS, PCS) are shown in Table 10.6

with the corresponding input SNR, required carrier-to-noise ratio (CNR) to maintain the minimum BER

outlined in the standards, along with the required noise figure.

10.21.2 Reference Interference Level

The interference level is specified with respect to the desired signal level with the number of reference

levels. In each case, the received signal level of the wanted signal is set to 20 dB above the reference

sensitivity level. The reference carrier-to-interference (C/I) ratios for both co-channel and adjacent

channel interference are given in Table 10.7.

Given the input conditions as shown in Figure 10.26, the receiver performance is defined in terms of

maximum FERs and BERs for each logical channel and propagation condition similar to that shown for

the sensitivity performance mentioned in Table 10.7. The interference performance of both GSM900 and

DCS1800 is fully defined in the specifications. For more detail please refer to [7].

10.21.3 3GPP TS Requirements to TX Frequency

The main requirement in the specifications is that the frequency error must be less than 0.1 ppm, for

example, for the 900MHz band the frequency error should be below 0:1 � 10�6 � 900 � 106 Hz ffi 90 Hz.

GSM standard requirements for frequency error are given in Table 10.8.
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Table 10.5 Reference sensitivity performance for various channels of GSM-850 andGSM-900 systems

in different propagation conditions for wireless channel

GSM 850 and GSM 900

Type of channel Propagation conditions

Static

TU50

(no FH)

TU50

(ideal FH)

RA250

(no FH)

HT100

(no FH)

FACCH/H (FER) 0.1% 6.9% 6.9% 5.7% 10.0%

FACCH/F (FER) 0.1% 8.0% 3,.8% 3.4% 6.3%

SDCCH (FER) 0.1% 13% 8% 8% 12%

RACH (FER) 0.5% 13% 13% 12% 13%

SCH (FER) 1% 16% 16% 15% 16%

TCH/F14,4 (BER) 10�5 2.5% 2% 2% 5%

TCH/F9,6

and H4,8

(BER) 10�5 0.5% 0.4% 0.1% 0.7%

TCH/F4,8 (BER) — 10�4 10�4 10�4 10�4

TCH/F2,4 (BER) — 2 10�4 10�5 10�5 10�5

TCH/H2,4 (BER) — 10�4 10�4 10�4 10�4

TCH/FS (FER) 0.1a% 6a% 3a% 2a% 7a%
class Ib (RBER) 0.4/a% 0,4/a% 0,3/a% 0,2/a% 0,5/a%
class II (RBER) 2% 8% 8% 7% 9%

TCH/EFS (FER) <0.1% 8% 3% 3% 7%

(RBER Ib) <0.1% 0.21% 0.11% 0.10% 0.20%

(RBER II) 2.0% 7% 8% 7% 9%

TCH/HS (FER) 0.025% 4.1% 4.1% 4.1% 4.5%

Class Ib (RBER, BFI¼ 0) 0001% 0.36% 0.36% 0.28% 0.56%

Class II (RBER, BFI¼ 0) 0.72% 6.9% 6.9% 6.8% 7.6%

(UFR) 0.048% 5.6% 5.6% 5.0% 7.5%

class Ib (RBER, (BFI or UFI)¼ 0) 0.001% 0.24% 0.24% 0.21% 0.32%

(EVSIDR) 0.06% 6.8% 6.8% 6.0% 9.2%

(RBER, SID¼ 2 and

(BFI or UFI)¼ 0)

0.001% 0.01% 0.01% 0.01% 0.02%

(ESIDR) 0.01% 3.0% 3.0% 3.2% 3.4%

(RBER, SID¼ 1 or SID¼ 2) 0.003% 0.3% 0.3% 0.21% 0.42%

Table 10.6 Sensitivity, input SNR, and noise figure requirements for different standards

Wireless

standard

Sensitivity

(dBm)

Input noise

(dBm)

Input

SNR (dB)

Required

C/N (dB)

Required

NF (dB)

GSM �102 �102.8 18.8 9 9.8

E-GSM �102 �102.8 18.8 9 9.8

DCS1800 �100 �120.8 20.8 9 11.8

PCS1900 �102 �120.8 18.8 9 9.8
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Table 10.7 C/I level requirements

For co-channel interference C/Ic 9 B

For first adjacent channel (200 kHz) interference C/Iadj1 �9 dB
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For third adjacent channel (600 kHz) interference C/Iadj3 �49 dB

Table 10.8 GSM standard requirement for frequency error

GSM 850 and GSM 900 DCS 1 800 PCS 1 900

Propagation

condition

Permitted

frequency

error (Hz)

Propagation

condition

Permitted

frequency

error (Hz)

Propagation

condition

Permitted

frequency

error (Hz)

RA250 �300 RA130 �400 RA130 �420

HT100 �180 HT100 �350 HT100 �370

TU50 �160 TU50 �260 TU50 �280
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9 dB
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noise floor

C/I
12 dB

Figure 10.26 Maximum allowable input referred noise and distortion floors for GSM, PCS 1900
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11

Introduction to GPRS and EDGE
(2.5G) Supported Mobile Phones

11.1 Introduction

The wireless data services offered by GSM are based on the circuit switched radio transmission. In this

instance, at the air interface, a complete traffic channel is allocated for a single user for the entire call

duration. Hence with bursty traffic (for example, Internet traffic) this results in highly inefficient resource

utilization. It is obvious that for bursty traffic, packet switched bearer services will result in much better

utilization of the traffic channels, because a channel will only be allocated whenever it is needed and will

be released immediately after the transmission of the packets. Using this principle, multiple users can

share one physical channel, for example, one physical channel can be multiplexed among several

simultaneous users as required.

In order to address the inefficiencies of circuit switched radio transmission, two cellular packet data

technologies have been developed: cellular digital packet data (CDPD) (for AMPS, IS-95, and IS-136)

and the general packet radio service (GPRS). Here we will focus only on GPRS. This was originally

developed in 1990 for GSM to support data, but later was also integratedwithin IS-136.We treat GPRS as

an evolution from GSM to support packet based services.

Basically GPRS is based on the packet radio principle. Packets can be directly routed from the GPRS

mobile (MS) to packet switch networks. Networks based on the Internet protocol (IP) and X.25 networks

are supported in the current version of GPRS. Billing can be based on the amount of transmitted data

volume, instead of the conventional billing method which is based on the connection time duration.

In short, GPRS improves the utilization of the scarce radio resources, offers volume-based billing,

higher data transfer rates, shorter access times, QoS based service, point-to-point in addition to point-to-

multi-point services, and simplifies the access to packet data networks.

11.2 System Architecture

In order to integrate GPRS into the existing GSM system architecture, new classes of network nodes,

called GPRS support nodes (GSN), have been introduced. GSNs are responsible for the delivery and

routing of data packets between the MSs and the external packet data networks (PDN). Figure 11.1,

illustrates the system architecture of GPRS.

A serving GPRS support node (SGSN) is responsible for the delivery of data packets from/to the MSs

within its service area. The tasks of the SGSN are packet routing and transfer, mobility management
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(attach/detach and location management), logical link management, and authentication and billing

functions, and so on. It manages packet communication sessions between individual mobile stations and

the GGSN. The SGSN also interacts with the GSM databases to achieve mobility management functions

and obtain subscription information to offer the required services to the mobile station. It is also involved

in counting of data packets for billing purpose.

A gateway GPRS support node (GGSN) acts as an interface between the GPRS backbone network

and the external packet data networks. It converts the GPRS packets coming from the SGSN into

the appropriate packet data protocol (PDP) format (for example, IP or X.25) and sends these out on the

corresponding packet data network. The GGSN also performs authentication and billing functions. The

GGSN is similar to a GMSC (in GSM) as it provides a gateway between the GPRS network and the public

PDN (packet data network) or other GPRS networks. It provides authentication and locationmanagement

functions in addition to firewall functions on the Gi interface to the PDN. All GSNs are connected via an

IP-based GPRS backbone network. Within this backbone, the GSNs encapsulate the PDN packets and

transmit (tunnel) them using the GPRS tunneling protocol GTP. There are two types of GPRS backbones:

1. Intra-PLMN backbone networks connect GSNs of the same PLMN and are therefore private IP-based

networks of the GPRS network provider.

2. Inter-PLMN backbone networks connect GSNs of different PLMNs. A roaming agreement between

two GPRS network providers is necessary to install such a backbone.

In addition, the MSC/VLR may be extended with functions and register entries that allow efficient

coordination between packet switched (GPRS) and circuit switched (conventional GSM) services.

Examples of this are combined GPRS and non-GPRS location updates and combined attachment

procedures. Moreover, paging requests of circuit switched GSM calls can be performed via the SGSN.

For this purpose, the Gs interface connects the databases of SGSN andMSC/VLR. To exchangemessages

in the short message service (SMS) via GPRS, the Gd interface is defined. It interconnects the SMS

gateway MSC (SMS-GMSC) with the SGSN.

A packet control unit (PCU) is also added into the BSC to control packet channels and to separate data

flow for circuit switched and packet switched calls. The BSC of GSM is also given a new functionality for

mobilitymanagement and handlingGPRS paging. The PCU takes care of the radio resource functionality,

such as allocation of the air interface channel blocks. The functional view of a GPRS system is shown in

the Figure 11.2.

SMS-GMSC
SMS-IWMSC

SGSN

BSS

BTS

BTS

User data and signaling data
Signaling data

MS

BSC
Gb

Gp

GCSN

Other GPRS PLMN

GGSN

PDN
Gi

Gd

Gf

Gs Gr

Gn

Gc

D
MSC/VLR HLR

EIRCell

Figure 11.1 GPRS system architecture
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11.3 Services

Generally, there are two types of services defined for GPRS: the point-to-point (PTP) and the point-to-

multi-point (PTM) service. A PTM service is available in later releases. The PTP service offers transfer

of user packet data in two modes: connection-less mode (for example, IP) and connection-oriented mode

(for example, X.25). On the other hand, the PTM service offers transfer of data packets from one user to

multiple users.

GPRS allows defining QoS profiles using the parameters service precedence, reliability, delay, and

throughput.Thebillingof theservice is thenbasedon the transmitted (and/or received)datavolume, the type

of service, and the chosen QoS profile. In a GSM/GPRS network, simultaneous use of conventional circuit

switched and packet switched services can be supported based on the classes of MSs as defined below:

Class A: Supports simultaneous operation of GPRS and conventional GSM services.

Class B: Able to register simultaneously with the network for both GPRS and conventional GSM

services but can only use one of the two services at a given time.

Class C: MSs can only attach for either GPRS or conventional GSM services. Simultaneous registration

and usage is not possible. An exception is SMSmessages, which can be sent and received at any time.

11.4 Session Management, Mobility Management, and Routing

In this section, we will see how the data call is set up. The GPRS attach and PDP context activation are

required for data call setup. So, before using GPRS services an MS has to register with an SGSN of the

GPRS network. When the mobile is first powered ON (in the GPRS default mode), the GPRS attach

procedure takes place and this can also occur afterwards depending on the network settings. This is always

initiated byMS.Only SGSN is involved in the GPRS attach process and this is transparent to the BSS. In a

GPRS attach process the mobile informs the SGSN about its identity IMSI or P-TMSI (packet TMSI,

which is allocated by the SGSN on GPRS attach), old routing area identification, mobile class-mark,

CKSN, and so on, alongwith the attach type, which indicates to the SGSNwhether thismobilewants to do

a GPRS, GSM or both attaches. For MSs using both circuit switched and packet switched services, it is

possible to perform a combined GPRS/IMSI attach procedure. The SGSN will attach the mobile and

inform theHLR if there is a change in the routing area. If the attach type is both, then the SGSNwill also do

a location update with the VLR. The disconnection from the GPRS network is known as GPRS detach,

which can be initiated either by the MS or the network (SGSN or HLR).

Before the MS can transmit or receive any information, it needs to activate a packet data protocol

(PDP) context. A mobile can establish multiple PDP context sessions for different applications. A PDP

context activates a packet communication session with the SGSN (Figure 11.3). It provides informa-

tion for mapping and routing information between the MS and the GGSN. The SGSN asks the GGSN

for a PDP context. Then the GGSN will create a new entry in its PDP context table and send

confirmation to the SGSN, including the address, if it is dynamic. The mobile in a PDP context

activation procedure either specifies a static IP address or requests an IP address. It also specifies the

access point with which it wants to communicate, such as some intranet network or an Internet service

provider (ISP). It also aks for the desired QoS and a network service access point identifier (NSAPI),

which is used to discriminate data packets of different applications. When the SGSN obtains the

mobile information, it decides on the GGSN connected to the APN and forwards the request to the

GGSN. Then, if a static address exists, the GGSN connects the MS to the desired access point; unless it

gets an IP address from the APN. The GGSN also provides some transaction identifiers for

communication of data to reference this mobile between the GGSN and SGSN. The SGSN in its

request also provides a negotiated QoS based on the subscription information of the user and

availability of services. Once the communication and activation at GGSN is successful, the appropriate

information is forwarded to the mobile.
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AsGPRSuses packet-based architecture, where a connection is granted during traffic and released after

completion, location update is thus essential here.However, in order to avoid toomuch consumption of the

resources and power for frequent updates during idle time and extra delay for regular paging for each

downlink packet, a state model has been defined for location management of GPRS, as shown in

Figure 11.4. A mobile can be in any of three states (idle, standby, and ready) based on its need and the

location update frequency depends on the MS state.

1. Idle State: The mobile is powered on in the idle state, but not attached to the GPRS. In this state the

mobile is not reachable, and no location updating is performed, that is, the current location of theMS is

unknown to the network.

2. Ready State: Upon performing a GPRS attach, the mobile enters into the ready state. Here the

mobile is currently engaged in packet transfer or has recently terminated a packet transfer. With a

GPRS detach the mobile may disconnect from the network and return to the idle state again and all

PDP contexts will be deleted. An MS in the ready state informs its SGSN with respect to its every

movement to a new cell.

3. Standby State: The mobile is powered on and attached to the GPRS but no packet transfer is in

progress. The standby state is reached when a mobile does not send any packets for a long period of
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time. This causes the ready timer to expire. In this state routing area updates are sent as needed. In the

standby state, a GSM location area (LA) is divided into several routing areas (RA). In general, an RA

consists of several cells. The SGSN will only be informed when an MS moves to a new RA. To

find out the current cell of an MS in the standby state, paging of the MS within a certain RA must

be performed.

In general, GPRS mobility management consists of two levels:

1. Micro-mobility management performed by SGSN tracks the current routing area or cell of the

mobile station.

2. Macro-mobility management keeps track of the mobile station’s current SGSN and stores it in the

HLR, VLR, and GGSN.

The routing area consists of several cells, and one location area includes several routing areas, as shown in

the Figure 11.5.
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Figure 11.4 State model of a GPRS mobile station
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11.5 GPRS Protocol Architecture

The protocol layer is split into two planes. On one side there is the transmission plane, which is mainly

used for the transfer of user data. The signaling plane, on the other side, is used for the control and support

of the transmission plane functions.

11.5.1 Transmission Plane

Figure 11.6 depicts the GPRS network protocol architecture for the transmission plane. This provides

transmission of user data and its associated signaling, such as for flow control, error detection, and

error correction.

11.5.1.1 Air Interface

The air interface is located between the BSS and MS, and it uses the following protocols.

1. RadioLinkControl (RLC): Themain purpose of theRLC layer is to establish a reliable link between

the MS and the BSS. This includes the segmentation and reassembly of LLC frames into RLC data

blocks and ARQ of uncorrectable code words.

2. Medium Access Control (MAC): The main functions of the MAC layer include controlling the

access signaling procedures to the GPRS radio channel and the multiplexing of signaling and RLC

blocks from different users onto the GSM physical channel. The MAC layer controls the access

attempts of an MS on the radio channel shared by several MSs. It employs algorithms for contention

resolution, multi-user multiplexing on a PDTCH, and scheduling and prioritizing based on the
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negotiatedQoS. TheGPRSMACprotocol is based on the principle of slotted Aloha. In the RLC/MAC

layer, both the acknowledged and unacknowledged modes of operation are supported.

3. Physical andRFLayer (PLL, RFL): This layer can be split into two sub-layers: the radio frequency

layer (RFL), which handles the radio and baseband part (physical channel management, modulation,

demodulation, and transmission and reception of radio blocks), and the physical link layer (PLL),

which manages control of the RFL (power control, synchronization, measurements, and channel

coding/decoding).

A relay function is implemented in the BSS to relay the LLC PDUs between the air interface and the

Gb interface.

11.5.1.2 Gb Interface

The interface between BSS and SGSN is the Gb interface. This supports data transfer in the transmission

plane along with the following protocols.

1. BSS GPRS Protocol (BSSGP): This is data link control on the radio link level. The BSS GPRS

application protocol (BSSGP) delivers routing and QoS-related information between the BSS

and SGSN.

2. Network Service (NS): This transports BSSGP PDUs and is based on a frame relay connection

between the BSS and SGSN.

A relay function is implemented in the SGSN to relay the packet data protocol (PDP) PDUs between the

Gb and Gn interfaces.

11.5.1.3 Gn/Gp Interface

The Gn interface is defined between two GSNs (SGSN or GGSN) within the same PLMN, while the Gp

interface is between twoGSNsbelong to different PLMNs. TheGn/Gp interface is used to transfer packets

between the SGSN and the GGSN in the transmission plane. The following protocols are supported in

Gn/Gp interface.

1. GPRS Tunneling Protocol (GTP): This is a data link control protocol on a logical link level. The

GPRS tunneling protocol (GTP) tunnels the user data packets and related signaling information

between theGSNs.GTPpackets carry the user’s IP orX.25 packets. In theGPRSbackbone,we have an

IP/X.25-over-GTP-over-UDP/TCP-over-IP transport architecture.

2. User Datagram Protocol (UDP): This carries GTP packet data units (PDUs) in the GPRS core

network for protocols that do not require a reliable data link.

3. Internet Protocol (IP): IP is employed in the network layer to route packets through

the backbone.

11.5.1.4 Interface between MS and SGSN

This interface between MS and SGSN supports the following protocols.

1. Subnet Work-dependent Convergence Protocol (SNDCP): This is used to transfer data packets

between SGSN and MS. This protocol maps the IP protocol to the underlying network. SNDCP also
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provides other functions such as compression, segmentation, and multiplexing of network

layer messages.

2. Logical Link Control (LLC): The logical link control (LLC) layer provides a highly reliable logical

link between an MS and its assigned SGSN. Its functionality is based on the well known HDLC

protocol that includes sequence control, in-order delivery, flow control, detection of transmission

errors, and retransmission (automatic repeat request (ARQ). LLC frames are variable in size (with

temporary ID) maximum 1600 bytes.

11.5.2 Signaling Plane

The signaling plane consists of protocols for control and support of the transmission plane functions. The

signaling plane architecture between the MS and the SGSN is shown in Figure 11.7.

11.5.2.1 Interfaces between MS and SGSN

The signaling plane is made up of the following protocols.

1. GPRSMobility Management (GMM): This supports mobility management functionalities such as

GPRS attach/detach, security functions, RA update, PDP context activation, and location update.

2. Session Management (SM): This supports functionalities such as PDP context activation, PDP

context modification, and PDP context deactivation and so on.

The signaling architecture between SGSN and the registers HLR, VLR, and EIR uses the same

protocols as conventional GSM and extends them with GPRS-specific functionality. An enhanced

mobile application part (MAP) is employed between SGSN and HLR as well as between SGSN and

EIR. The MAP is a mobile network specific extension of the signaling system SS7. It transports the

signaling information related to location updates, routing information, user profiles, and handovers.

The exchange of MAP messages is accomplished over the transaction capabilities application part

(TCAP) and the signaling connection control part (SCCP). The base station system application part

(BSSAPþ ) includes functions of the GSM’s BSSAP. It is applied to transfer signaling information

between the SGSN and the VLR (Gs interface). This includes signaling of the mobility management,
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when coordination of GPRS and conventional GSM functions is necessary (for example, combined

GPRS and non-GPRS location update, combined GPRS/IMSI attach, or paging of anMS via GPRS for

an incoming GSM call).

The overall protocol software architecture inside the mobile handset of a GSM protocol stack is

modified to support GPRS, which is shown in Figure 11.8.

As discussed above, GPRS defines additional layers to adapt packets from application and for optimum

resource utilization and these are SNDCP, SM, GMM, LLC, and RLC/MAC. GMM is responsible for

registration, authentication, location management, and attach. SM is responsible for setting up data call,

and negotiates QoS (XID parameters). RLC is responsible for packet segmentation/reassembly, flow

control error correction, and so on, whereas MAC is responsible for ARFCN, TLLI, frame number, USF,

TFI, RRBP, block number, radio priority, and so on.

11.6 Air Interface–Physical Layer

As discussed earlier, on the physical layer, GSM uses a combination of FDMA and TDMA for multiple

access. Each of the 200 kHz frequency channels is divided into eight TDMA channels by dividing each

of them into eight time slots. The eight time slots in these TDMA channels form one TDMA frame. The

recurrence of one particular time slot defines a physical channel. The channel allocation in GPRS is

different from the original GSM. GPRS allows a single MS to transmit or receive on multiple time slots

on the same TDMA frame (multi-slot operation). It results in a very flexible channel allocation: ideally

one to eight time slots per TDMA frame can be allocated for one MS (Figure 11.9). So, theoretically a

maximum data rate of 11.2 � 8 kbps rates can be achieved. Moreover, uplink and downlink channels

are allocated separately, which efficiently supports asymmetric data traffic. A multi-frame structure

for GPRS packet data channel consists of 52 TDMA frames, whereas a GSM traffic channel uses a

26-frame structure.
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11.6.1 Physical Channels

In GPRS the channels are allocated only when the data packets need to be sent or received, and channels

are released after the transmission. With respect to the usage of scarce radio resources, this is more

efficient for bursty traffic. According to this principle, multiple users can share one physical channel. A

cell supporting GPRS may allocate physical channels for GPRS traffic and such a physical channel is

denoted as the packet data channel (PDCH). The radio resources of a cell are shared by all GPRS and non-

GPRSMSs located in this cell. The PDCHs are taken from the common pool of all channels available in

the cell. The mapping of physical channels to either packet switched (GPRS) or circuit switched

(conventional GSM) services can be performed dynamically (capacity on demand principle), depending

on the current traffic load, the priority of the service, and the multi-slot class. PDCHs are dynamically

allocated in the cell by the network. The PDCH is mapped on a 52-multi-frame structure as shown in

Figure 11.10. The 52-multi-frame consists of 12 radio blocks (B0 to B11) of four consecutive TDMA

frames and four idle frames (frames 12, 25, 38, and 51), leading to a total of 52 (¼3� 4 þ 1 þ 3� 4 þ
1 þ 3� 4 þ 1 þ 3� 4 þ 1) frames. One block essentially consists of four slots (bursts).

11.6.2 Logical Channels

As with GSM, GPRS uses the concept of logical channels mapped on top of the physical channels

(Figure 11.11). Two types of logical channels have been defined, namely traffic channels and control
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channels. Three subtypes of control channels have been defined for GPRS: broadcast, common control,

and associated.

Table 11.1 lists the packet data logical channels defined for GPRS.

In 52-multi-frame structure, there are four idle frames, out of which twoTDMA frames are reserved for

transmission of the PTCCH, and the remaining two frames are idle frames. The mapping of the logical

channels onto the blocks B0–B11 of the multi-frame can vary from block to block and is controlled by

parameters that are broadcast on the PBCCH.

Besides the 52-multi-frame, which can be used by all logical GPRS channels, a 51-multi-frame

structure is also defined. It is used for PDCHs carrying only the logical channels PCCCH and PBCCH.

The packet data traffic channel (PDTCH) is employed for the transfer of user data. It is assigned to one

mobile station (or in the case of PTM, to multiple mobile stations). One mobile station can use several

PDTCHs simultaneously.

PBCCH is used by the BSS to broadcast specific information about the organization of the GPRS radio

network to all GPRSMSs of a cell. It also broadcasts important system information about circuit switched

services, so that a GSM/GPRSMS does not have to listen to the broadcast control channel (BCCH). The

presence of PBCCH in the cell is optional.When there is no PBCCH in the cell, the information needed by

the mobile to access the network for a packet transfer is broadcast on BCCH.

PCCCH is a bi-directional point-to-multipoint signaling channel that transports signaling information

for network access management, for example, for allocation of radio resources and paging. It consists of

four subchannels:

Physical data logical channel

Control channel

PCCCH

PRACH (up)
PPCH (down)

PAGCH (down)
PNCH (down)

PBCCH (down)

PTCCH/U (up) PTCCH/D (down) PACCH (up)

PBCCH PDCCH

Data channel

PDTCH

PDTCH/U (up) PDTCH/D (down)

Figure 11.11 Channel structure in GPRS

Table 11.1 Logical channels in GPRS

Group Channel Function Direction

Packet data traffic channel PDTCH Data traffic MS$BSS

Packet broadcast control channel PBCCH Broadcast control MS BSS

Packet common control channel

(PCCCH)

PRACH

PAGCH

PPCH

PNCH

Packet random access MS ! BSS

Packet access grant MS BSS

Paging MS BSS

Notification MS BSS

Packet dedicated control channel PACCH

PTCCH

Associated control MS$BSS

Timing advance control MS$BSS
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. PRACH is used by an MS to request one or more PDTCH.

. PAGCH is used to allocate one or more PDTCH to an MS.

. PPCH is used by the BSS to find out the location of an MS (paging) prior to downlink

packet transmission.
. PNCH is used to inform an MS about incoming PTM messages (multicast or group call).

Packet dedicated control channel is a bi-directional PTP signaling channel. It consists of

two subchannels:

. PACCH is always allocated in combination with one or more PDTCH that are assigned to one MS. It

transports signaling information related to one specific MS (for example, power control information).
. PTCCH is used for adaptive frame synchronization.

11.6.3 Channel Allocation

Figure 11.12 shows the principle of the uplink channel allocation (mobile originated packet transfer). An

MS requests radio resources for uplink transfer by sending a “packet channel request” on the PRACH or

RACH and the network answers on PAGCH or AGCH, respectively. It tells the MS which PDCHs it can

use. A so-called uplink state flag (USF) is transmitted in the downlink to tell the MS which are the time

slots that the MS should use to transmit on uplink, based on whether the uplink channel is free or not.

11.6.3.1 Reservation and Release of Radio Resources

A temporary block flow (TBF) is a physical connection between two radio resource (RR) entities (L3) to

support the unidirectional transfer of LLC frames using PDCHs. TheTBF is an allocated radio resource on

one ormore PDCHs and contains a number ofRLC/MACblocks carrying one ormoreLLC frames.ATBF

is temporary and is maintained only for the duration of the data transfer, which means until there are no

more blocks to be transmitted and all the transmitted blocks have been acknowledged by the receiving RR

entity. Concurrent TBFsmay be established in opposite directions (Figure 11.13).Once the data transfer is

finished, the TBF is released.
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Figure 11.12 Uplink and downlink channel allocation (mobile originated packet transfer and mobile
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When the mobile sends continuous data to the network, it requests the establishment of an uplink

TBF by sending signaling information over CCCH or PCCCH.When the network wants to send data to

themobile, it assigns a downlink TBF between the twoRR entities. The number of TBFs permobile and

per direction is limited to one. However, TBFs belonging to different mobiles can share the

same PDCH.

In a resource assignment message, which comes from the network to the MS, each TBF is assigned a

unique temporary flow identity (TFI) by the network. The TFI is unique in both directions. It allows for

the multiplexing of several users over the same time slot, and it can provide the assignment of priority

classes. In the RLC/MAC layer, TFI is used instead of the MS identity, and it is included in every RLC

header, which belongs to the corresponding TBF.Allocation of radio resources can happen in one or two

phases. In one-phase access, the networkmay not know exactly, whichMS owns the allocation until the

first block from the MS is received by the network. In two-phase access, the MS which requested

resource allocation is automatically uniquely defined. Both the network and theMS can require the two-

phase access.

In principle, three different medium access modes are supported. These are called fixed allocation,

dynamic allocation, and extended dynamic allocation. According to 3GPP Release 1997, the support for

extended dynamic allocation is optional.

Dynamic Allocation
Dynamic allocation allows unused channels to be allocated as packet data channels (PDCHs) and if a

higher priority application requires resources the PDCHs can be released. Themobile stationmonitors the

downlink to determine when to send data on the uplink. The uplink state flag (USF) is assigned to the

mobile station during the establishment of a TBF. The USF is included in the header of each RLC/MAC

data block sent on the downlink. It designates which mobile is allowed to transmit data in that particular

PDCH of the next uplink radio block. When the mobile station detects its assigned USF it can transmit

either a single RLC/MAC block or a set of four RLC/MAC blocks. Because all the mobile stations

constantly monitor the USF, the allocation scheme can be altered dynamically.

In principle, dynamic allocation allows uplink transmission to mobiles sharing the same PDCH, on a

block-by-block basis. During the uplink TBF establishment, an uplink state flag (USF) is given to theMS

for each allocated uplink PDCH. TheUSF is used as a token given by the network to allow transmission of

one uplink block.

Whenever the network wants to allocate one radio block occurrence on one uplink PDCH, it includes,

on the associated downlink PDCH, the USF in the radio block immediately preceding the allocated block

occurrence. When the mobile decodes its assigned USF value in a radio block sent on a downlink PDCH
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Figure 11.13 TBF establishment for 1 phase and 2 phase access
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associated with an allocated uplink one, it transmits an uplink radio block in the next uplink radio block

occurrence, whichmeans at the B(n) radio block, if the USFwas detected in the B(n� 1) radio block. The

USF coding (3 bits) enables eight mobiles to be multiplexed on the same uplink PDCH. Dynamic

allocation implies the constantmonitoring (radio block decoding) of the downlink PDCHs associatedwith

the allocated uplink PDCHs. The USF allows the sending of one block in the next uplink occurrence.

However, dynamic allocation can also be used in such away that the decoding of oneUSF value allows the

mobile to send four consecutive uplink blocks on the same PDCH. The choice between one block or four

blocks is indicated during the TBF establishment by the network to the mobile.

Extended Dynamic Allocation
The extended dynamic allocation scheme offers an improvement over the dynamic allocation scheme.

Some RR configurations are not compliant with all MS multi-slot classes in the dynamic allocation

scheme. In the dynamic allocation scheme, the MS must decode all USF values on all downlink PDCHs

associated with the allocated uplink PDCHs.

Extended dynamic allocation allows the mobile station to be allocated multiple time slots in a radio

block without having to monitor the USF value for each time slot. It differs from dynamic allocation

in that when a mobile station sees its USF value in a particular downlink time slot, it assumes that it

can use that time slot and all higher numbered time slots in the allocated set during the next uplink

radio block.

The mobile monitors its assigned PDCHs starting from the lowest numbered one (the one that is

mapped on the first allocated time slot in the TDMA frame), then it monitors the next lowest numbered

time slot, and so on. Whenever the MS detects its assigned USF value on a PDCH, it transmits one

radio block or a sequence of four radio blocks on the same PDCH and all higher-numbered assigned

PDCHs. The mobile does not need to monitor the USF on these higher PDCHs. This is of particular

interest in some RR configurations that are not compliant with all MS multi-slot classes in the dynamic

allocation scheme.

Let us take the example of a class 12MS, which is defined by: a maximum number of four receive time

slots per TDMA frame and amaximum number of four transmit time slots per TDMA frame, but the total

number of transmit and receive time slots per TDMA frame less than or equal to 5.

The network cannot allocate four uplink PDCHs to a MS multi-slot class-12 with the dynamic

allocation. Indeed, the MS must decode the USF fields on the four associated downlink PDCHs. This

means that the MS would have to receive on four time slots to be able to transmit on four time slots. This

gives a total number of eight receive and transmit time slots, which is not compliantwith amulti-slot class-

12 MS. In the case of extended dynamic allocation, the network can allocate four uplink PDCHs without

exceeding a total number of five receive and transmit time slots.

Fixed Allocation
Fixed allocation assigns the mobile station exclusive use of certain channels. The network commands the

mobile station to use fixed allocation via the packet uplink assignment message. This message also

contains a bitmap indicating the specific PDCHs, which may be used to transfer data. The network

allocates uplink radio blocks using bitmaps (a series of zeros and ones). A 0 indicates that themobile is not

allowed to transmit, and a 1 indicates a transmission occurrence. The bitmaps are sent during the

establishment of the uplink TBF. Ifmore uplink resources are required during the uplink TBF, the network

sends a bitmap in the downlink on the PACCH.

Fixed allocation enables a givenMS to be signaledwith the predetermined uplink block occurrences on

which it is allowed to transmit. The network assigns to each mobile a fixed uplink resource allocation of

radio blocks onto one or several PDCHs.

A fixed allocation TBF operates as an open-ended TBF when an arbitrary number of octets are

transferred during the uplink TBF. When the allocated bitmap ends, the MS requests a new bitmap if it

wishes to continue the TBF.
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Afixed allocation TBF operates as a close-ended TBFwhen theMS specifies the number of octets to be

transferred during the uplink TBF establishment.

11.7 Packet Data Transport Across Layers

In Figure 11.14, the PDU flow over the GPRS transmission plane is shown.

A radio block consists of one byte MAC header, followed by RLC data or an RLC/MAC control block

and is terminated by a 16-bit block check sequence (BCS). It is carried by four normal bursts (that is,

114 bits long). GPRS allows a maximum of eight slots per frame to be allocated to the PDTCH on the
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Figure 11.14 Illustrates the PDU flow through transmission plane of the GPRS protocol stack
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downlink and uplink on all radio blocks B0-B11. On the downlink, an IP datagram of 1500 bytes to be

transmitted as an LLCPDUmust first be fragmented into 29RLC blocks. These blocks can be transmitted

using a total of 116 consecutive bursts.

Each radio block is 20ms and contains 4 bursts, spread over 4 TDMA frames; 12 radio blocks on a 52-

multi-frame is spread over 240ms. The number of radio blocks is 50 per secondand the frame length

is 4.6ms.

As shown in Figures 11.15 and 11.16, the bursts are formed from the LLC data packet information after

several processings, and finally they are mapped to normal burst of the PDTCH. As shown in the

Figure 11.17, the block data of four frames each with 114 bits (57 þ 57) of information is mapped into

four successive PDCH. So, in the physical layer, on every 20ms time interval (TTI) 456 bits are available

after encoding and puncturing. These data are then put in four bursts each contains 57 þ 57 bits of data.

11.8 Channel Coding and Puncturing

The channel coding technique in GPRS is fairly similar to the one employed in conventional GSM. An

outer block coding, an inner convolution coding, and an interleaving scheme are used here. Four different

coding schemes are defined as shown in Table 11.2.

Based on the quality of the channel, one of these four coding schemes is chosen for the coding of the

traffic channel (PDTCH). CS-1 offers the lowest rate but has the highest robustness. Thus, under very

bad channel conditions, we may use CS-1 and obtain a data rate of 9.05 kbps per GSM time slot.

However, under good channel conditions, we transmit without convolutional coding using the CS-4
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Figure 11.15 Segmentation and encapsulation of GPRS data packets. PH, packet header; FH, frame
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scheme (no protection) and achieve a data rate of 21.4 kbps per time slot. The CS-1 scheme is used for

coding of the signaling channels. Using all eight time slots, we may obtain a maximum data rate of

171.2 kbps. In practice,multiple users share the time slots, hence amuch lower bit rate is available to the

individual user.
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Figure 11.16 Data processing in GPRS

Table 11.2 Channel coding schemes for logical traffic channels in GPRS

Coding

scheme

Pre-coded

USF

Info bits

without

USF

Parity

bits BC

Tail

bits

Output

convolution

encoder

Punctured

bits

Code

rate

Data rate

(kbps)

CS-1 3 181 40 4 456 0 1/2 9.05

CS-2 6 268 16 4 588 132 �2/3 13.4

CS-3 6 312 16 4 676 220 �3/4 15.6

CS-4 12 428 16 — 456 — 1 21.4
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The bit processing for any coding scheme is shown in Figure 11.18. With the payload, a block check

sequence (BCS) is added, and thereafter the USF, either in its original form or with extra redundancy, is

prefixed (pre-coded USF). Tail bits are then added and the resultant bit stream is convolutionally coded.

Next, the output bits are punctured to give 456 bits (Figure 11.19). CS-1: 181-bits payload, along with the

3-bits USF, 40-bits USF and 4-bit tail bits are convolutionally coded to provide 456 bits. CS-2: 268-bits

payload, 6-bits pre-coded USF, 16-bits BCS, 4-bit tail bits add up to 294, after a 1/2 convolution provides

a 588-bits stream, which is punctured to give 456 bits. CS-3: 312-bits payload, 6-bits pre-coded USF,

16-bits BCS, 4-bit tail bits adds up to 338 after a 1/2 convolution provides a 676-bits stream, which is

punctured to give 456 bits. CS-4: 428-bits payload, 12-bits precodedUSF, 16-bits BCS adds up to 456 bits.

Using CS-4, the three USF bits are mapped to 12 bits. No convolutional coding is applied.
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For the convolution coding, a non-systematic rate 1/2 encoder with constraint length 4 is used. It is

defined by the generator polynomials:

g1ðDÞ ¼ 1D3þD4

g2ðDÞ ¼ 1þDþD3þD4

In order to intimate to the receiver about which coding scheme is used by the transmitter, the stealing

flags are used. Four different coding schemes can be identified by 2 stealing flags in a burst, but a total of 8

stealing flags are used instead: CS-1 – 11111111, CS-2 – 11001000, CS-3 – 00100001, and CS-4 uses

stealing flags 00010110.

11.8.1 Puncturing

The puncturing scheme used in GPRS is shown in Figure 11.20.

In Figure 11.21, the data bit processing for the CS-4 coding scheme is shown. The FBI (final bit

indicator) is inside the RLC header for final block poll setting.

After encoding, the code words are input into a block interleaver of depth 4. On the receiver side, the

code words are de-interleaved. The decoding is performed by using the Viterbi algorithm.
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11.9 Cell Re-selection

As in the GSM, in GPRS the mobile performs cell re-selection, but there are some differences compared

with GSM. In GPRS the mobile performs cell re-selection when it is in idle mode as well as in packet

transfer mode. The cell re-selection is either performed by the mobile autonomously or is optionally

controlled by the network.As such, there is no handover inGPRS, just the cell re-selection. So,when there

is a re-selection during a packet transfer, data transfer is interrupted and it has to be started again in the new

cell. There is an interruption of the packet transfer during the re-selection phase. Although the GPRS cell

re-selection algorithms used by the mobile are based on the same principles as those used in GSM, they

have been slightly modified in order to provide more flexibility.

11.9.1 Routing Area Update Procedure

The MS sends an RA update request containing the cell identity and the identity of the previous routing

area to the new SGSN. Then the new SGSN asks for the context (GGSN address and tunneling

information) of the MS from the old SGSN. The new SGSN informs the GGSNs of the new SGSN

address and tunneling information. It also informs the HLR, which cancels theMS information context in

the old SGSN. The HLR loads the subscriber data to the new SGSN, which acknowledges this to the MS.

The previous SGSN is requested to transmit the undelivered data to the new SGSN.

11.10 Radio Environment Monitoring

In GPRS the radio environment monitoring is essential, as it is in GSM. TheMS performs different types

of radio measurements and the results are reported to the network and this is used by the RLC. These

estimations are also used by the mobile itself to compute its transmission power (open-loop power

control), for cell selection and cell re-selection purpose.

The mobile performs the following types of measurements.

. Received Signal Level (RXLEV) Measurements: For the purpose of cell re-selection, the RXLEV

measurements are performed on both the serving cell and neighboring cells. The serving cell RXLEV

measurements can also be used for downlink coding scheme adaptation, network-controlled cell re-

selection, and power control during the packet-transfer mode.
. Quality (RXQUAL) Measurements: During the packet-transfer mode the mobile estimates the

quality of the received downlink blocks. The RXQUAL is computed from the average BER before

channel decoding. The RXQUAL can be used by the network for network-controlled cell re-selection,

dynamic coding scheme adaptation, and downlink power control. In the packet idle mode, no quality

measurements are performed.
. Interference Measurements: Interference measurements have been introduced for GPRS. These

correspond to a received signal levelmeasurement performed on a frequency that is different to a beacon

frequency. The interest is in having an estimation of the interference level on the PDTCH. It can be used

by the network to optimize the mobile RR allocation, to select a more appropriate coding scheme, to

trigger a network-controlled cell re-selection, and for power control or for network statistics.

TheRXLEVandRXQUALmeasurements are also performed on theBSS side. These are used for network-

controlled cell re-selection, uplink power control (closed loop), and dynamic coding scheme adaptation.

11.10.1 Principles of Power Control

In a wireless environment, the power control is very important in order to reduce the co-channel

interference and to improve the spectrum efficiency, while maintaining an optimum radio link quality and
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to reduce the power consumption in theMS. Power control can be performed in both uplink and downlink

directions. In GPRS, as the channels are not necessarily a continuous two-way connection, studying the

channel is very difficult. Because of this, power control in GPRS is more complicated than for a circuit-

switched connection.

11.11 Multi-Slot Class

In order to provide higher throughputs, a GPRS MS may transmit or receive using several time slots

in a TDMA frame, for example, it can use one or more slots (multi-slot) of the same TDMA frame.

The multi-slot capability of the GPRS MS is indicated by the multi-slot class (MSC). The

implementation complexity of an MS varies, based on the number of support transmission and

reception slots in a TDMA frame. To have a reasonable impact on the MS design complexity, it has

been decided to allow the RF transmission on several slots of a TDMA frame, with a number of

restrictions, as listed below.

1. Although several bursts can be transmitted within a TDMA frame, all should be on the same carrier

frequency (ARFCN).

2. TheMS needs to perform the adjacent cell measurements, or monitoring, in between the transmission

and reception. Based on the mobile capability, delay constraints are needed between the transmission

and reception of bursts.

3. Ifm time slots are allocated to anMS for reception and n time slots are allocated for transmission, then

the system requires aminimum of (m,n) reception–transmission time slots that have the same time slot

number (TN) within the TDMA frame.

Two types of MSs are defined.

1. Type-1 Mobiles: This type of mobiles are not capable of transmitting and of receiving at the same

time, for example, at a given instant of time it either transmits or receives.

2. Type-2 Mobiles: This type of mobiles are capable of transmitting and receiving at the same time.

Thus they aremore complex in design, and the transmitter and receiver circuits are completely separate

and expensive.

For these two types of mobile, there are various multi-slot classes, based on the capability of the MS in

terms of complexity. Depending on the multi-slot class number, the mobile is able to transmit on a

maximum of Tx time slots, and to receive on a maximum of Rx time slots within a TDMA frame, but the

sum of (Tx þ Rx) slots is limited. The maximum number of Tx slots and the maximum Rx slots are not

active at the same time (see Tables 11.3 and 11.4).

Based on the following time constraints, the different types of type-1 multi-slot classes can be defined.

. Tta – is used to set theminimum allowed delay between the end of a transmit or receive time slot and the

next transmit time slot, with an adjacent cell received signal measurement to be performed in between.

This is themaximumnumber of time slots allowed to theMS tomeasure an adjacent cell received signal

and to get ready for transmission.
. Trb – is the minimum delay between the end of a transmit or receive time slot and the first next receive

time slot.
. Tra – is theminimumnumber of allowed time slots between the end of a transmit or receive time slot and

the next receive time slot, in between an adjacent cell measurement.
. Ttb – is theminimumnumber of time slots between the end of a receive or transmit time slot and the first

next transmit time slot, without adjacent cell measurement in between.
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Table 11.3 Type-1 MS

Maximum number of slots Minimum number of slots

Multi-slot class Rx Tx Sum Rx þ Tx Tta Ttb Tra Trb

1 1 1 2 3 2 4 2

2 2 1 3 3 2 3 1

3 2 2 3 3 2 3 1

4 3 1 4 3 1 3 1

5 2 2 4 3 1 3 1

6 3 2 4 3 1 3 1

7 3 3 4 3 1 3 1

8 4 1 5 3 1 2 1

9 3 2 5 3 1 2 1

10 4 2 5 3 1 2 1

11 4 3 5 3 1 2 1

12 4 4 5 2 1 2 1

19 6 2 N/Aa 3 Xb 2 Yc

20 6 3 N/A 3 X 2 Y

21 6 4 N/A 3 X 2 Y

22 6 4 N/A 2 X 2 Y

23 6 6 N/A 2 X 2 Y

24 8 2 N/A 3 X 2 Y

25 8 3 N/A 3 X 2 Y

26 8 4 N/A 3 X 2 Y

27 8 4 N/A 2 X 2 Y

28 8 6 N/A 2 X 2 Y

29 8 8 N/A 2 X 2 Y

aN/A indicates not applicable.
bX¼ 1 with frequency hopping or change from Rx to Tx; and X¼ 0 without frequency hopping and no

change from Rx to Tx.
cY¼ 1 with frequency hopping or change from Tx to Rx; and Y¼ 0 without frequency hopping and no

change from Tx to Rx.

Table 11.4 Type-2 MS

Maximum number of slots Minimum number of slotsa

Multi-slot Class Rx Tx Sum Rx þ Tx Tta Ttb Tra Trb

13 3 3 N/Ab N/A Zc 3 Z

14 4 4 N/A N/A Z 3 Z

15 5 5 N/A N/A Z 3 Z

16 6 6 N/A N/A Z 2 Z

17 7 7 N/A N/A Z 1 0

18 8 8 N/A N/A 0 0 0

aNote that only one monitoring window (that is, an adjacent cell power measurement window) is needed

in a TDMA frame, so that only a couple (Tra,Ttb) or (Tta,Trb) are needed to define a valid configuration of a

given multi-slot class.
bN/A indicates not applicable.
cZ¼ 1 with frequency hopping, 0 without frequency hopping.
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11.12 Dual Transfer Mode (DTM)

Dual transfermode (DTM) is a 3GPP baseline R99 feature. It is a protocol based on theGSMstandard that

allows simultaneous transfer of circuit switched (CS) voice and packet switched (PS) data over the same

radio channel (ARFCN). ADTMcapablemobile phone can be simultaneously engaged in bothCS and PS

calls for voice and packet data connection in GSM/EDGE networks. A simultaneous voice and data call

implies that a data call might start during an ongoing voice call or a voice call might start during an

ongoing data call. If a PS call begins first, and next a CS call needs to be started, then the TBF (data call) is

released. A dedicated connection for the voice call is initiated and finally, the mobile phone uses DTM for

re-establishing the data connection. One common class implemented by the mobile phone vendors is the

DTMMulti-slot Class 11. For example, the technical specification of aNokiaN95 states a speed ofDL/UL

of 177.6/118.4 kbps.

11.13 EDGE (Enhanced Data Rates for GSM Evolution) Overview

In the previous section, we noted that to support higher data rates, GPRS employs variable-rate coding

schemes and multi-slot operation. The use of packet access further enhances system throughput and

spectrum efficiency. However, the peak date rate for GPRS is limited to about 115 kbps, which is not

sufficient for supporting popular Internet applications such as web browsing, e-mail, video services,

surveillance, voice over Internet, and so on. So, even higher rates are desirable. Therefore, ETSI has

developed EDGE (enhanced data rates for GSM evolution) technologies to improve the existing 2G

network capacity. EDGE is generally classified as 2.75G, although it is part of ITU’s 3G definition. EDGE

was introduced into GSM networks in 2003, initially by the operator network Cingular in the USA.

This technology is compatiblewith TDMAandGSMnetworks. The EDGE system employs a dynamic

adaptation between a number ofmodulation and coding schemes, as ameans of providing several hundred

kbps peak data rates in a macro-cellular environment, while supporting adequate robustness for impaired

channels. The HybridARQ (Type II) is considered to improve the performance.When it is combinedwith

the GPRS, it allows a data flow of 384 kbps (limited to 200 kbps for the EDGECompact) and a theoretical

maximum flow of 474 kbps. The evolution of GPRS towards EDGE is known as E-GPRS (enhanced

GPRS). It is also known as EDGE classic.

A major impact for supporting EDGE on an existing GSM/GPRS system has been on BSS and onMS.

In this section,wewill briefly discuss theEDGE/EGPRS air interface in terms of the physical layer and the

RLC/MAC layer modifications to support EDGE.

The term EDGE is used to refer to both EDGE Classic and EDGE Compact.

. EDGE Classic – allows a total compatibility with the current GSM system.

. EDGE Compact – allows implementations with limited frequency spectrum (less than 1MHz).

11.13.1 Physical Layer

The EDGE radio interface is similar to the GPRS interface. The concept of multi-frames (52 frames),

physical channels (PDTCH), logical channels (PBCCH, PCCCH, PDTCH, PACCH, and PTCCH) and

theirmapping into physical channels is the same forGPRS. Similar toGPRS, EDGEuses a rate adaptation

algorithm that adapts the modulation and coding scheme (MCS) according to the quality of the radio

channel. This means that when the radio channel condition is good, it utilizes the coding schemes, which

provides the higher throughput (for example, less redundant bits are added with the data bits). However,

during poor channel conditions, the number of error protection bits is increased in order to reduce the bit

error rate (BER) and thereby reduce the need for retransmissions. Apart from the coding scheme change,

EDGE has the capability of also changing the modulation technique. EDGE uses both GMSK and 8-PSK

modulation techniques, whereas GPRS uses only GMSK. One of the main improvements in EDGE is the
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introduction of nine modulation–coding schemes (MCS 1–9), whereas in GPRS only four coding

schemes (CS 1–4) are used. Out of these nine MCS schemes, MCS1–MCS4 use GMSK modulation,

while MCS5–MCS9 use 8-PSK modulation. The former would allow the transmission of 3 bits over one

symbol, whereas in GMSK this is limited to one bit per symbol. The use of 8-PSKwould result in an eight

point constellation diagram as show in Figure 11.22. The coding scheme to be used for any data transfer is

determined by the network, depending on the radio channel conditions.

The modulating symbol rate is the same as GSM¼ 1/T¼ 1 625/6 ksymb/s (that is, approximately

270.833 ksymb/s),whichcorresponds to3� 1 625/6 kbps(that is,812.5 kbps),whereT is thesymbolperiod.

The input bits are grouped into three tomake 8-PSK symbols (Figure 11.23) and thenGraymapped and

8-PSK modulated using the following rule:

si ¼ e j2pl=8

The value of l is given in Table 11.5.

Q

I

(0,1,0)

(0,0,0)

(0,0,1)

(1,0,1)
(1,0,0)

(1,1,0)

(1,1,1)

(0,1,1)
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Table 11.5 Mapping between modulating bits and the 8PSK symbol parameter l

d3n,

d3nþ 1,

d3nþ 2

0,0,0 0,0,1 0,1,0 0,1,1 1,0,0 1,0,1 1,1,0 1,1,1

Cn 3 4 2 1 6 5 7 0
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The 8-PSK rotated symbols are defined as:

ŝi ¼ si � e ji3p=8

In 8-PSK, symbols are continuously rotated with 3.p/8 radians per symbol before pulse shaping. The

modulating 8-PSK symbols ŝi, as represented by Dirac pulses, excite a linear pulse shaping filter. This

filter is a linearized GMSK pulse. The impulse response is defined by:

c0ðtÞ ¼
Y3
i¼0

Sðtþ iTÞ; for 0 � t � 5T

0; for any other t value

8><
>:

The modulated RF carrier during the useful part of the burst is therefore:

xðt0Þ ¼
ffiffiffiffiffiffiffi
2Es

T

r
Re yðt0Þ � e jð2pf0t0 þj0Þ

h i

where Es is the energy per modulating symbol, f0 is the center frequency andj0 is a random phase, which

is constant during one burst. Higher protection is required for 8-PSK, because of the threefold increase in

bit rate and the higher number of transition states in the constellation diagram would also result in an

increase in the symbol error rate, and thus the increase in the block error rate (BLER). Table 11.6 shows the

variousMCSused in EDGE.GPRSuses a 1/2 rate convolutional coder and then employs different amounts

of puncturing (removal of bits) to yield a code rate that is appropriate for the channel characteristics.

However, EDGEuses a 1/3 rate convolutional coder and selects a puncturing rate thatwillmaximize the net

throughput. Here, interleaving is performed over four frames.

For MCS-9–MCS-5, 1 symbol contains 3 bits and for MCS-4–MCS-1, 1 symbol contains 1 bit. The

higher layer PDUs are transmitted in the form of RLC/MACdata blocks, which are different in uplink and

downlink directions. The block structures for GPRS and EDGE are different. The blocks are transmitted

over four consecutive radio bursts on four TDMA frames of a given packet data channel (PDCH). A 20ms

EDGE radio block consists of one RLC/MAC header and either one or two RLC data blocks (the second

Table 11.6 EDGE modulation coding schemes (MCS)

Modulation coding

scheme (MCS)

Modulation Max. throughput

(kbps)

Code rate RLC blocks/radio

blocks

Family

MCS1 GMSK 8.8 0.37 1 C

MCS2 GMSK 11.2 0.49 1 B

MCS3 GMSK 14.8 0.53 1 A

MCS4 GMSK 17.6 0.66 1 C

MCS5 8-PSK 22.4 0.76 1 B

MCS6 8-PSK 29.6 0.85 1 A

MCS7 8-PSK 44.8 0.92 2 B

MCS8 8-PSK 54.4 1 2 A

MCS9 8-PSK 59.2 1 2 A
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part is conditional). In order to support the incremental redundancy feature the header is coded and

punctured independently from the data. In GPRS a radio block is interleaved and transmitted over four

bursts; each one must be received correctly in order to decode the entire radio block otherwise it needs to

be retransmitted.

11.13.1.1 Concept of Coding Family

TheMCScoding scheme is divided into four families –A,A0, B, andC.Each of this family consists of a set

of MCS and associated data unit of fixed size as shown in Table 11.7.

Three block sizes are defined for the nine modulation and coding schemes. This is done to facilitate

the re-transmission process. The same MCS (or another MCS from the same family of MCSs) can be

selected for the re-transmission of data. Three RLC block sizes and their corresponding MCSs are

shown in Figure 11.24. MCS3 andMCS6 are shared between family A and A0with data unit sizes of 37
and 34 bytes, respectively. MCS7, MCS8, and MCS9 actually transmit two radio blocks over the four

bursts and the interleaving occurs over two bursts instead of four. This reduces the number of bursts that

must be re-transmitted in errors. When a radio block is sent usingMCS9, it consists of four data units of

size 37 bytes each. However, when this block needs to be re-transmitted, the MCS3 or MCS6 (as they

Table 11.7 Different MCS families and associated data unit

Family MCS belongs to this family Size of each data unit (bytes)

A MCS9, MCS6, MCS3 37

A0 MCS8, MCS6, MCS3 34

B MCS7, MCS5, MCS2 28

C MCS4, MCS1 22

MCS-3

Family A

Family B

Family C

MCS-1

MCS-4

MCS-7

MCS-5

MCS-2

MCS-6

MCS-9

37 octets 37 octets 37 octets 37 octets

28 octets 28 octets

22 octets 22 octets

28 octets 28 octets

Figure 11.24 Relationship of the three RLC block sizes to the EGPRS modulation coding schemes
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are from the same family) can be used. Now if MCS6 is used for the re-transmissions, then two radio

blocks are required in order to transmit four data units. Hence the data rate is reduced here. Whereas, if

MCS3 is used, then four blocks are needed to transfer the data units, for example, a fourfold reduction in

data rate.

As an example, consider the scenario where MCS9 carries two RLC blocks each of 74 bytes in

size. If the signal to interference ratio gets too low or the noise gets too high a transmission error

may occur and a re-transmission will be requested. The 74-bytes blocks may then be re-transmitted

using MCS6 with one block per four GSM physical layer bursts. If additional coding is required, this

can be further segmented into two 37-bytes sub-blocks, and each can be transmitted using MCS3.

The header would indicate that this is a segmented portion of a 74-byte RLC block and not a re-

transmission using 37-byte blocks. Thus, EDGE provides plenty of flexibility for block-by-block

rate adaptation.

11.13.1.2 Incremental Redundancy (IR)

Incremental redundancy (IR), also known as hybrid automatic repeat request (ARQ) type II, is achieved

by puncturing a different set of bits each time a block is re-transmitted, thus gradually decreasing the

effective code rate for every new transmission of the block. The principle involves the re-transmission of

the data block until it is correctly decoded by the receiver. If the receiver fails to decode, it stores the soft

bits at the output of the demodulator. Then these bits are used along with the newly re-transmitted bits to

decode the next. The re-transmission bits are determined by the puncturing scheme used. The problem

with an IR scheme is the memory requirement for storing soft decisions.

11.13.2 Link Adaptation

The dynamic selection of modulation and coding scheme according to the radio link quality is referred to

as link adaptation. The EDGE standard supports a dynamic-selection algorithm that includes:

1. Downlink quality measurement and report.

2. Order for new modulation and coding for the uplink.

Link adaptation, incremental redundancy, and combinations of the two are commonly referred to as link

quality control.

The radio link quality is measured in the downlink by the mobile station and in the uplink by the base

station. Based on this measured radio link quality, the most appropriate coding scheme for the current

prevailing radio channel conditions is determined. Ideally, the MCS can be changed for each radio block

but the practical adaptation rate is usually dependent upon the measurement interval.

11.13.2.1 Measurements for Link Adaptation

The decision for which MCS should be used under different radio channel conditions is determined from

the measurement report. In the case of GPRS, the decision is based on the parameter RXQUAL (0–7). In

EGPRS, a new parameter called the bit error probability (BEP) has been introduced to determine the radio

conditions and hence to decide the coding scheme to be used. The BEP is determined on a burst by burst

basis and this is used to determine two important parameters: CV_BEP and MEAN_BEP. The CV_BEP

indicates the quality from one burst to the other and thus reflects the effect of frequency hopping and the

interleaving loss or gain. It is basically a coefficient of the channel quality. Alternatively, theMEAN_BEP
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indicates theC/I ratio and velocity. It is evaluated by averaging theBEP values calculated on all of the four

bursts of a radio block. The MS measures the GMSK_CV_BEP and GMSK_MEAN_BEP or

8_PSK_MEAN_BEP and 8_PSK_CV_BEP and sends the values for the blocks that have been received

since the last measurement was sent.

The CV_BEP is computed from MEAN_BEP using the following equation:

CV ðBEPÞ ¼ standard deviation of the BEP calculated within a radio block=mean BEP

¼ ffip
1=3

X
i¼1

i ¼ 4 BEPi�meanðBEPÞ2
h i( )

=mean BEP

Themeasured BEP values are mapped to different logical values in themeasurement report. The reported

values of these parameters in the measurement report are mapped from the actual computed mean BEP

and CV BEP values using a predefined table.

11.13.2.2 Adaptation Mechanism

The dynamic change of MCS schemes (in the same family) helps to adapt the data rates according to the

radio channel conditions. For re-transmission a lower data rate is chosen. One example scenario is shown

in Figure 11.25, where an MCS9 data block is re-transmitted using an MCS6 scheme. An MCS9 data

block consists of two RLC data blocks of different BSN values, N1 and N2. When this block is split into

twoMCS6 data blocks, one of these data blocks consists of the first BSNvalueN1 and the other data block

consists of second BSN value N2.

11.13.3 RLC Layer

In EGPRS the RLC/MAC layer and the structure of the RLC data block have beenmodified to support the

introduction of new coding schemes and increased throughputs. Some changes have also been introduced

in the procedures for TBF establishment in the EGPRS mode. RLC tasks include the segmentation and

reassembly of logic link control (LLC) PDUs, LQC (link quality control) and ARQ (automatic repeat

request). It is important to correct radio link errors before these are passed up to higher layers. For error

Figure 11.25 Re-transmission of RLC data block for MCS9
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free reception, the RLC layer uses selective re-transmission to correct errors. This scheme only requires

that erroneous frames to be re-transmitted. The correctly received frames are buffered until the erroneous

frame is received correctly and then all the frames are placed in the correct order and sent to the upper

layer, which is the logical link control (LLC) layer. Block sequence numbers (BSNs) are assigned in order

to complete this reassembly task as well as to detect missing radio blocks.

11.13.3.1 RLC Data Blocks

Asmentioned earlier, the RLC data block consists of one header and is followed by one or two data blocks

based on the MCS scheme (MCS 7, 8, 9 schemes use two data blocks). Both the data and header part are

encoded using different coding schemes but at the same rate. For nine different coding schemes, three

header types are defined: (1) header type-1, defined for MCS7–MCS9; (2) header type-2, defined for

MCS5 and MCS6; and (3) header type-3, defined for MCS1–MCS4. Headers are different for downlink

and uplink. The parameters for downlink header are:

a. Temporary Flow Identifier (TFI) – This is a 5-bit field and spread over octets 1 and 2. This identifies

the TBF to which the data blocks belong.

b. Relative Reserved Block Period (RRBP) – This indicates the position of the uplink radio block on

which the mobile should transmit the message.

c. Block Sequence Number (BSN) – The transferred data blocks are numbered in-sequence which is

known as BSN. For EGPRS this is an 11-bit field. In the case two RLC data blocks carried in the

data block, the BSN of the second block BSN2 is encoded relative to the BSN of the first

block BSN1.

d. EGPRS Supplementary/Polling Bit (E S/P) – This field indicates, whether the RRBP field is valid

or not.

e. Uplink State Flag (USF) – This was discussed earlier, and is used in the dynamic allocation of the

resources to determine which mobile would transmit in the next uplink radio block.

f. Power Reduction (PR) – This indicates the power reduction of the current RLC block.

g. Coding and Puncturing Scheme – This is used to indicate the coding and puncturing scheme used for

the current data block.

h. Split Block Indicator (SPB) – This is used in the case of header type-3. It indicates whether the

particular data block is segmented and re-transmitted using two data blocks.

In the uplink direction, some of the parameters in the uplink header are the same as in the downlink

header. Some other parameters are:

i. Countdown Value (CV) – This parameter allows the network to compute the remaining RLC data

blocks to be transferred in the ongoing data transfer.

j. PFI Indicator (PI) – This indicates the presence or absence of a PFI field.

k. Stall Indicator (SI) – The value “0” indicates the window is not stalled, “1” indicates stalled.

l. Retry (R) – This indicates whether the channel request message is sent once or more than once in the

most recent access request.

m. Resent Block Bit (RSB) – This indicates whether an RLC data block has been transmitted previously

or not.

The channel coding and burst formation for the MCS1–4 schemes in EGPRS are shown in Figure 11.26.

For MCS1–3, first the USF is pre-coded with a block code, and then coded with a convolution code.

However, for MCS4, the USF is pre-coded with block code only. The MS can detect the stealing flag and

decode the USF from the EGPRS data block, because in all the coding schemes the same stealing flag as

the CS4 coding scheme is used. Then 8 bits of the header check sequence (HCS) and 12-bits BCS are

added to the header and data part. This is then encoded with the rate 1/3 convolution code. Both the header
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and the data part are punctured and this results in a data block of size 452 bits. Apart from the 452 bits

(comprising of USF, header, and data), there are 8 þ 4¼ 12 bits stealing flags inserted. Eight stealing

flags indicate the coding scheme used, four other extra stealing flags are spread across the four normal

burst and are kept for future use and presently set to 0. In the case ofMCS7–9, the data blocks contain two

RLC data blocks and the USF is pre-coded with 36 bits. The block check sequence of 8 bits for the header

and 12 bits for each data part are added. The encoding of the data block is done using 1/3 convolution code

and then punctured using different puncturing schemes. The encoded bits are interleaved and transmitted

over the air interface.

As in the GPRS, the CS1 scheme is used to control channels, similarly in EGPRS also the same coding

scheme is used for all signaling procedures.

The RLC layer supports two modes of operation.

Unacknowledged Operation
Unacknowledged operation does not guarantee the arrival of the transmitted RLC blocks and there is

constant delay. The receiver attempts to preserve the length of the data blocks it receives. This is useful for

real time applications such as video.

Acknowledged Operation
The acknowledged operation guarantees the arrival of the transmitted RLC blocks. Selective re-

transmission is used to re-transmit erroneous data blocks. For each RLC peer-to-peer entity there is a

transmit and receivewindow size established that allows a limited number of blocks to be transmitted prior

to receiving an acknowledgement. Thewindow size for EDGE is set according to the number of time slots

allocated in the direction of the TBF and ranges from 64 to 192 for single time slot operation or from 64 to

1024 for 8-time slot operation. In GPRS the window size is set at 64.
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Figure 11.26 Channel coding for MCS1-4 data blocks
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11.13.4 Data Transfer

Once the PDP context activation has been completed, the data session may begin. Communication

between the SGSN and theGGSN is achieved through the use of tunneling. This is the process of adding

a header to the existing packet, so that it can be routed through the backbone network. When the packet

reaches the far side of theGPRS network, the additional header is discarded and the packet continues on

its route based on the original header. The use of tunneling helps solve the problem of mobility for the

packet networks and eliminates the complex task of protocol interworking. The GPRS system employs

tunneling when sending packets from the mobile station to fixed nodes and also when sending from

fixed nodes to mobile stations. This is a distinction from mobile IP, which only uses tunneling in the

second case.

11.13.5 Medium Access Control (MAC)

The MAC controls channel access, resource allocation, resource management, and thus enables fixed

or multiplexed use of multiple time slots (TS). The MAC layer provides the capability for multiple

mobile stations to share the same transmission medium through the use of contention resolution and

scheduling procedures. A reservation protocol based on the Slotted Aloha protocol is used for

contention resolution among several mobile stations. The MAC layer uses three modes to control the

transfer of data in the uplink. The initial mode is specified when the temporary block flow (TBF) is

established. The MAC layer assigns temporary block flows (TBFs) for data and signaling transfer

between the MS and the network. The TBF is used by each entity to communicate LLC PDUs on the

packet data physical channels (PDCH) between the RLC entities on each side of the communication

link, as discussed earlier. In general the MAC functionality is similar to that of GPRS. The EGPRS

packet channel request message has been defined for initiating the EGPRS data transfer. This is sent on

RACH or PRACH. MS specifies its EGPRS capabilities during this message indicating two training

sequences. These training sequences are defined in addition to the existing ones. One training

sequence indicates that the MS is EGPRS capable and supports 8-PSK in both uplink and downlink

directions, while the second training sequence indicates MS is EGPRS capable but supports 8-PSK

only in downlink. As for GPRS, if a TBF has to be established in an RLC acknowledged mode, the two

phase access procedure is mandatory. For a two phase access procedure, the RLC mode is the

acknowledged mode by default.

11.13.6 Impact of EDGE Support on Air Interface and Equipments

The support of EDGE has a direct influence on the design of base stations as well as mobile terminals.

New terminals and base station transceivers must be developed that can transmit and receive

EDGE-modulated information.

11.13.6.1 Mobile Stations

GSMmobile stations must be designed with the appropriate protocol layers for them to support GPRS

and EDGE. They must also be modified to operate on shared traffic channels and the coding schemes

must be added. If the MS is EDGE-capable this means it must also implement a new modulation

scheme (8-PSK). 8-PSK is a linear modulation type and requires a linear power amplifier. This is

especially true for high-output power equipment. Indeed, the designer’s challenge is to build a cost-

effective transmitter while fulfilling the GSM spectrum mask. EDGE transceiver performance must be

acceptable in terms of both transmit spectrum and heat dissipation. Compared with GMSK, the

382 Mobile Handset Design



average power decrease (APD) in for 8-PSK could be between 2 and 5 dB. The design of a good sub-

optimum equalizer for 8-PSK will be slightly more complex than that of a standard GSM equalizer.

The increased bit rate (compared with standard GPRS) also reduces robustness in terms of time

dispersion and mobile-terminal velocity.

Today, the GSM standard includes several classes of mobile terminals, ranging from single-slot

devices with low complexity to eight-slot devices with high bit rates. EDGE technology has introduced

several new classes, with different combinations of modulation and multi-slot capabilities, such

as MCS 45 with a maximum number of Rx¼ 6 and Tx¼ 6 with sum¼ 7. There are three classes of

mobile stations:

. Class A: Allows for simultaneous use of GPRS/EDGE and other GSM services (such as voice).

. Class B: Alternate use of GPRS/EDGE or GSM services is possible. Only one can be used at a time but

it is possible to toggle back and forth.
. Class C: Designed for GPRS/EDGE only. This class provides no voice service.

The EDGE capable MS is divided into two categories: type-1, which supports both GMSK and 8-PSK

modulation schemes in downlink and onlyGMSK in the uplink direction, whereas the type-2MS supports

both GMSK and 8-PSK in both uplink and downlink directions.

EDGEevolution continues inRelease 7 and 8 of the 3GPP standard for providing doubled performance,

for example, to complement high-speed packet access (HSPA).

11.13.6.2 Impact on GSM Network Architecture

The introduction of EDGE has very limited impact on the core network, and because the GPRS nodes,

SGSNs, and gatewayGPRS support nodes (GGSN) aremore or less independent of user data rates, no new

hardware is required. However, the BTS should support the transmission and reception of a new

modulation (8-PSK) and coding scheme. An apparent bottleneck is the Abis interface, which currently

supports up to a 16 kbps per traffic channel and time slot. With EDGE, the bit rate per traffic channel

will approach or exceed 64 kbps, which makes it necessary to allocate multiple Abis slots to each

traffic channel.

11.14 Latest Advancements in GERAN (GSM/GPRS/EDGE
Radio Access Network) Standard

11.14.1 EDGE Evolution

The standardization for EDGE (enhanced data rates for global evolution) was finalized by the 3GPP in

year 2000. Since then EDGE has achieved market maturity in terms of networks, terminals and business

models. Today it offers user bit-rates of around 250 kbps, with end-to-end latency of less than 150ms.

EGPRS2 is a term introduced in GERAN 3GPP Release 7, which specifies a two-level support – level A

always refers to the use of the legacy symbol rate (270 833 ksymb/s), whereas level B always refers to the

use of the increased symbol rate (325 ksymb/s). LevelBwill have amore significant impact on the existing

network deployments.

EGPRS2 Coding and Modulation: For downlink 16 additional modulation and coding schemes

(DAS-5–DAS-12 for 2A and DBS-5–DBS-12 for 2B) and for uplink 13 additional modulation and

coding schemes (UAS-7–UAS-11 for 2A and UBS-5–UBS-12 for 2B) are defined for EGPRS2

packet data traffic channels. The Turbo coding is used in downlink only and the scheme of the Turbo
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Coder is a Parallel Concatenated Convolutional Code (PCCC) with two 8-state constituent encoders

and one Turbo code internal interleaver. The coding rate of the Turbo Coder is 1/3. Based on MS

feedback, the coding and modulation scheme is adapted to current propagation and signal-to-noise/

interference conditions.

Latency Reduction: The latency is reduced by introduction of a reduced transmission time interval

(RTTI) and additional protocol enhancements. The blocks are currently transmitted over four consecutive

bursts on one time slot using a TTI of 20ms, whereas in RTTI, it is reduced to 10 ms. In a reduced TTI

configuration, a radio block consisting of four bursts is sent using two PDCHs, that is, a PDCH-pair, in

each of two consecutive TDMA frames. In a reduced TTI configuration, the time to transmit a radio block

is half of a basic radio block period.

Dual Carriers: The introduction of dual carriers doubles the available bandwidth (to 400 kHz) as well

as the practical peak bit-rate. Now, this is part of the 2B standard only, and it allows the two downlink

carriers to be used simultaneously for one channel. Using dual carriers and five time slots on each carrier

provides bit-rates of almost 600 kbps, with no other changes to EDGE.

Dual-Antenna Terminals: By combining signals from the two antennas (mobile station receive

diversity, MSRD), a large proportion of the interference can be cancelled out (dual-antenna interference

cancellation, DAIC) significantly, improving the average bit-rates and spectrum efficiency. SAIC is a part

of the DARP Phase-I requirement, whereas MSRD is a part of DARP Phase-II requirement.

11.14.2 Voice Services Over Adaptive Multi-User
Orthogonal Subchannels (VAMOS)

Today, the GSM network is the most successful commercial cellular mobile communication system

havingmore than 3.0 billion subscribers all over theworld. It is still growing continuously, because of the

growing demand for mobile voice services in emerging markets, especially in China and India, where the

subscriber density is very high.As day by day thevoice service cost is getting cheaper and new subscribers

are registering for the service, this is why most of operators are now facing a real challenge to support so

many simultaneous voice calls using limited radio resource.

In the GSM system, the total available physical radio channels in both the directions are: 124 � 8¼ 992.

Out of these total available frequency carriers, some are used as broadcast frequencies. Thus these usages

of physical radio channels limits the number of available traffic channels. During the initial rollout of

GSM networks, the main concern was to ensure sufficient coverage at a reasonable cost. Even though

coverage is still important, now many networks are limited by the number of users they can serve

simultaneously with a sufficient quality. As the capacity of the wireless network increases, the network

operators and vendors are challenged to find various creative ways to increase the capacity using the

limited spectrum and resources of the network.

One option to accommodate an increased number of users is to introduce smaller cells and a tighter

frequency re-use to increase the number of physical channels over a geographical area. However, this

approach also leads to higher interference levels and today the capacity ofmanynetworks is in fact limited

by interference. Smaller cells lead to an increase in the physical channels per user ratio (also lesser

transmit power), but as in this case, cells will be closely spaced (more frequency re-use factor), so this will

create more co-channel interference. Also, the solution to this situation is the use of the single antenna

interference cancellation (SAIC) technique, which is discussed in Chapter 3. Another innovative option is

to use the same radio physical channel (frequency, time slot) for multiple users without sacrificing the

service quality. The multi-user re-using-one-slot (MUROS) technique originates a new idea to enhance

the capacity of both voice and data service.

In MUROS, we create an orthogonal subchannel (OSC), where two users use one time slot with

the same ARFCN. The initial idea was proposed by NSN under the name of OSC. It was termed
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MUROS when it became a study item (SI) by 3GPP. Later, MUROS became a 3GPP work item (WI)

at GERAN#40 and denoted voice services over adaptive multi-user orthogonal subchannels

(VAMOS), which will be incorporated into 3GPP GERAN Release 9, scheduled for December

2009. An important motivation for MUROS is that it can take advantage of the widely available

DARP Phase I capable MS, that is handsets supporting single antenna interference cancellation

(SAIC) technology.

Basic Principle: As discussed earlier, DARP was specified to provide improved reception on the

mobile station side, when there is co-channel or adjacent channel interference. However, when the

downlink signal quality is good, then there is little benefit from DARP. This fact was exploited when

the idea of MUROS was conceived, where we intentionally created the co-channel interference

scenario in the system by assigning the same physical channel (fTS) to two different mobile stations, as

we know that the DARP receiver is capable of interference cancellation. Therefore, in the downlink the

network can assign the same physical resources (for example, the same frequency and time-slot

combination) to two different mobile stations, but allocates them different training sequence codes

(TSC) for channel estimation. As the frequencies of both mobiles are the same, so both these signals

will be passed transparently via the RF filter circuits of both receivers, and as these are placed at

the same time slot then their energy is just mixed with each other in the channel (own signal with the

co-TCH user). This can be treated as a synchronous co-channel interference scenario. Now, each

mobile’s digital receiver has to use an interference cancellation technique to reject the other user’s

signal energy from the received signal before decoding. On the uplink each mobile station would use a

different training sequence code. The network can use techniques such as joint detection to separate

the two users on the uplink.

Introduction of New Training Sequence: The FCCH channel uses FB, SCH uses SB, and RACCH

uses AB, and other logical channels, including TCH, use NB. Presently eight different types of TSCs are

defined to be used inside NB in the GSM system. Out of these eight, each training sequence code (TSC) is

assigned to a cell, and all the adjacent cells must be assigned with different TSCs. The cell BTS number

and used TSC are inter-linked and mapped accordingly. The MUROS concept introduces eight (or more)

new TSCs (Figure 11.27) in order that each cell can be assigned two or evenmore TSCswithout changing

the current frequency planning. Each BSS uses the TSCs to pack two or even more users onto one slot.
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Figure 11.27 Illustration of cross correlation properties between existing training sequences (solid line)

and between new and existing training sequences (gray line)
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A BTS is assigned two TSCs, one legacy TSC and one new TSC. These must be low cross-correlated so

that receivers can differentiate their own signal fromMUROS partners in the same slot, with interference

cancelling (IC) technology, such as space–time interference rejection combining (STIRC), successive

interference cancellation (SIC) or joint detection (JD) in uplink, or single antenna interference

cancellation (SAIC) in downlink.

A number of candidate techniques using a new set of training sequences were proposed for

speech capacity enhancement under the MUROS study item. In total seven different sets of new training

sequences were proposed by Ericsson, Nokia,Motorola, ChinaMobile, RIM, andHuawai. The set of new

training sequences dedicated to the second subchannel are paired with current training sequences for the

lowest cross-correlation with optimal autocorrelation and are listed in Table 11.8.

Different Options for VAMOSSupport: Four candidate techniques are proposed for VAMOS, but it is

assumed that VAMOS will be based on one of the three candidate proposals: OSC, alpha-QPSK or Co-

TCH. However, from a terminal point of view the VAMOS signals from these three candidate techniques

look similar. Three different types of MUROS modulation schemes for DL signals and their spectrums

have been analyzed and these are: (1) linear sum of two GMSK signals (90� phase separation), (2) QPSK
with linearGaussianfilter, and (3)QPSKwithRRC (roll-off 0.3) filter. TheQPSKwithRRCfilter (roll-off

0.3) spectrum is 10 dBhigher than theGMSKspectrumbetween 140 and 200 kHz. The linear combination

of twoGMSK signals has the same spectrum (curve overlapping) as normalGMSKsignals, as expected. It

is within the specification defined GMSK mask for the useful part of the burst. QPSK with a linear

Gaussian filter (8PSK pulse shaping) is similar to GMSK. Based on these observations, it is proposed that

two GMSK linear combinations and QPSK with a linear Gaussian filter should be the candidates for a

MUROS DL modulation scheme.

VAMOS Support for Different Logical Channels: VAMOS allows multiplexing of two users

simultaneously on the same radio resource in the CS domain both in downlink and in uplink, using

the same time-slot number, ARFCN, and TDMA frame number. The logical channels used for VAMOS

are TCH/FS, TCH/HS, TCH/EFS, TCH/AFS, TCH/AHS, TCH/WFS and the corresponding types of

associated control channels (FACCH and SACCH).

11.14.2.1 Impact on Various Entities in the GSM System

In theory, MUROS can double the voice capacity (or evenmore) with negligible impact to the handsets or

to the networks. The co-TCH concept requires that one of the two mobile stations must support DARP

Table 11.8 Set of new training sequences (TSCs) paired with current ones

Training sequence code Training sequence bits

0 0 0 1 0 1 1 0 1 1 1 0 1 1 1 0 1 0 0 0 1 1 1 1 0 1 1

1 0 0 0 1 0 0 0 1 1 1 1 0 1 0 0 1 0 0 1 0 0 0 1 0 0 0

2 0 1 1 1 0 1 0 0 1 0 0 0 0 1 0 0 0 1 0 0 0 1 1 1 1 0

3 0 1 0 0 0 1 0 0 0 1 1 1 0 0 0 0 1 0 1 1 0 1 1 1 0 1

4 0 1 0 0 0 1 0 1 1 0 0 0 0 1 0 1 1 0 0 0 1 0 0 0 0 0

5 0 1 0 1 1 1 1 1 0 0 1 0 0 1 1 1 0 0 1 0 1 0 0 0 0 0

6 0 1 1 1 0 1 1 1 1 0 0 1 0 1 1 1 1 0 0 1 0 0 0 1 0 1

7 0 0 1 0 1 0 1 1 0 0 1 1 1 1 1 1 0 0 1 1 1 1 0 1 0 1
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Phase-I. It is not necessary for the two mobiles to support the new training sequence codes provided the

network assigns a different TSC to each of the two mobile stations and these two training sequence codes

are not used by neighbouring cells, which use the same frequency (ARFCN).

Impact on Mobile Station
Support of Legacy Mobile Stations: No implementation impacts are required for legacy MS types. The

first priority is supporting the legacy DARP Phase-I capable terminals, whilst the second priority is given

to supporting the legacy GMSK terminals not supporting DARP Phase-I capability.

Implementation Impacts for New Mobile Stations: For new mobiles it is desirable to support the

new TSC set in addition to the existing TSC set so that network has more flexibility in selecting the

TSCs. In order to support the use of this new TSC set, radio resource signalling changes would

be required. There would be a very minimum impact on MUROS supported MS hardware. Also,

the additional complexity in terms of processing power and memory should be kept as minimum

as possible.

MSSupport Levels for VAMOS: A terminal supporting VAMOS supports a new set of GSMTSC and

may be based on either DARP Phase-I or an advanced receiver architecture. Hence two different terminal

support levels will be specified for VAMOS aware terminals.

. Level 1: These terminals are basically DARP Phase-I terminals updated to support the new VAMOS

TSC set. One major difference between the old SAIC receiver and the Vamos Level-1 receiver is that 8

new training sequences are introduced.
. Level 2: These terminals should have a more advanced RX, fulfilling some tightened 3GPP perfor-

mance requirements. VAMOS aware terminals will have to indicate their support level to the network in

order for the network to exploit the capacity to the highest extent.

Impacts on BSS (BTS and BSC)
The introduction of the candidate techniques proposed under MUROS should change BSS hardware

as little as possible and HW upgrades to the BSS should be avoided. For MUROS operation each

BTS should have two TSCs. During the channel assignment it should use these TSCs and support the

QPSK modulation. When both OSCs are activated, the baseband modulator can take both streams of

binary data with two different TSCs applied to the corresponding payload streams, and modulate

them in such a way that it satisfies GMSK as defined in the specification, and they are effectively the

linear sum of the two independent burst signals that can be well received by legacy mobile stations.

In addition, the receiver needs to be able to decode the two GMSK modulated signals that

are separated by a TSC. There are a number of BTS receiver techniques that can be employed

to provide adequate performance on the uplink, such as duel antenna, joint detection. Abis

bandwidth should now be doubled, so that it can carry twice as much as the voice data could

before MUROS deployment.

Impact on Radio Resource Management: Radio resource management (RRM) is considered the

most vital component in voice capacity enhancement. RRM has to do the following. (1) Determine

the most appropriate users to pair together. This may involve the power requirements of each user; the

rate of power change, or signal quality. (2) Power control is crucial to providingmaximumbenefit from

the MUROS mode of operation. Power control can allow users with varying channel conditions to be

kept in the MUORS mode for longer. Fast power control (that is, enhanced power control) can be

valuable for the MUROS mode operation. (3) Determine the most appropriate point to un-pair users.
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This has to be a balance between maintaining call quality and spectral efficiency. In order to support

pairing and un-paring of users BSS can use existing procedures tomove users from one TCH to another

(that is, intra-cell handover command or assignment command). It is down to the BSS implementation

that is used.

Impact on Network Planning
The impacts on network planning and frequency re-use areminimized. Impacts to legacyMS interfered on

downlink by theMUROS candidate technique should be avoided in case of usage of awider transmit pulse

shape on downlink.

Network capacity gain ¼ capacity ðwith MUROSÞ
capacity ðwithout MUROSÞ

Impacts on the Specification: The impact on specifications is shown in Table 11.9.

11.14.2.2 MUROS Basic Operations at the Network and MS Side

Now, in a MUROS supported scenario, when the network assigns a channel to the MS, that time tries

to pair up two MSs. Of these two MSs, one should be a VAMOS supported phone and the other one

may be a VAMOS supported phone or any legacy DARP supported phone. During the RRC signaling,

the MS provides the information about its VAMOS support capability. During the channel assign-

ment, the network will assign the same ARFCN and TS to both the MSs, but to the VAMOS supported

MS, it will assign TSC_n1 from the new set and to the old legacy MS it will assign TSC_o1. TSC_n1

and TSC_o1 have minimum cross-correlation properties. This means the first sub-channel can use an

existing TSC and the second sub-channel should use the corresponding new one for both downlink

and uplink.

The MUROS supported transmission and reception scenario is shown in Figure 11.28.

BTS Transmission: The data from user-1 and -2 are channel encoded (and ciphered individually

using A5/1 or A5/3) and then bursts are formed using TSC_n1 and TSC_o1, respectively. Then it is

QPSK modulated.

Table 11.9 Impact on specification with co-TCH

3GPP specification Impact

TS 44.018 – RR

signaling

Signaling changes to support new TSC for use with CS connections

TS 24.008 Signaling changes for MS to indicate support for new TSC set

TS 45.002 Defines new TSC set

TS 45.004 Defines new modulation scheme for downlink

TS 45.005 Defines performance requirements for MUROS type modulation

TS 51.010 Defines new performance and signaling tests cases for MUROS capable

mobiles
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Modulation: Two modulation schemes (GMSK and 8PSK) are supported by the GSM/EDGE

system. To introduce an OSC solution in downlink, four points on the 8PSK constellation (Table 11.10)

are selected by a BTS transmitter to form the QPSK constellation. The pair symbols fromMUROS are

mapped, respectively, onto the I- and Q-channels of the QPSK constellation. The first subchannel

(OSC-0) is mapped to MSB and the second subchannel (OSC-1) is mapped to the LSB as shown

in Figure 11.29.

Support for legacy GMSK MSs can be provided with a modified QPSK modulation. A parameter

0� a�H2 is chosen to create a quaternary constellation. The constellation is termed an a-QPSK
constellation. The extreme values a¼ 0 and a¼H2 yield BPSK constellations, while for a¼ 1 an

ordinary QPSK constellation is obtained. As a changes, the power in the I-channel is changed by 10

log10(a
2) dB, relative to the power of the I-channel when using ordinaryQPSK. Similarly, the power in the

Q-branch is changed by 10 log10(2� a2) dB relative to the power of the Q-branch for ordinaryQPSK. The

cross power ratio w, between the I- and Q-branches, is determined through a as:

w ¼ 10 log10
a2

2�a2
� �

Figure 11.28 Transmission and reception by MS and BTS in MUROS supported scenario
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It is expected that legacyGMSKmobiles will be able to demodulate one of the subchannels, provided a is
chosen such that |w| is large enough. Note that the energy in an a-QPSK constellation is always 1,

independent of a. To determine the symbol constellation, that is a, the modulator may receive feedback

from the MSs. For example, a may depend upon the reported RXQUAL, or upon the capabilities of the

MSs, for example, legacy/legacy SAIC/a-QPSK aware. When an additional rotation is introduced for the

a-QPSK modulation, the MS needs to detect it blindly.

A symbol rotation of p/2 can provide subchannels to imitate GMSK. Alternatively, the QPSK signal

constellation can be designed so that it appears the same as a legacy GMSKmodulated symbol sequence

on at least one subchannel, for example, it is legacy compliant. The symbol rotation of p/2 used in

downlink allowsmultiplexingwith legacy handsets and alos enables GMSK to be used in the case of DTX

and FACCH/SACCH signaling. Different TX pulse shapes may be used in uplink, as proposed for

downlink. Whilst the re-use of the GMSK pulse shape is proposed for the initial OSC concept,

investigations on an optimized TX pulse in uplink are FFS.

Power Control in Co-TCHMUROS Operation: In the MUROS mode the power given to each user

is based on their need, provided that the power difference is within a suitable range (that is, 10 dB) to

(n.a.)

(n.a.)(n.a.)

(n.a.)

(1,1)

Q

I

(0,1)

(OSC0, OSC1)–

(Si)

(1,0)(0,0)

Figure 11.29 QPSK mapping on 8PSK constellation

Table 11.10 QPSK symbol mapping on 8PSK constellation

Original Gray mapped

8PSK modulating

bits d3i, d3iþ 1, d3iþ 2

Mapping of bits for orthogonal

subchannels to 8PSK symbols

OSC0, OSC1

Symbol parameter l

for rule si¼ e j2pl/8

(1,1,1) - 0

(0,1,1) (1,1) 1

(0,1,0) - 2

(0,0,0) (0,1) 3

(0,0,1) - 4

(1,0,1) (0,0) 5

(1,0,0) - 6

(1,1,0) (1,0) 7
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provide sufficient signal quality for reliable reception by each mobile. From the path loss of each of

the two co-TCH mobiles, the required power level P1 for user 1 and P2 for user 2 are derived. Both

P1 and P2 are linear quantities. Using P1 and P2, obtain the I-Q amplitude ratio of the two users

as follows:

R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2=P1

p
ðP1 > 0; P2 > 0Þ

Determine the digital gains for each of the two co-TCHmobiles: for user 1,G1¼ cos(a), and for user 2,
G2¼ sin (a), where a¼ arc tan(R) and a2[0, p/2].
MS Receiver: Generally, single antenna interference cancellation (SAIC) is used in the receiver.

As discussed earlier, the legacy MS should support DARP and will cancel the interference using SAIC

algorithm without any change to the existing system. However, the VAMOS supported receiver

requires some changes in the receiver architecture to support QPSK de-modulation and new TSCs.

Assume that tk and ck are two TSCs of the two MUROS subchannels. The two sequences are in-phase

with the corresponding binary subchannel symbols. The discrete signal of the TSC part at the receiver

side is:

rk ¼
X
l

hltk�l þ j
X
l

hlck�1þ nk

Correlation is the general operation at the receiver side for channel estimation. The correlation of

received rk with TSC tk yields:

X
m

t*mrkþm ¼
X
m

���tm
���2hk þX

l 6¼0
hk�1

X
m

t*mtmþ l þ j
X
l

hk�1
X
m

t*mcmþ l þ
X
m

t*mnkþm

The first item on the right-hand side is the desired channel response. The second item relates the

autocorrelation of TSC tkwith delay. The third item of is related to the cross-correlation between the two

subchannel TSCs. Usually good TSC will ensure the second and third items to be zero.

The VAMOS receiver chain co-exists with the existing DARP receiver chain. In the VAMOS

receiver chain, first the received samples are de-rotated by –p/2 radian per symbol, which is identical

with the GMSK signal complex input signal rotation. Then the TSC part is passed through the a-
QPSK detector, and VAMOS constellation points for calculation of the complex valued a-QPSK
constellation points that correspond to the VAMOS training sequence symbols for a particular a-
value. Each training sequence symbol is identified by a bit pair b1b0 where b1 is the bit from the

desired user training sequence and b0 is the bit from the orthogonal user training sequence (both bits

2 {0, 1}). This module should be made general, so that both the desired user training sequence and

the orthogonal user training sequence can be any of the legacy GMSK training sequences and any of

the new training sequences for VAMOS. Next, burst timing (using maximum energy) is performed

and enhanced channel estimation is done to find out the channel taps. The rotated and frequency

corrected whole burst and the channel taps are passed to the equalizer unit for equalization. The

softbits of user 1 and user 2 are generated and then the noise variance scaled user 1 softbits are

passed for decoding.

MS Transmitter: Modulation (that is, GMSK) and burst structure (normal burst) are the same as for

legacy traffic channels. EachMS uses GMSKmodulation for burst transmission. Inside the normal burst,
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the legacyMS uses the old TSC, whereas the VAMOS supportedMS uses the newTSC, which is assigned

by the network during the RRC signaling.

BTS Receiver: For compatibility reason, ULOSC allowsMS to use a normal GMSK transmitter with

good cross-correlation properties. IC technology is necessary at a BTS receiver to detect signals of the

MUROS pair simultaneously (Figure 11.30). It is assumed that BTS uses, for example, an STIRC or SIC

receiver to receive orthogonal subchannels used by different MSs. A BTS receiver may use, for example,

successive interference cancellation (SIC) or joint detection (JD) to receive signals from two mobiles on

simultaneous subchannels with individual propagation paths. Thus, the uplink scheme can be seen as a

2� 2multi-userMIMO,where different propagation paths from twousers provide the basis to fully utilize

the degree of freedom of two receive antennas in a typical BTS.

SIC is a process of multi-user detection (MUD), when the SIC receiver detects signals of several users,

it will demodulate them in decreasing order of signal power. The strongest signal is detected and

demodulated first, and then removed from the mixed signals, then it is the second strongest signal, and so

on. The detection algorithms for SIC receiver are zero forcing (ZF), minimum mean square error

(MMSE), and so on. TheMMSEmethod could be adopted by the BTS receiver with two or more receive

antennas. Let x be the transmitting signal, and x̂ be the estimated signal, and r be the received signal, the
criterion of the MMSE algorithm is illustrated as follows:

minðe2Þ ¼ minfE½kx� x̂ k2	g ¼ minfE½kx�W � rk2	g

where e2 is the mean square value and W is the weighted matrix.

MUROS should be considered as the potential feature for future GERAN evolution capacity

improvement, due to its ability to double the capacity of GSM/EDGE networks without degrading the

speech quality very much. In particular, a voice quality better than for GSM HR should be ensured.

Further Reading

3GPP TS 45.002. GPRS Logical Channels and Mapping to Physical Channels. ETSI TC-SMG, Sophia-Antipolis

Cedex.

3GPP TS 45.003. Specifies the Channel-Coding Rules for Different Logical Channels. ETSI TC-SMG, Sophia-

Antipolis Cedex.
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Figure 11.30 BTS receiver processing
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12

UMTS System (3G) Overview

12.1 Introduction

Second generation (2G) mobile communication systems have several limitations including network

capacity and data rate. To satisfy the increasing demand for higher data rate, tighter data security, larger

network capacity and support of various multimedia applications, the International Telecommunication

Union (ITU) has defined a set of requirements, which specify what is needed from the next generation

(3G)mobile systems. Emphasis was given to the following points: (a) high data rate, greater than 2Mbps,

(b) simultaneous support of voice and data capability, (c) high speech quality, (d) channel switching and

packet switching transfer, (e) symmetrical and asymmetrical data transfer (IP-services), (f) low round-

trip packet delay (below 200ms), (g) seamless mobility for voice as well as for packet data applications,

(h) high spectrum efficiency, and (i) inter-working with the existing networks (GSM/GPRS). To satisfy

these requirements, 15 different proposals came up worldwide, out of these ten were related to the

terrestrial segment; the other five were for satellite systems. These system proposals were tested and

evaluated by the ITU and finally six different systems were incorporated into the International Mobile

Telecommunications at 2000MHz (IMT-2000) family.

For the terrestrial segment, these proposals can be divided roughly into four categories.

1. W-CDMA Systems: These include the frequency division duplex (FDD) components of the UMTS

standard in Europe and Japan, along with the CDMA2000 in the USA.

2. TD-CDMASystems: This group contains the time division duplex (TDD) components of UMTS and

the Chinese TD-SCDMA, which has now also been integrated into the UMTS-TDD mode.

3. TDMA Systems: As a further development of IS-136 and GSM, the UWC-136 system has been

incorporated into the IMT-2000 family. EDGE is also a member of IMT-2000 family through the

UWC-136 path and uses the GSM frequency spectrum.

4. FDTDMA Systems: The further development of the European cordless telephone standard

digital enhanced cordless telecommunications (DECT) has also been adopted for applications

with low mobility.

There have been several competing proposals for a global 3G standard from a large number of

organizations, each pursuing their own goals and interests, and who are involved in the ongoing

standardization of the 3G system. Consequently, the standardization job is rather complex and can

sometimes also be influenced by political processes, in which technical decisions are made in an

environment full of varied and contradictory interests.
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Based on the parameters defined by the ITU, the Third Generation Partnership Project (3GPP)

is currently standardizing the Universal Mobile Telecommunication Systems (UMTS) system. Rel’99

was the last release specified by ETSI SMG in summer 2000, after that it wasmoved to 3GPP. The Third

Generation Partnership Project 2 (3GPP2) has taken over similar tasks for the Code Division Multiple

Access 2000 (CDMA2000) evolution. Direct members of the 3GPP include the standardization bodies

of the different regions, such as the European Telecommunications Standards Institute (ETSI)

(Europe), the Association of Radio Industries and Businesses (ARIB) (Japan), Tl (USA), the

Telecommunication Technology Association (TTA) (Korea), the Chinese Wireless Telecommunica-

tions Standards (CWTS) (China), and the Telecommunication Technology Committee (TTC) (Japan).

UMTS is European concept and is a part of the International Telecommunication Union’s “IMT-2000”

vision of a global family of third generationmobile communication. UMTShas the support ofmanymajor

telecommunications operators and manufacturers, as it represents a unique opportunity to create a mass

market for highly personalized and user-friendly mobile access to the information society. The aim is to

bring mobile networks significantly closer to the capabilities of fixed networks, providing mobile users

with full interactive multimedia capabilities at data rates up to 2Mbps (in-door environment), in

conventional voice, fax, and data services. Hence, the improvements in coding and data compression

technology will provide better speech quality and more reliable data transmission with improved quality

of service.

UMTS was conceived as a global system, comprising of both terrestrial and global satellite

components. Today, GSM is very popular and is used by over 1 billion customers worldwide. Thus,

it was realized that although 3G/UMTS offers much more bandwidth and a wide range of complex

applications with a more secure environment,it still can not wipe out the 2G systems from the market

overnight. This is why both GSM and 3G/UMTS mobile technologies will co-exit and that there are

demands for a multimode environment and multimode handset, which can be switched either to GSM or

UMTS mode dynamically. Similarly, from the network point of view, operators have spent plenty of

money and deployed the GSM network, so they want the GSM network to co-exist with the new network,

so that they can do business using this old network also. This is why the UMTS network architecture is

built on top of the existing GSM network. The GSMmultimode terminals that are able to operate via 2G

systems will also further extend the reach of many UMTS services. UMTS will also allow a subscriber to

roam among different networks, from a 3G network to a 2G network and then to a satellite one, with

seamless transfer.

12.2 Evolution of the 3G Network

The 3G frequency licenses have already been assigned in most of the European countries and many

operators are currently involved in building the networks. In some countries, the licenses were issued by

means of an auction. As with GSM, UMTS standardization and deployment is also taking place in several

stages. For a first stage, Release 99 (R99) is based on the first systems deployed in Japan and Europe,

which does not include the availability of all options eventually planned for UMTS.

3G introduces a new radio access network –UMTSRadioAccess Network (UTRAN). UTRANmainly

uses WCDMA as the radio access technology. In early UMTS networks, the UTRAN is attached to the

existing GSM core network via a new interface, called Iu. Some new components at the transmission–-

reception front-end side of the network are added into the existing GSMnetworks, which are discussed in

the next section.

To reach global acceptance, 3GPP is introducing UMTS in several phases; 3GPP standards are

structured as Releases.

3GPP Release 99 – For this phase most of the specifications were frozen in March of 2000. It laid the

foundations for high-speed traffic transfer in both circuit switched and packet switchedmodes by defining

enhancements and transitions for existing GSM networks and specifying the development of new radio

access network.
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3GPP Release 4 – Most of the core technical specifications were frozen in March 2001. It is a minor

releasewith the evolutions includingUTRAN access with QoS enhancement, CS domain evolution along

with introducing the MSC server and MGWs (Media Gateway) based on IP protocols, enhancements

in LCS, MMS, MExE, and so on. With these modifications, the basic architecture of a 3G network

(3GPP R4) is as shown in Figure 12.1a.

3GPP Release 5 – Most of the specifications and technical reports for this phase were frozen in June

2002. This was a major release aiming to utilize IP networking as much as possible. IP and the overlying

protocols is used in both networks control and user data flows, that is, they implement an “All IP” network,

but the IP-based network should still support circuit switched networks. The main features of this release

include the introduction of IMS, enhancement in WCDMA, MMS, and LCS. In 3GPP R4/R5, GSM/

EDGE radio access network (GERAN) is specified as an alternative for radio access to build a UMTS

mobile network.

3GPP Release 6 – For this phase most of the specifications were defined by June 2003. In this release,

numerous enhancements and improvements in IMS, MBMS, MMS, QoS, and GERAN are specified.
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Figure 12.1 (a) 3G network (Release 4). (b) Evolution of 3GPP radio access networks

UMTS System (3G) Overview 397



Also, many new services such as digital rights management, speech recognition and speech enabled

services, and priority service are specified. Japan launched the world’s first commercial WCDMA

network in 2001. Nokia and AT&TWireless completed the first live 3G EDGE call on 1 November 2001.

Telenor launched the first commercial UMTS network in Norway in 1 December 2001. On 20 February

2002,Nokia andOmnitalVodafonemade the first rich call in an end-to-end all IPmobile network. In 2002,

many of the main UMTS vendors announced their progresses in the battle of pushing their 3G networks

and technologies forwards.

Several releases have already appeared and some are also in pipeline, these are tabulated in

the Table 12.1.

Recently,workon theEvolvedUniversalTerrestrialRadioAccessNetwork (EUTRAN), alsoknownas long

term evolution (LTE), has been initiated in 3GPP (Figure 12.1b). The objective of EUTRAN is to develop a

framework for the evolution of the 3GPP radio-access technology towards a wider bandwidth, lower latency

and packet-optimized radio-access technology with a peak data rate capability of up to 100Mbps.

Table 12.1 Summary of 3GPP release information

Version Release time Information

Release 98 1998 This release and the earlier releases specify

pre-3G GSM networks.

Release 99 2000 Q1 Specified the first UMTS 3G networks, with WCDMA

air interface.

Release 4 2001 Q2 Originally called Release 2000 – added features

including an all-IP core network.

Release 5 2002 Q1 Introduced IP multimedia system (IMS) and high-speed

downlink packet access (HSDPA).

Release 6 2004 Q4 Inter-operability with wireless LAN networks and

adds HSUPA, MBMS, enhancements to IMS such

as push-to-talk over cellular (PoC), generic access

network (GAN or UMA).

Release 7 2007 Q4 Focuses on decreasing latency, improvements to QoS

and real-time applications such as VoIP. This

specification will also focus on HSPAþ (high-speed

packet access evolution), SIM high-speed protocol

and contactless front-end interface (near-field

communication enabling operators to deliver

contactless services such as mobile payments),

EDGE Evolution.

Release 8 and

onwards

December 2008 Long term evolution (LTE), all-IP network (SAE).

Release 8 constitutes a refactoring of UMTS as an

entirely IP-based fourth-generation network.

Release 9 In progress

(December 2009)

VAMOS, local call local switch, self-organizing

network, LTE Improvements, support of WiMAX-LTE

and UMTS-WiMAX mobility, support of IMS

emergency calls over GPRS and EPS, SAES

enhancements.

Release 10 and

onwards

In progress LTE advanced, cooperative base stations, coordinated

multi-site beam forming, multi-cell MIMO,

cooperative relaying.
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12.2.1 Synchronous and Asynchronous Network

The 3G WCDMA radio interface proposals are divided into two groups: synchronous network and

asynchronous network. In a synchronous network all base stations are time synchronized to each other.

This results in a more efficient radio interface, but requires more expensive hardware in base stations for

synchronization.Generally, global positioning systems (GPS) are used in all base stations for this purpose.

CDMA2000 is an example of such a network and offers an attractive technology choice, as it can coexist

with IS-95 systems. Also, CDMA2000 uses the ANSI-41 as its core network instead of GSM. In the case

of an asynchronous network, there is no need to synchronize the networks. An example is theUMTS-FDD

network. As CDMA2000 employs a synchronous network, the increased efficiency is attractive to new

operators, or to existingGSMoperators who aremore concernedwith deploying an efficient network than

attending to the needs of their legacy subscribers. These operatorsmay jumpoff theGSM track and deploy

CDMA2000 instead of upgrading to the UTRAN-FDD mode. The differences between WCDMA and

CDMA2000 systems are discussed in Table 12.2.

As discussed earlier, International Mobile Telecommunication (IMT)-2000 has become the standard.

IMT-2000 aims to realize 144 kbps (under high mobility), 384 kbps (low mobility with a velocity of

30KMPH), and 2Mbps (under stationary/indoor environments). Thus, on the basis of CDMA technology,

three radio-access schemes have been standardized: (1) direct sequence CDMA (DSCDMA)-frequency

division duplex (FDD) – this is known as DSCDMA-FDD, (2) DSCDMA-TDD, and (3) multi-carrier

CDMA (MCCDMA)-FDD – this is known as MCCDMA-FDD (Figure 12.2).

12.2.2 The UMTS Network Structure

The third-generation mobile communication system, known as the universal mobile telecommunication

system (UMTS), is aimed at providing a full range of services to users in the different types of operating

environments. As with any other public land mobile system, UMTS consists of three parts: core network

(CN), UMTS terrestrial access network (UTRAN), and user equipment (UE).

The external networks can be divided into two groups: (1) CS networks – these provide the circuit

switched connections, and (2) PS networks – these provide connections for packet data services.

Table 12.2 Difference between WCDMA and CDMA2000

Parameters WCDMA CDMA2000

Frequency band 2GHz band It is defined to operate at

450, 700, 800, 900, 1700,

1800, 1900, and 2100MHz

Bandwidth 1.25/5/10/20MHz (DSCDMA) 1.25/5/10/20MHz (DSCDMA),

3.75/5MHz (MCCDMA)

Chip rate 3.84Mcps 3.84Mcps (DSCDMA-FDD)

Data rate 144 kbps (under high

mobility environment),

384 kbps (low mobility

with a velocity of 30 km/h)

and 2Mbps (indoor or

stationary environment)

Depends on the type

Synchronization between

base stations

Asynchronous/synchronous Synchronous

Exchange GSM-MAP based ANSI-41 based
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12.3 UTRAN Architecture

In theUMTS network, a radio network system (RNS) is incorporated, which is equivalent to a base station

subsystem (BSS¼BTS þ BSC) in theGSMnetwork. It ismainly responsible for the connection between

theUE (user equipment) and theCN (core network).AnRNSconsists of a radio network controller (RNC)

(equivalent to BSC) and one or more logical entities called Node B (equivalent to BTS). Node Bs are

connected to the RNC through the Iub interface. Inside the UTRAN, different RNCs of the radio network

subsystem can be interconnected through the logical interface Iur. Iur can be conveyed over a physical

direct connection between theRNCs or via any suitable transport network. Figure 12.3 shows theUTRAN

architecture. In comparison with the parts of the GSM system, here the 3G radio access network parts can

be listed as below:

Iu <¼> A interface; Iub <¼> Abis interface; RNC <¼> base station controller;Node B <¼> BTS

In UTRAN, a Node B can support FDD mode, TDD mode or dual-mode operation.

IMT 2000

TDMA

EDGE FDD Multi-carrier

3.84 Mcps 3.6864 Mcps 3.84 Mcps
1.28 Mcps

TDD

CDMA

Figure 12.2 Different radio access schemes for 3G
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The GSM base station subsystem (BSS) and the WCDMA radio access network (RAN) are both

connected to the GSM core network to provide a radio connection to the handset. Hence, both

technologies can share the same core network (Figure 12.4). The main elements of the GSM/GPRS

core networks have already been discussed.

12.3.1 Radio Network Controller (RNC)

TheGSMbase station controller (BSC) corresponds to theWCDMAradio network controller (RNC). The

GSM radio base station (RBS) corresponds to the WCDMA RBS, and the A interface of GSM was the

basis of the development of the Iu interface ofWCDMA, which mainly differs in the inclusion of the new

services offered by WCDMA.

Two RNCs have been defined: serving RNC and drift RNC. The serving RNC has overall control

of the handset that is connected to the WCDMA radio access network (Figure 12.5). From the UE

Core network

WCDMA RAN

RNCBSCBSC

GSM BSS

RNC

A A lu

lur

lub lub lub lub

Node BNode BNode BNode BBTS

Um - air interface Uu - air interface

UEMS

BTSBTSBTS

Abis Abis Abis Abis

lu

Figure 12.4 RNC and BSC interface with core network in a 3G network

Core network

Controlling RNC
Drift RNC

Serving RNC

lu

WCDMA RAN

lu

lur

lub lub lub lub

UE

Node BNode BNode BNode B

Uu- air interface

Figure 12.5 WCDMA RAN
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(the mobile user equipment) point of view, the serving RNC terminates the mobiles link layer

communications. From the CN (core network) point of view, the serving RNC terminates the Iu for

this UE. The serving RNC also exerts admission control for new mobiles or services attempting to use

the core network over its Iu interface. Drift RNCs, where the physical layer communications of the

mobile terminate. One or more drift RNCs communicate with the serving RNC via the Iur interface.

Where no soft handover activity is in progress, a drift RNC may also be the serving RNC. The

controlling RNC has the overall control of a particular set of cells, and their associated base stations.

When a handset must use resources in a cell not controlled by its serving RNC, the serving RNC must

ask the controlling RNC for those resources. This request is made via the Iur interface, which connects

the RNCs with each other. In this case, the controlling RNC is also said to be a drift RNC for this

particular handset. This type of operation is primarily required to be able to provide soft handover

throughout the network.

12.3.2 Node B

This unit is meant for radio transmission and reception within a cell. The main tasks of Node B are the

transmission and reception of data over air, which includes forward error correction (channel coding), rate

adaptation, spreading/de-spreading, modulation, and RF conversion. The Node B is also responsible for

softer handover.Depending on sectorization, one ormore cellsmay be served by aNodeB. TheGSMBTS

andNode B can be co-located to reduce the infrastructure and implementation costs. Node B is connected

to UE via the Uu radio interface and Iub (ATM) based interface with the RNC.

12.3.3 User Equipment (UE)

The UE consists of two parts. (1) The mobile equipment (ME) is the radio terminal used for radio

communication over theUu interface. (2) TheUMTS subscriber identitymodule (USIM) is a smartcard

that holds the subscriber identity, stores the keys to perform authentication and encryption, and

some subscription information. The UMTS mobile station can operate in one of the following three

modes of operation.

1. PS/CSMode ofOperation: TheMS is attached to both the PS domain and CS domain, and theMS is

capable of simultaneously operating PS services and CS services.

2. PS Mode of Operation: The MS is attached to the PS domain only and may only operate services

of the PS domain. However, this does not prevent CS-like services to be offered over the PS domain

(such as VoIP).

3. CS Mode of Operation: The MS is attached to the CS domain only and may only operate services

of the CS domain.

12.4 Different Interfaces in the UMTS System

A high level UMTS architecture with different interfaces is shown in Figure 12.6. The openness of the

interfaces allows network components from different suppliers to fit in the same network seamlessly. The

interfaces between the UE and the UTRAN (Uu interface) and also between the UTRAN and the CN (Iu)

are open multi-vendor interfaces.

WCDMA is the air interface used by UMTS terrestrial radio access (UTRA), developed by the third-

generation partnership project (3GPP). WCDMA has two modes characterized by the duplex method:

FDD (frequency division duplex) and TDD (time division duplex), for operatingwith paired and unpaired

bands, respectively.
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12.5 Data Rate Support

The UMTS has the following capabilities to support circuit and packet data at high bit rates.

. High Mobility: 144 kbps for rural outdoor mobile use. This data rate is available for environments in

which the 3G user is traveling more than 120 km/h in outdoor environments.
. Full Mobility: 384 kbps for pedestrian users traveling less than 120 km/h in urban outdoor

environments.
. Limited Mobility: At least 2Mbps with low mobility (less than 10 km/h) in stationary indoor

and short range outdoor environments. These types of maximum data rates that are often referred

to when illustrating the potential for 3G technology will only therefore be available in stationary

indoor environments.

12.6 Service Requirement and Frequency Spectrum

UMTS offers teleservices and bearer services, which provide the capability for information transfer

between access points. It is possible to negotiate and renegotiate the characteristics of a bearer service at

session or connection establishment and during ongoing session or connection. Both connection-oriented

and connectionless services are offered for point-to-point and point-to-multipoint communication. Bearer
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services have different QoS parameters for maximum transfer delay, delay variation, and bit error rate.

This provides following services:

. Speech service in any environment;

. At least 384 kbps with high mobility (mobile speed greater than 120 km/h) in suburban outdoor

environment;
. At least 2Mbps with low mobility (mobile speed less than 10 km/h) in indoor and short range outdoor

environments.

Radio Access Bearers – Themain service offered byWCDMARAN is the radio access bearer (RAB).

To establish a call connection between the handset and the base station an RAB is needed. Its

characteristics are different depending on what type of service/information is to be transported. The

RAB carries the subscriber data between the handset and the core network. It consists of one ormore radio

access bearers between the handset and the serving RNC, and one Iu bearer between the serving RNC and

the core network.

3GPP has defined four different quality classes of radio access bearers:

1. conversational (used for example in voice telephony) – low delay, strict ordering;

2. streaming (used for example when watching a video clip) – moderate delay, strict ordering;

3. interactive (used for example in web surfing) – moderate delay;

4. background (used for example in file transfer) – no delay requirement.

Both the conversational and streaming RABs require a certain reservation of resources in the network, and

are primarily meant for real-time services. They differ mainly in that the streaming RAB tolerates a higher

delay, appropriate for one-way real-time services. The interactive andbackgroundRABs are so called “best

effort,” that is, no resources are reserved and the throughput depends on the load in the cell. The only

difference is that the interactive RAB provides a priority mechanism. The RAB is characterized by certain

quality of service (QoS) parameters, such as bit rate and delay. The core network will select an RAB with

appropriateQoSbasedon the service request from the subscriber, and ask theRNC toprovide such anRAB.

In order to satisfy the service requirement while maintaining a maximum spectral efficiency, a high

bandwidth is needed. In addition, two operational modes, frequency division duplex mode (FDD) and

time division duplex mode (TDD), should be employed in the wideband CDMA air interface to achieve

efficient radio resource utilization.

The FDDmode is intended for applications in macro andmicro cell environments. It is more adaptable

to symmetrical service. The TDD mode, which is suitable for asymmetrical data service, is used for

applications inmicro and pico cell environments. Themain driving force for asymmetrical servicewill be

the use of the mobile network.

In order to support the FDD and TDDmodes in a third-generation mobile communication system, ITU

has allocated both paired and unpaired frequency bands (Figure 12.7).

12.7 Cell Structure

To provide a full range of services, the UMTS terrestrial radio access network (UTRAN) normally

employ a hierarchical cell structure. Under this structure, three different types of cells exist: macro, micro

and pico cells. Various types of cells are needed for different requirements, which can be explained

through Figure 12.8.

Normally, macro cells guarantee continuous coverage, while micro cells and pico cells are needed for

high traffic regions. In addition, macro cells are used for highmobility terminals, andmicro/pico cells are

used by low mobility and high capacity terminals. The different types of cells overlay and operate upon
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each other. The characteristics for each cell, cell radius, mobility of user, andmaximumavailable data rate

for user, are listed in Table 12.3.

12.8 UTRAN Function Description

As a radio access network, UTRAN should have four major functions: (1) overall system access control,

(2) security and privacy; (3) handover; and (4) radio resource management and control.

12.8.1 Overall System Access Control

System access is the means by which a UMTS user is connected to the UMTS in order to use the

UMTS services and facilities. User system access may be initiated either from the mobile side or the

network side.

12.8.1.1 Admission Control

The purpose of the admission control is to admit or deny new users, new radio access bearers (RAB) or

new radio links. The admission control should try to avoid overload situations and base its decisions on

interference and resource measurements. The admission control is employed at initial UE access, RAB

assignment/reconfiguration, and at handover. The function of admission control is implemented by

controlling the RNC based on uplink (UL) interference and downlink (DL) power. The Node B should be

able to report UL interference measurements and DL power information over the Iub. The controlling

RNC controls this reporting function, that is, if this information needs to be reported and the period of

these reports.

12.8.1.2 Congestion Control

The task of congestion control is to monitor, detect, and handle situations when the system is reaching a

near overload or an overload situation with the already connected users. This means that some part of the

network has run out, or will soon run out, of resources. The congestion control should then bring the

system back to a stable state as seamlessly as possible.

12.8.1.3 System Information Broadcasting

This function provides themobile stationwith the information that is needed to campon a cell and to set up

a connection in idle mode and to perform a handover or route packets in the communication mode.

Because of its close relationship to the basic radio transmission and the radio channel structure, the basic

control and synchronization of this function should be located in UTRAN.

Table 12.3 Characteristics of different types of cells

Cell type Radius Mobility Max. available data rate

Macro �10 km High 384 kbps

Micro 0.1–1 km High/low 384 kbps

Pico <100m Low 2Mbps
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12.8.2 Security and Privacy

To secure the user data and signals, UTRAN uses several security produces.

1. UTRAN – should use a temporary identifier such as TMSI in GSM, to replace the permanent CN

assigned identity for UE. This function is located in the UE and in the UTRAN.

2. Ciphering and deciphering – this function is a pure computation function whereby the radio

transmitted data can be protected against a non-authorized third-party. Both ciphering and deciphering

functions are located in the UE and UTRAN, triggered by RNC, implemented at Node B.

12.8.3 Handover

The radio environment survey function performs measurements on radio channels (current and

surrounding cells) and translates these measurements into radio channel quality estimates. Measure-

ments may include: received signal strengths (current and surrounding cells), estimated bit error ratios

(current and surrounding cells), estimation of propagation environments (for example, high-speed,

low-speed, satellite, etc.), transmission range (for example, through timing information), Doppler shift,

synchronization status, received interference level, and total DL transmission power per cell.

The handover decision function consists of gathering estimates of the quality of the radio channels

(including estimates from surrounding cells) from the measuring entities and to assess the overall quality

of service of the call. The overall quality of service is compared with requested limits and with estimates

from surrounding cells. Depending on the outcome of this comparison, the macro-diversity control

function or the handover control function may be activated.

This handover completion functionwill free up any resources that are no longer needed. A re-routing of

the call may also be triggered in order to optimize the new connection. The function is located both in the

UTRAN and in the CN.

12.8.3.1 SRNS Relocation

The SRNS relocation function coordinates the activities when the SRNS role is to be taken by another

RNS. SRNS relocation implies that the Iu interface connection point is moved to the new RNS. This

function is located in RNC and the CN.

12.8.4 Radio Resource Management and Control

Radio resource management is concerned with the allocation and maintenance of radio communication

resources. UMTS radio resources must be shared between circuit transfer mode services and packet

transfer modes services (that is, connection-oriented and/or connectionless-oriented services).

12.8.4.1 Radio Bearer Control

This function is responsible for the control of connection element setup and release in the radio access sub-

network. The purpose is to participate in the processing of the end-to-end connection setup and release,

and tomanage andmaintain the element of the end-to-end connection, which is located in the radio access

sub-network. In the former case, this function will be activated by request from other functional entities at

call setup/release. In the latter case, that is, when the end-to-end connection has already been established,

this function may also be invoked to cater for in-call service modification or at handover execution. The

radio bearer control function interacts with the reservation and release of physical (radio) channels

function. It is located both in the UE and in the RNC.
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12.8.4.2 Reservation and Release of Physical Radio Channels

This function consists of translating the connection element setup or release requests into physical radio

channel requests, reserving or releasing the corresponding physical radio channels, and acknowledging

this reservation/release to the requesting entity. It may also perform physical channel reservation and

release in the case of a handover. Moreover, the amount of radio resource required may change during a

call, due to service requests from the user or macro-diversity requests. Therefore, this function must also

be capable of dynamically assigning physical channels during a call. It is located in the RNC andNode B.

12.8.4.3 Allocation and De-allocation of Physical Radio Channels

This function is responsible, once the physical radio channels have been reserved, for actual physical radio

channel usage, and allocating or de-allocating the corresponding physical radio channels for data transfer.

Acknowledging this allocation/de-allocation to the requesting entity is the subject of further study. This

function is located in the RNC and Node B.

12.8.4.4 Allocation of Downlink Channelization Codes

Allocation of downlink channelization codes of cells belonging to Node B is performed by the

controlling RNC.

12.8.4.5 Packet Data Transfer Over Radio Function

This function provides packet data transfer capability across the UMTS radio interface, and includes

procedures which: provide packet access control over radio channels, provide packet multiplexing over

common physical radio channels, provide packet discrimination within the mobile terminal, provide

error detection and correction, provide flow control procedures. It is located in both the UE and in

the UTRAN.

12.8.4.6 RF Power Control

This group of functions controls the level of the transmitted power in order to minimize interference and

keep the quality of the connections. It consists of the following functions: UL outer loop power control,

DL outer loop power control, UL inner loop power control, DL inner loop power control, UL open loop

power control, and DL open loop power control.

UL Outer Loop Power Control – The UL outer loop power control located in the RNC sets the target

quality value for the UL inner loop power control located in Node B. It receives input from quality

estimates of the transport channel. TheUL outer loop power control ismainly used for a long-term quality

control of the radio channel.

DL Outer Loop Power Control – The DL outer loop power control sets the target quality value for the

DL inner loop power control. It receives input from quality estimates of the transport channel, which is

measured in theUE. TheDL outer loop power control is mainly used for a long-term quality control of the

radio channel. This function is located mainly in the UE, but some control parameters are set by the

UTRAN.TheRNC, regularly (or under some algorithms), sends the target downlink power range based on

the measurement report from the UE.

UL InnerLoop PowerControl –TheUL inner loop power control sets the power of the uplink dedicated

physical channels. It receives the quality target from the UL outer loop power control and quality estimates

of the uplink dedicated physical control channel. The power control commands are sent on the downlink

dedicated physical control channel to the UE. This function is located in both the UTRAN and the UE.
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DL Inner Loop Power Control – The DL inner loop power control sets the power of the downlink

dedicated physical channels. It receives the quality target from the DL outer loop power control and

quality estimates of the downlink dedicated physical control channel. The power control commands are

sent on the uplink dedicated physical control channel to the UTRAN. This function is located in both the

UTRAN and the UE.

ULOpen Loop Power Control – The UL open loop power control sets the initial power of the UE, that

is, at random access. The function uses UE measurements and broadcasted cell/system parameters as

input. This function is located in both the UTRAN and the UE.

DLOpen Loop Power Control –TheDLopen loop power control sets the initial power of the downlink

channels. It receives downlink measurement reports from the UE. This function is located in both the

UTRAN and the UE.

12.8.4.7 Radio Channel Coding

This function introduces redundancy into the source data flow, increasing its rate by adding information

calculated from the source data, in order to allow the detection or correction of signal errors introduced by

the transmission medium. The channel coding algorithm(s) used and the amount of redundancy

introduced may be different for the different types of logical channels and different types of data. This

function is located in both the UE and in Node B.

12.8.4.8 Radio Channel Decoding

This function tries to reconstruct the source information using the redundancy added by the channel

coding function to detect or correct possible errors in the received data flow. The channel decoding

functionmay also employ a priori error likelihood information generated by the demodulation function to

increase the efficiency of the decoding operation. The channel decoding function is the complement

function to the channel coding function. This function is located in both the UE and in Node B.

12.8.4.9 Channel Coding Control

This function generates control information required by the channel coding/decoding execution functions.

Thismay include a channel coding scheme, code rate, and so on. It is located in both the UE and inNode B.

12.8.4.10 Initial (Random) Access Detection and Handling

This functionwill have the ability to detect an initial access attempt from amobile station andwill respond

appropriately. The handling of the initial access may include procedures for a possible resolution of

colliding attempts, and so on. The successful result will be the request for allocation of appropriate

resources for the requesting mobile station. It is located in the UTRAN.

12.9 Function Partition Over Iub

The Iub connects n RNC and a Node B. As with an Abis interface, Iub should be an open interface, which

means two things:

1. inter-connection of RNCs and Node Bs from different manufacturers;

2. separation of the Iub interface radio network functionality and transport network functionality to

facilitate introduction of future technology.
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12.9.1 Iub Interface Function

The Iub interface should implement these following functions: management of Iub transport resources,

logical O&M of Node B, Iub link management, cell configuration management, radio network perfor-

mance measurement, resource event management, common channels management, radio resource

management, implementation specific O&M transport, traffic management of common channels,

admission control, power management, data transfer, traffic management of dedicated channels, channel

allocation/de-allocation, measurement reporting, dedicated transport channel management, traffic man-

agement of downlink shared channels, channel allocation/de-allocation, transport channel management,

timing and synchronization management.
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13

UMTS Radio Modem Design:
From Speech to Radio Wave

13.1 Introduction

We have already discussed CDMA techniques in detail in Chapter 5. Before reading this chapter, readers

should consult Chapter 5 for a better understanding. The present chapter discusses the WCDMA air

interface (also referred as UMTS terrestrial radio access (UTRA), which has been developed by the third-

generation partnership project – 3GPP, and the associated radiomodem design aspects. 3GPP has the goal

of harmonizing and standardizing, in detail, the similar types of proposals that have been prepared by

ETSI, ARIB, TTC, TTA, and T1.

Direct-sequence code division multiple access (DS-CDMA) is used as the air medium multiple access

technique.We have seen earlier that spread spectrum techniques can be used to achieve a greater data rate,

but the chip rate needs to be increased, which in turn demands for more bandwidth. This is why in

WCDMA the bandwidth is widened further to accommodate more users or to support an increased data

rate.WCDMA has twomodes characterized by the duplexmethod: FDD (frequency division duplex) and

TDD (time division duplex), for operating with paired and unpaired bands, respectively. In the FDD

version of UMTS, a physical channel is defined by its code and carrier frequency, while in TDD it is in

terms of its code, carrier frequency, and time slot.

1. FDD: In this duplex method the uplink and downlink transmission use two separate radio frequency

bands. A pair of frequency bands, which are separated by a specified frequency range, will be assigned

for this system.

2. TDD: Here uplink and downlink transmissions are carried over the same radio frequency by using

synchronized time intervals. In TDD, time slots in a physical channel are divided into transmission and

reception parts. Information on uplink and downlink are transmitted reciprocally. UTRATDD has two

options, with chip rates of 3.84 and 1.28Mcps. In UTRATDD, there is a TDMA component in the

multiple access in addition to DS-CDMA. Thus the multiple access has also often been denoted as

TDMA/CDMA due to the added TDMA nature. A physical channel is therefore defined as a code (or

number of codes) and additionally in theTDDmode the sequence of time slots completes the definition

of a physical channel.
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13.1.1 FDD System Technical Parameters

Before going to the detailed discussion, the main technical parameters of WCDMA-FDD mode system

are summarized here.

1. Frequency band: (1920–1980MHz) and (2110–2170MHz) – Frequency division duplex for uplink

and downlink, respectively

2. Minimum frequency band required (bandwidth): �5MHz (for uplink and downlink)

3. Frequency re-use factor: 1

4. Carrier spacing: 4.4–5.2MHz

5. Maximum number of (voice) channels on 2 � 5 MHz: �196 (spreading factor 256 UL, AMR

7.95 kbps)/�98 (spreading factor 128 UL, AMR 12.2 kbps)

6. Voice coding: AMR codecs (4.75–12.2 kHz, GSM EFR¼ 12.2 kHz) and SID (1.8 kHz)

7. Channel coding: Convolutional coding, Turbo code for high data rate

8. Antennamultiplexing: Duplexer needed (190MHz separation), asymmetric connection supported

9. Tx/Rx isolation: MS – 55 dB, BS – 80 dB

10. Receiver type: Rake

11. Receiver sensitivity: Node B � 121 dBm, mobile � 117 dBm at BER of 10�3

12. Data type: Packet and circuit switch

13. Modulation: QPSK (downlink) and BPSK (uplink)

14. Pulse shaping: Root raised cosine, roll-off¼ 0.22

15. Chip rate: 3.84Mcps

16. Channel raster: 200 kHz

17. Maximum user data rate (physical channel): �2.3Mbps [spreading factor 4, parallel codes

(3 DL/6 UL), 1/2 rate coding], but interference limited

18. Maximum user data rate (offered): 384 kbps (in mobile environment – outdoor), higher rates

(�2Mbps) in the near future. HSPDA will offer data speeds up to 8–10Mbps (and 20Mbps for

MIMO systems)

19. Channel bit rate: 5.76Mbps

20. Frame length: 10ms

21. Number of slots/frame: 15

22. Number of chips/slot: 2560 chips

23. Handovers: Soft, softer, (inter-frequency: hard)

24. Power control period: Time slot¼ 1500Hz rate

25. Power control step size: 0.5, 1, 1.5 and 2 dB (variable)

26. Power control range: UL 80 dB, DL 30 dB

27. Mobile peak power: Power class 1, þ 33 dBm (þ 1 dB/�3 dB)¼ 2W; class 2, þ 27 dBm; class 3,

þ 24 dBm; class 4 þ 21 dBm

28. Number of unique base station identification codes: 512/frequency

29. Physical layer spreading factors: 4 . . . 256 UL, 4 . . . 512 DL.

13.2 Frequency Bands

UTRA/FDD is designed to operate in the following paired frequency bands (Figure 13.1) and with the

following Tx–Rx frequency separation, as described in Table 13.1.

The chip rate of the system is 3.84Mcps, for example, 3 840 000 chips will always be transmitted over

the air per second. As we know, the data will be multiplied with the chip signal. Now, based on the

transmission data rate needed (which varies from channel to channel), the number of data bits per second

will be different. The ratio of the number of chips to the number of data bits is defined as spreading factor
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(SF). The spreading factor ranges from 256 to 4 in the uplink and from 512 to 4 in the downlink. Thus, the

respective modulation symbol rates vary from 960 to 15 ksymb/s (7.5 ksymb/s) for FDD uplink.

13.3 Radio Link Frame Structure

The data carried by the UMTS/WCDMA transmissions is organized into frames, slots and channels. In

this way all the payload data, and the control data, can be carried in an efficient manner. UMTS uses

CDMA techniques (WCDMA) as its multiple access technology, but it additionally uses time division

techniques with a slot and frame structure to provide the full channel structure.

Physical channels are defined by a specific carrier frequency, scrambling code, channelization code

(optional), time start and stop (giving a duration), and on the uplink, relative phase (0 or p/2). Time

durations are defined by start and stop instants, measured in integer multiples of chips. Based on this, it is

divided into three sub-categories.

1. Radio Frame: A radio frame is a processing duration of 10ms. The chip rate used here is 3 840 000

chips per second, so the total number of chips in a 10ms duration (for example, in one radio frame)will

be 38 400 chips. This radio frame is again divided into smaller time intervals, which are known as slots.

One radio frame consists of 15 slots (Figure 13.2).

Power

5.0 - 5.4 MHz

4.2 - 5.0 MHz 4.2 - 5.0 MHz

5.0 - 5.4 MHz

Frequency

Another UMTS
operator

Another UMTS
operator

Operator band 15 MHz
3 Cell layers

Figure 13.1 Frequency bands allocation

Table 13.1 UTRA FDD frequency bands

Operating band UL frequencies UE transmit,

Node B receive (MHz)

DL frequencies UE receive,

Node B transmit (MHz)

Tx-Rx frequency

separation (MHz)

I 1920–1980 2110–2170 190

II 1850–1910 1930–1990 80

III 1710–1785 1805–1880 95

IV 1710–1755 2110–2155 400

V 824–849 869–894 45

VI 830–840 875–885 45
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2. Slot: A slot is a duration of 10ms/15¼ 0.667ms. In one slot, the total number of chips will be ¼
38 400/15 ¼ 2560 chips.

3. Super Frame: This consists of 72 radio frames and has a duration ¼ 72� 10ms¼ 720ms.

One symbol consists of a number of chips. The number of chips per symbol is equivalent to the spreading

factor of the physical channel. The default time duration for a physical channel is continuous from the

instant when it is started to the instant when it is stopped. Physical channels which are not continuous will

be discussed in detail later.

Several channels are required in the forward and reverse link for communication between BS and UE.

In Figure 13.3, the requirement for different types of channel is indicated.

Frame-0

chip-1 chip-2560

Super frame = 72 frame = 720 ms

Frame = 15 slots = 10 ms

1 Slot = 2560 chips = 0.667 ms

Slot-0 Slot-1 Slot-15

Frame-1 Frame-71

1 slot contains fixed number of 2560 chips
multiplied with variable numbers of data bits based
on the SF

Chip duration = 0.26 μs

Figure 13.2 Radio link frame structure

W0: Pilot

Forward channels

Forward/downlink

Reverse/uplink

Reverse channels

MS

BTS

W32: Sync Access

Traffic
W1: Paging

Wn: Traffic

Figure 13.3 Different channel requirement for uplink and downlink
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What do we need to separate or distinguish in the system?

. sectors/cells (BTSs)

. mobile terminals (UE)

. directions (for uplink and downlink directions)

. channels

Uplink and downlink are separated by two separate 5 MHz bands. Sectors/cells are separated by primary

scrambling code. Mobile terminals are separated by scrambling code. Channels are separated by

spreading/channelization code (and scrambling code).

13.4 Channel Structure

The channels are categorized into three different levels, according to the information carried by the

channel: (1) logical level channels; (2) transport level channels; and (3) physical level channels. The

logical channels are related to what is transported; transport channels are the way in which data are

transported, and the physical channels deal with how data are transported and govern the physical

characteristics of the signal. Figure 13.4 shows the scope of these channels over the entities in

UMTS architecture.

13.4.1 Logical Channels

A set of logical channel types are defined for different types of data transfer services as offered by MAC

(see Table 13.2). Logical channels are broadly classified into two groups:

. Control Channels – for the transfer of control plane information.

. Traffic Channels – for the transfer of user plane information.

The air interface protocol architecture is shown in Figure 13.5, and this is discussed in more detail in the

next chapter. Introduction of different channels and usage of channels are shown in this architecture.

13.4.2 Transport Channels

Transport channels are channels supplied from the physical layer to theMAC sublayer (L2) or vice versa.

A transport channel is defined by how and with what characteristics data are transferred over the air

interface. Generally, it is classified into two groups:

1. Dedicated channels – using inherent addressing of UE.

2. Common channels – using explicit addressing of UE if addressing is needed.

Logical channels

Transport channels

Physical channels

UE BS RNC

Figure 13.4 Visibility of different channels in the system
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The main difference between them is that a common channel is a resource divided between all or a group

of users in a cell, whereas a dedicated channel resource, identified by a certain code on a certain frequency,

is reserved for a single user only.

Table 13.2 Logical channels

Broadcast bontrol channel (BCCH) This is a downlink channel. This channel

broadcasts information relevant to the cell to UEs.

Paging control channel (PCCH) This is a downlink channel, and is used for paging

messages and notification of information.

Dedicated control channel (DCCH) This is an up- and downlink channel. It is used to carry

dedicated control information in both directions.

Common control channel (CCCH) This is an up- and downlink channel, and is

for transfer of control information.

Shared control channel (SHCCH) This channel is bidirectional and only found in the

TDD form of WCDMA, used to transport shared

control information.

Dedicated traffic channel (DTCH) Uplink and downlink channel, used to carry

user data or traffic.

Common traffic channel (CTCH) A unidirectional (downlink) channel used to transfer

dedicated user information to a group of UEs.

RLC
RLC

RLC

RLC
RLC

RLC

PDCP

RRC

Control

C
ontrol

C
ontrol

C
ontrol

L3

L2/PDCP

L2/BMC

L2/RLC

L2/MAC

L1

PDCP

BMC

RLCRLC

MAC

Physical layer

Transport channels

Logical channels

Figure 13.5 Air interface protocol architecture and introduction of different channel hierarchy
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13.4.2.1 Dedicated Transport Channels

Only one type of dedicated transport channel exists, the dedicated channel (DCH).

DCH – Dedicated Channel
The dedicated channel (DCH) is a downlink or uplink transport channel. The DCH is transmitted over the

entire cell or over only a part of the cell using beam-forming antennas. It is assigned individually to each

UE. The dedicated transport channel carries all the information intended for the given user coming from

layers above the physical layer, including data for the actual service, as well as higher layer control

information. The content of the information carried on the DCH is not visible to the physical layer, thus

higher layer control information and user data are treated in the same way. Naturally the physical layer

parameters set by UTRAN may vary between control and data. The dedicated transport channel is

characterized by features such as fast power control, fast data rate change on a frame-by-frame basis. The

dedicated channel supports soft handover.

13.4.2.2 Common Transport Channels

There are six types of common transport channels: BCH, FACH, PCH, RACH, CPCH, and DSCH.

BCH – Broadcast Channel
The broadcast channel (BCH) is a downlink transport channel that is used to broadcast system- and cell-

specific information. It is transmitted at a fixed rate and always transmitted over the entire cell and has a

single transport format. As the terminal cannot register to the cell without the possibility of decoding the

broadcast channel, so this channel is transmitted with relatively high power in order to reach all the users

within the intended coverage area.

FACH – Forward Access Channel
The forward access channel (FACH) is a downlink transport channel that carries control information to

terminals known to be located in the given cell. The FACH is transmitted over the entire cell or over only a

part of the cell using beam-forming antennas. This is used, for example, after a randomaccessmessage has

been received by the base station. It is also possible to transmit packet data on the FACH. There can be

more than one FACH in a cell. With more than one FACH, the additional channels can have a higher data

rate. This may be shared by multiple UEs. The FACH can be transmitted using slow power control.

PCH – Paging Channel
The paging channel (PCH) is a downlink transport channel used for transmitting paging information, that

is, when the network wants to initiate communication with the mobile terminal. The identical paging

message can be transmitted in a single cell or in several cells, depending on the system configuration. The

terminals must be able to receive the paging information in the whole cell area. The PCH is always

transmitted over the entire cell. The transmission of the PCH is associated with the transmission of

physical-layer generated paging indicators, to support efficient sleep-mode procedures. The design of the

paging channel also affects the terminal’s power consumption in the standby mode. The less often the

terminal has to tune to listen for a possible paging message, the longer the terminal’s battery life.

RACH – Random Access Channel
The random access channel (RACH) is an uplink transport channel used for transmitting control

information and user data, such as requests to set up a connection. It can also be used to send small

amounts of packet data from the terminal to the network. The RACH is always received from the entire

cell, applied in random access, and used for low-rate data transmissions from a higher layer. The RACH is

characterized by a collision risk and by being transmitted using open loop power control.
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CPCH – Common Packet Channel
The common packet channel (CPCH) is an uplink transport channel. CPCH is associated with a dedicated

channel on the downlink which provides power control and CPCH control commands (for example,

emergency stop) for the uplink CPCH. The uplink CPCH is an extension to the RACH channel that is

intended to carry packet-based user data in the uplink direction. The reciprocal channel providing the data

in the downlink direction is the FACH. In the physical layer, themain differences to theRACHare the use of

fast power control, a physical layer-based collision detection mechanism, and a CPCH status monitoring

procedure.The uplinkCPCH transmissionmay last several frames in contrastwith oneor two frames for the

RACH message. The CPCH is characterized by initial collision risk and by being transmitted using inner

looppower control. It is applied in randomaccess and usedprimarily for high rate bursty data transmissions.

DSCH – Downlink Shared Channel
The downlink shared channel (DSCH) is a downlink transport channel shared by several UEs. The DSCH

is associatedwith one or several downlinkDCH. TheDSCH is transmitted over the entire cell or over only

a part of the cell using beam-forming antennas.

The downlink shared channel (DSCH) is a transport channel intended to carry dedicated user data and/

or control information; it can be shared by several users. Inmany respects it is similar to the forward access

channel, although the shared channel supports the use of fast power control as well as variable bit rate on a

frame-by-frame basis. The DSCH does not need to be heard in the whole cell area and can employ the

different modes of transmit antenna diversity methods that are used with the associated downlink DCH.

The downlink shared channel is always associated with a downlink DCH.

The mapping of logical to transport channels is shown in Figure 13.6.

13.4.2.3 Frame Structure of Transport Channels

As discussed earlier, UTRA channels use a 10ms radio frame structure. The frame structure also employs

a longer period, called the system frame period. The system frame number (SFN) is a 12-bit number and is

used by procedures that span more than a single frame. Physical layer procedures, such as the paging

procedure or random access procedure, are examples of procedures that need a longer period than 10 ms

for correct definition.

13.4.2.4 Transport Channels Mapping on to the Physical Channels

Each transport channel is accompanied by the transport format indicator (TFI) and appears at each time

event at which data are expected to arrive for the specific transport channel from the higher layers. The

physical layer combines the TFI information from different transport channels into the transport format

Logical channels

BCCH

PCCH

CCCH

SHCCH

DTCH

CTCH

DCCH

BCH

FACH

PCH

RACH

CPCH

DSCH

DCH

Transport channels

Figure 13.6 Mapping between logical and transport channels
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combination indicator (TFCI). The TFCI is transmitted in the physical control channel to inform the

receiver about the transport channels that are active for the current frame; the exception to this is the use of

blind transport format detection (BTFD), which will be covered in connection with the downlink

dedicated channels. The TFCI is decoded appropriately in the receiver and the resulting TFI is given to

higher layers for each of the transport channels that can be active for the connection.

As an example, Figure 13.7 shows two transport channels, which are mapped to a single physical

channel, and error indication is also provided for each transport block. The transport channels may have a

different number of blocks, and at any instant of time, all the transport channelswill not necessarily have to

be active. One physical control channel and one or more physical data channels form a single coded

composite transport channel (CCTrCh). There can be more than one CCTrCh on a given connection but

only one physical layer control channel is transmitted in such a situation.

Transport Formats/Configurations
The following parameters are used for transport formats or configurations.

. Transport block (TB): Basic unit of data exchanged between L1 and MAC for L1 processing.

. Transport block size: Number of bits in a TB.

. Transport block set (TBS): A set of TBs exchanged between L1 and MAC at the same time instant

using the same transport channel.
. Transport block set size: Number of bits in a TBS.
. Transmission time interval (TTI): Periodicity at which a TBS is transferred by the physical layer

on to the radio interface – {10, 20, 40, 80ms}. MAC delivers one TBS to the physical layer

every TTI.
. Transport format (TF): Format offered by L1 to MAC (and vice versa) for the delivery of a TBS

during a TTI on a given transport channel (TrCH) – dynamic part (TB size, TBS size), semi-static

part (TTI, type/rate of coding size of CRC). TB size, TBS size, TTI define the TrCH bit rate before

L1 processing.
. Transport format set (TFS): A set of TFs associatedwith a TrCH. Semi-static part of all TFs in a TFS

is the same.
. Transport format combination (TFC): Multiple TrCHs each having a TF. Authorized combination

of the currently valid TFs that can be submitted toL1 on aCCTrCH, containing oneTF fromeachTrCH.

Transport channel-1

Transport block Transport block
Transport blk and
error indication

Transport blk and
error indication

Transport blk and
error indicationTransport blockTransport block

Transport blk and
error indication TFITFITFITFI

TFCI
TFCI
decodingCoding and multiplexing

Higher Layer

Physical Layer

Decoding and demultiplexing

Physical data
channel

Physical control
channel

Physical data
channel

Physical control
channel

ReceiverTransmitter

Transport channel-2

Figure 13.7 The interface between higher layers and the physical layer
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. Transport format combination set (TFCS): This is a set of TFCs on a CCTrCH. Produced by RNC.

TFCS is given to MAC by L3 for control. MAC chooses between the different TFCs specified in

the TFCS. MAC has control over only the dynamic part of the TFs. Semi-static part relates to QoS

(for example, quality) and is controlled by RNC admission control. Bit rate can be changed quickly by

MAC with no need for L3 signaling.
. Transport format indicator (TFI): A label for a specific TF within a TFS. Used between

MAC and L1.
. Transport format combination indicator (TFCI): Used to inform the receiving side of the currently

valid TFC.

13.4.3 Physical Channels

Physical channels typically consist of a layered structure of radio frames and time slots, although this is

not true for all physical channels. Depending on the channel bit rate of the physical channel, the

configuration of the slots varies.

The Physical Resource – The basic physical resource is the code/frequency plane. In addition, on the

uplink, different information streams may be transmitted on the “I” and “Q” branch. Consequently,

a physical channel corresponds to a specific carrier frequency, code, and, on the uplink, the relative phase

(0 or p/2) also.
The uplink and downlink physical channels are shown in Figure 13.8. For uplink and downlink different

frequency bands are used (WCDMA-FDD), and inside uplink or downlink, for the various channels

different spreading codes are used.

13.4.3.1 Mapping of Transport Channels onto Physical Channels

Figure 13.9 summarizes the mapping of various transport channels onto different physical channels.

The DCHs are coded and multiplexed as will be described later, and the resulting data stream is

mapped sequentially (first-in-first mapped) directly to the physical channel(s). The mapping of BCH

and FACH/PCH is equally straightforward, where the data stream, after coding and interleaving, is

mapped sequentially to the primary and secondary CCPCH, respectively. Also, for the RACH, the

coded and interleaved bits are sequentially mapped to the physical channel, in this case the message

part of the PRACH. Some channels (such as SCH, CPICH, etc.) are generated at the physical

layer itself.

Common pilot channel (CPICH)
Synchronization channel (SCH)
Primary common control physical channel (SCCPCH)
Paging indication channel (PICH)
Acquisition indication channel (AICH)
Dedicated physical channel (DPCH)
Physical downlink shared channel (PDSCH)

Physical random access channel (PRACH)
Physical common packet channel (PCPCH)
Dedicated physical control channel (DPCCH)

Physical channels

Downlink Uplink

Figure 13.8 Uplink and downlink physical channels
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13.5 Spreading, Scrambling, and Modulation

As discussed inChapter 5, inWCDMA, in addition to spreading, the scrambling operation is performed in

the transmitter (Figure 13.10). This is required in order to separate the user terminals and base stations

(cells/sectors) from each other. Scrambling is used on top of spreading, and it does not change the rate

or signal bandwidth but only makes the signals from different sources separable from each other. With

scrambling, it would not matter if the actual spreading were performed with identical codes for

several transmitters.

Transmissions from a single source are separated by channelization codes, that is, downlink

connections within one sector and the dedicated physical channel in the uplink from one terminal are

separated by this. The spreading/channelization codes of UTRA are based on the orthogonal variable

spreading factor (OVSF) technique. The use ofOVSF codes allows the spreading factor to be changed and

orthogonality between different spreading codes of different lengths to be maintained. The codes are

picked from the code tree, based on the data rate and channel number requirements (as we know, a lesser

spreading factor, for example, more towards the left side of the tree, provides more actual data rate, and

more towards the right-hand side of the tree providesmore spreading factor value, such asmore branches,

which can be used for many simultaneous orthogonal channels), which is illustrated in Figure 13.11.

Where the connection uses a variable spreading factor, the correct use of the code tree also allows

despreading according to the smallest spreading factor. This requires that channelization code should only

be used from the branch indicated by the code used for the smallest spreading factor.

There are certain restrictions as to which of the channelization codes can be used for a transmission

from a single source. Another physical channel may use a certain code in the tree if no other physical

BCH
FACH
PCH
RACH
DCH

Primary common control physical channel (PCCPCH)
Secondary common control physical channel (SCCPCH)

Physical random access channel (PRACH)
Dedicated physical data channel (DPDCH)
Dedicated physical control channel (DPCCH)
Physical downlink shared channel (PDSCH)
Physical common packet channel (PCPCH)
Synchronization channel (SCH)
Common pilot channel (CPICH)
Acquisition indication channel (AICH)
Paging indication channel (PICH)
CPCH status indication channel (CSICH)
Collision detection / channel assignment indicator channel (CD/CA-ICH)

DSCH
CPCH

Transport channels Physical channels

Figure 13.9 Transport-channel to physical-channel mapping
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Figure 13.10 Relationship between spreading and scrambling operations
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channel to be transmitted using the same code tree is using a code that is on an underlying branch. The

downlink orthogonal codeswithin each base station aremanaged by the radio network controller (RNC) in

the network.

The functionality and characteristics of the scrambling and channelization codes are summarized in

Table 13.3. The definition for the same code tree means that for transmission from a single source, from

either a terminal or a base station, one code tree is used with one scrambling code on top of the tree. This

means that different terminals and different base stations may operate their code trees totally independent

of each other; there is no need to coordinate the code tree resource usage between different base stations

or terminals.

13.5.1 Down Link (DL) Spreading and Modulation

The support of DL (Node B side) code generation and knowledge of the DL modulation scheme

are mandatory at UE. The code generation and allocation scheme for the downlink direction is

described below.

13.5.1.1 Channelization Codes

The DL channelization codes are derived from the channelization code tree. The code tree under a single

scrambling code is shared by several users (all channels from the one sector are separated by different

spreading codes and sectors are separated by sector specific unique primary scrambling code). As

typically only one scrambling code is used per sector so only one code tree is used per sector in the base

station. The common channels and dedicated channels share the same code tree resource. There is one

exception for the physical channels: the synchronization channel (SCH) is not under a downlink

scrambling code. In the downlink, the dedicated channel spreading factor does not vary on a frame-

by-frame basis; the data rate variation is taken care of either by a rate matching operation or with

discontinuous transmission, where the transmission is off during part of the slot. The channelization code

for the P-CPICH is fixed to Cch,256,0 and the channelization code for the P-CCPCH is fixed to Cch,256,1.

(C, C)

C2,1 = (1, 1)

C2,2 = (1, -1)

C1,1 = (1)

SF:

Input signal data rate: Decreases

1 2 4 Increases

C4,1 = (1,1,1,1)

C4,2 = (1,1,-1,-1)

C4,3 = (1,-1,1,-1)

C4,4 = (1,-1,-1,1)

(C, -C)

C

Figure 13.11 Channelization code tree
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Table 13.3 Functionality of channelization and scrambling code

Code Channelisation code Scrambling code Synchronization code

Property Orthogonal property helps

to reduce interference.

Does not have good

correlation properties.

Needs additional

long codes. Walsh

code is an example.

Has good correlation

properties. These

are basically Gold

codes. Long

scrambling

code and short

scrambling code.

Good auto-correlation

properties

Usage Uplink – separation

of DPDCH

and DPCCH

from same UE

Uplink – separations

of UEs

Downlink – initial

cell search and

synchronization

Downlink – separation

of DL connections

to different users

within one cell.

Downlink – separation

of sectors/cells

Length Uplink – 4–256 Uplink – 10ms

38 400 chips.

256-chip

Downlink- 4–512 Downlink – 10ms

38 400 chips

Number of

codes

Number of codes

under one

scrambling code ¼
spreading factor

Uplink – several

millions

Every cell across the

system (regardless

of network operator)

will transmit the same

primary synchronization

code. There are 64 sets

from which the secondary

synchronization channels

can be selected.

Downlink – 512

Code family OVSF Long codes – 10ms

Gold codes

The primary synchronization

code is constructed

from generalized

hierarchical Golay

sequence. The secondary

synchronization

code words requires

Hadamard sequence.

Short codes: extended

S(2) code family

Spreading Increases

bandwidth

Does not increase

transmission

bandwidth

Increases bandwidth

but predefined
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Spreading and modulation for CPICH, S-CCPCH, P-SCCCH, PDSCH, PICH, and AICH channels are

done in an identical way as for the DLDPCH. Spreading/modulation for P-CCPCH is done in exactly the

sameway as for the DLDPCH, except that the P-CCPCH is timemultiplexed after spreading. P-SCH and

S-SCH are code multiplexed and transmitted simultaneously during the first 256 chips of each slot. The

SCH is non-orthogonal to the other DL physical channels.

13.5.1.2 Scrambling Code

The downlink scrambling uses long codes, the same Gold codes as in the uplink. The complex-valued

scrambling code is formed from a single code by simply having a delay between the I- and Q-branches

(Figure 13.12). The code period is truncated to 10ms; no short codes are used in the downlink direction. A

total of (218–1) number of scrambling codes, numbered from 0 to 262 142 can be generated, however not

all are used. The downlink set of the (primary) scrambling codes is limited to 512 codes; otherwise the cell

search procedure (described in Chapter 15, Section 15.5.1) would become excessive. The scrambling

codes must be allocated to the sectors during the network planning, as is done for GSM for broadcast

frequency planning in cells.

The downlink scrambling codes are divided into 512 sets. Each set consists of a primary scrambling

code and 15 secondary scrambling codes. Overall, 8192 codes are allocated. In a compressed mode, each

of these codes are associated with an even alternative scrambling code and an odd alternative scrambling

code. The even alternative scrambling code corresponds tok þ 8192; the odd alternative scrambling code

corresponds to k þ 16 384, where k corresponds to the code used from the 8192 scrambling code set. The

set of primary scrambling codes is further divided into 64 scrambling code groups, each group consisting

of 8 primary scrambling codes. The 64 groups have a one-to-one mapping to the sequence of secondary

synchronization codes.

Each cell is allocated one, and only one, primary scrambling code and the PCCPCH þ PCPICH is

always transmitted using this primary scrambling code. The broadcast information is conveyed in the
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PCCPCH. The other downlink physical channels are transmitted with either the primary scrambling code

or an associated secondary scrambling code. The x sequence is constructed using the polynomial

1 þ X7 þ X18, while the y sequence is constructed using the polynomial 1 þ X5 þ X7 þ X10 þ X18. The

resulting sequences thus constitute segments of a set of Gold sequences. The scrambling codes are

repeated for every 10ms radio frame. A mixture of primary and secondary scrambling codes can be used

in a transmission of CCTrCH. The code generator used to generate the downlink scrambling code is

different to that of the code generator used to generate the uplink scrambling code. Refer to TS 25.213

Section 13.5.2.2 for details of the scrambling code generator.

The UE will contain a function for generating the downlink scrambling code. There will be multiple

generators, one associated with each finger in the rake, to allow the UE to connect to multiple downlink

transmissions derived from different cells. By virtue of the synchronization channels, the UE will derive

the downlink scrambling code in use by the cell that it intends to camp onto. This code shall be reported to

the higher layers. From this point, the system information decoded from the PCCPCHwill then inform the

UE of the primary scrambling codes for the neighboring/hierarchical cells. If more capacity is needed,

then a secondary scrambling code needs to be introduced in the cell, and only those users not fitting under

the primary scrambling code should use the secondary code. The biggest loss in orthogonality occurs

when the users are shared evenly between two different scrambling codes.

13.5.1.3 Synchronization Codes

For synchronization purposes the network uses the synchronization channel (SCH), which uses

synchronization codes (SC). SCH is introduced at the physical layer only and is not visible above the

physical layer. SCH channels are treated in a different manner to the normal channels and as a result they

are not spread using the OVSFs and PN scrambling codes. Instead they are spread using synchronization

codes (SC). SCH are not under the cell specific primary scrambling code. The terminal (UE) must be able

to synchronize to the cell before knowing the downlink scrambling code.

The synchronization channel for a cell is organized into a primary synchronization channel and

secondary synchronization channel. The primary synchronization channel (or code) is a 256-chip

sequence transmitted every slot, and every cell across the system (regardless of network operator) will

transmit the same code. From the primary synchronization code, the UE will obtain slot and chip

synchronization. The secondary synchronization channel is a sequence of 256-chip codes. A different

code is transmitted on every slot, and this repeats over every 15 slots (or 10ms), for example, periodic

over a frame. There are 64 sets fromwhich the secondary synchronization channels can be selected. These

64-sets correspond to the 64 primary scrambling code generators. (Sometimes the same code is used

across two or more consecutive slots. Please refer to TS 25.213 for details of the code assignments.)

From the secondary synchronization channel the UE will obtain frame synchronization and be able to

identify the primary scrambling code (here sectors are identified by primary scrambling, the same as for

GSM, where BTSs are identified by broadcast frequency used by different BTS). Refer to TS 25.213

Section 5.2.3 for details of the synchronization codes used. The primary synchronization code is

constructed as a so-called generalized hierarchical Golay sequence. The construction of secondary

synchronization codewords requires a Hadamard sequence, which can be obtained as the rows in amatrix

H8 constructed recursively by:

H0 ¼ ð0Þ

Hk ¼
Hk�1 Hk�1

Hk�1 Hk�1

 !
; k � 1

:

There are altogether 16 secondary synchronization codes and 1 primary synchronization code (this

primary synchronization code is common to all cells). The 16 secondary synchronization codes are
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arranged into 64 sequences (to identify the scrambling code group) such that the cyclic-shifts of these

sequences are unique.

The modulating chip rate is 3.84Mcps and in the downlink direction QPSK modulation is used.

13.5.2 Uplink Spreading and Modulation

13.5.2.1 Uplink Channelization Codes

OVSF channelization codes are used to preserve orthogonality between a user’s different physical

channels. The OVSF can be generated using the code tree in Figure 13.11. Alternatively, onemay also use

the following representation for generating OVSF codes.

Cch;1;0 ¼ 1

Cch;2;0

Cch;2;1

" #
¼

Cch;1;0 Cch;1;0

Cch;1;0 �Cch;1;0

" #
¼

1 1

1 �1

" #

Cch;2ðnþ 1Þ;0

Cch;2ðnþ 1Þ;1

Cch;2ðnþ 1Þ;2

Cch;2ðnþ 1Þ;3

..

.

Cch;2ðnþ 1Þ;2ðnþ 1Þ�2

Cch;2ðnþ 1Þ;2ðnþ 1Þ�1

2
666666666666666664

3
777777777777777775

¼

Cch;2n ;0 Cch;2n ;0

Cch;2n ;0 �Cch;2n ;0

Cch;2n ;1 Cch;2n ;1

Cch;2n ;1 �Cch;2n ;1

..

. ..
.

Cch;2n;2n�1 Cch;2n;2n�1

Cch;2n;2n�1 �Cch;2n;2n�1

2
66666666666666664

3
77777777777777775

In the downlink direction, the OVSF is used to convey different users and different channels to a single

user, whereas in the uplink direction, the OVSF is used to convey different channels from the user.

The UE will generate the channelization codes when given appropriate information by the higher

protocol layers, and then it will use the same until that code is no longer required.

In the uplink direction the spreading factor on the DPDCH may vary on a frame-by-frame basis. The

spreading codes are always taken from the earlier described code tree. When the channelization code is

used for spreading, it is always taken from the same branch of the code tree, the despreading operation can

take advantage of the code tree structure and avoid chip level buffering. The terminal provides data rate

information, or more precisely the transport format combination indicator (TFCI), on the DPCCH, to

allow data detection with a variable spreading factor on the DPDCH.

13.5.2.2 Uplink Scrambling Codes

There are 224UL scrambling codes. All channels will use either long or short scrambling codes, except for

PRACH, where only the long scrambling code is used. The UE will be able to generate long and short

scrambling codes as dictated by the higher layers. Two separate scrambling code generators will be

required to allow uplink communications with two cells (Figure 13.13). If communications is only with

one cell, then the other scrambling code generator shall be switched off. The UE will initiate the uplink-

scrambling generators with a 24-bit value that is provided by the higher layers. Note that two sets of

scrambling code generator need to be initiated.
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Long Scrambling Code
The long scrambling code has a period of 38 400 chips and repeats once in a 10ms frame. The x sequence

is constructed using the polynomial X25 þ X3 þ 1, while the y sequence is constructed using the

polynomial X25 þ X3 þ X2 þ X þ 1. The resulting sequences thus constitute segments of a set of

Gold sequences.

Short Scrambling Code
The short scrambling code has a period of 256 chips and repeats 150 times in a 10ms frame. The long and

short scrambling codes are generated as described by TS 25.213, Section 4.3.2. The UL short codes Sv(n),

n¼ 0,1, . . ., 255, of length 256 chips are obtained by one chip periodic extension of S(2) sequences of

length 255. This means that the first chip [Sv(0)] and the last chip [Sv(255)] of any UL short scrambling

code are the same. The modulating chip rate is 3.84Mcps. The uplink modulation of both DPCCH and

DPDCH is BPSK. The complex scrambling codes are formed in such a way that the rotations between

consecutive chips within one symbol period are limited to �90�. The full 180� rotation can happen only
between consecutive symbols.

13.6 Uplink Physical Channels

13.6.1 Dedicated Uplink Physical Channels

There are two types of uplink dedicated physical channels defined; (1) the uplink dedicated physical data

channel (uplink DPDCH) and (2) the uplink dedicated physical control channel (uplink DPCCH). In the

uplink, DPDCH and DPCCH are transmitted in parallel. The DPDCH and the DPCCH are I/Q code

multiplexed within each radio frame. The uplink DPDCH is used to carry the DCH transport channel. At

any point of time, theremay be zero, one, or several uplinkDPDCHs and only one uplinkDPCCHon each

radio link.

The uplink DPCCH is used to carry control information generated at layer-1. Layer-1 control

information consists of known pilot bits to support channel estimation for coherent detection, transmit

power-control (TPC) commands, feedback information (FBI), and an optional transport-format

combination indicator (TFCI). The transport-format combination indicator informs the receiver about

the instantaneous transport format combination of the transport channels mapped to the simultaneously

transmitted uplink DPDCH radio frame. Figure 13.14 shows the frame structure of the uplink dedicated

physical channels. Each radio frame of length 10ms is split into 15 slots, each of lengthTslot¼ 2560 chips,

corresponding to one power-control period.

Channelization
code Cd

DPDCH
(data)

DPCCH
(control)

Channelization
code Cc

G

PNI

Σ

Σ

PNI

PNQ PNQ

–

+

+

+

Figure 13.13 I/Q multiplexing with complex spreading
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In the uplink direction BPSK modulation is used, where each symbol is one bit. The parameter k in

Figure 13.14 determines the number of bits per uplink DPDCH slot. It is related to the spreading factor SF

of the DPDCH as SF¼ 2560/(2k�10). As k ranges from 0 to 6, so the DPDCH spreading factor may range

from 256 down to 4. The spreading factor of the uplink DPCCH is always equal to 2560/10¼ 256, that is,

there are 10 bits per uplink DPCCH slot. The exact number of bits of the uplink DPDCH and the different

uplink DPCCH fields (Npilot, NTFCI, NFBI, and NTPC) is given in the standard. Which slot format to use is

configured by the higher layers. The FBI bits are used to support techniques requiring feedback from the

UE to the UTRAN access point, including closed loopmode transmit diversity and site selection diversity

transmission (SSDT).

13.6.1.1 Transmission of Uplink Dedicated Physical Control Channel (DPCCH) and
Dedicated Physical Data Channel (DPDCH)

In uplink, DPDCP and DPCCH are transmitted in parallel. In the uplink direction the DPCCH and

DPDCH output from the channel codec are processed in L1 as below, and which is shown

in Figure 13.15.

1. Mapping – A binary “0” is mapped to a real valued þ 1 and a binary “1” is mapped to a real

valued �1.

2. Channelization/Spreading – As different mobiles use different uplink scrambling codes, the uplink

channelization codes may be allocated without coordination between different connections. The

uplink channelization codes are always allocated in a predetermined manner. The DPCCH is always

spread to chip rate (3.84Mcps) by the channelization code Cch,256,0 (SF¼ 256), whereas the nth

DPDCHn (0<¼ n<¼ 6) is spread to the chip rate by the channelization code Cch,SF,n.

3. Combination – One DPCCH and up to six parallel DPDCHs can be transmitted simultaneously. The

DPCCH spreading factor (SF) is always 256, while the DPDCH SF can vary from 4 to 256. After the

channelization the real valued spread signals are weighted by gain factor bc (for DPCCH) and bd (for
DPDCH), then the stream of real valued chips on the I and Q branches are summed and treated as a

complex valued stream of chips. This is then scrambled by complex valued scrambling code Cscramb.

4. Scrambling – The uplink scrambling code is decided by the network only. The mobile is informed in

the downlink access grant message about what scrambling code to use. The scrambling code may, in

rare cases, be changed during the duration of the connection. The change of uplink scrambling code is

DATA

D
P

D
C

H
D

P
C

C
H

Slot #0 Slot #1 Slot # i Slot #14

Pilot
Npilotbits

TFCI
NTFCIbits

FBI
NFBIbits

TPC
NTPCbits

Tslot = 2560 chips, Ndata = 10*2k bits (k=0...6)

Tslot = 2560 chips,10 bits

1 radio frame: Tf = 10 ms

( Ndata bits )

Figure 13.14 Frame structure for uplink DPDCH/DPCCH
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negotiated over the DCCH. There are 224 uplink scrambling codes. Either short (used withMUD only)

or long scrambling codes can be used for the uplink transmission (as described in the previous section).

5. Modulation – This is then BPSK modulated.

For hand-over purposes, the UE should be able to establish an uplink connection with two cells.

13.6.2 Common Uplink Physical Channels

13.6.2.1 Physical Random Access Channel (PRACH)

Physical random access channel (PRACH) is an uplink channel used by UE for connection request

purposes. PRACH is used to carry the RACH transport channel data. The random-access transmission is

based on a slotted ALOHA approach with fast acquisition indication. The UE can start the random-access

transmission at the beginning of a number of well defined time intervals, denoted access slots. There are 15

access slots per two frames and they are spaced 5120 chips apart, see Figure 13.16 (each slot is 2560 chips).

The timing of the access slots and the acquisition indication is described later. Information about the

available access slots for random-access transmission is given by the network higher layers via BCH.

The structure of the random-access transmission is shown in Figure 13.17. The random-access

transmission consists of one or several preambles of length 4096 chips and a message of length 10

or 20ms. The mobile station indicates the length of the message part to the network by using

specific signatures.

Gain
factor

Channelization
codes

Scrambling
code

Real

cosω t

sinω t

Imaginary

p(t)

p(t)

I + jQ

Cscrambling

DPDCH1

Σ

Σ

Cch,1 βd

DPDCH3

Cch,3 βd

DPDCH5

Cch,5 βd

DPDCH2

Cch,2 βd

DPDCH4

Cch,4 βd

DPDCH6

Cch,6 βd

DPCCH

Cch,0 βc

*j

Figure 13.15 Spreading/modulation for uplink DPCCH and DPDCHs
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UE transmits the preamble by random access before sending the message part. When it receives the

acquisition indication corresponding to the preamble from the network, UE sends the message part.

RACH Preamble Part: Each preamble is of length 4096 chips and consists of 256 repetitions of a

signature of length16 chips Walsh code. The term for the preamble having a repetitive Walsh code is a

preamble signature. There are a maximum of 16 available signatures. UE randomly selects one of them

prior to each access attempt. The characteristics of the preamble part are:

Channel coding: 256 repetitions of complex signature of length 16

Scrambling: real part of long Gold sequence.

For scrambling code of the preamble part, the code generating method is the same as for the real part of

long codes on dedicated channels. Only the first 4096 chips of the code are used for preamble spreading

with the chip rate of 3.84Mcps. The long codeCl for the in-phase components is used directly on both in-

phase and quadrature brancheswithout offset between branches. The preamble scrambling code is defined

as position-wise mod-2 sum of 4096 chips segments of two binary m-sequences generated by means of

two generator polynomials of degree 25.

RACHMessage Part: Figure 13.18 shows the structure of the random-access message part in a radio

frame. The 10ms message part radio frame is split into 15 slots, each of length Tslot¼ 2560 chips. Each

slot consists of two parts, a data part to which the RACH transport channel is mapped and a control part

that carries layer-1 control information. The data and control parts are transmitted in parallel. A 10ms

1 Frame = 10 ms

5120 chips

0

Slot 0

Slot 1

Slot 7

Slot 8

1

Random access transmission

Random access transmission

Random access transmission

Random access transmission

2 3 4 5 6 7 8 9 10 11 12 13 14

1 Frame = 10 ms

Random

Figure 13.16 RACH access slot numbers and their spacing

Preamble

4096 chips
10 ms (one radio frame)

20 ms (two radio frame)4096 chips

Preamble Preamble Message part

Preamble Preamble Preamble Message part

Figure 13.17 Structure of the random-access transmission
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message part consists of one message part radio frame, while a 20ms message part consists of two

consecutive 10ms message part radio frames. The message part length can be determined from the used

signature and/or access slot, as configured by higher layers. The data part consists of 10� 2k bits, where

k¼ 0, 1, 2, 3. This corresponds to a spreading factor of 256, 128, 64, and 32 respectively, for the message

data part. The control part consists of 8 known pilot bits to support channel estimation for coherent

detection and 2 TFCI bits. This corresponds to a spreading factor of 256 for the message control part. The

pilot bit pattern is described in the standard. The total number of TFCI bits in the random-access message

is 15� 2¼ 30. The TFCI of a radio frame indicates the transport format of the RACH transport channel

mapped to the simultaneously transmitted message part radio frame. For a 20ms PRACH message part,

the TFCI is repeated in the second radio frame.

The message part is scrambled with a 10 ms complex code and the scrambling code is cell specific

(Figure 13.19). The parameter for the data and control part is shown in Table 13.4.

PRACH Transmission Procedure
The following steps are carried out during a random access burst.

1. The terminal decodes theBCH (PCCPCH) of the target cell to findout: the cell specific spreading codes

available for preamble and message parts, the signatures and access slots available in the cell, the

spreading factor allowed for message part, and the PCCPCH transmit power level.

Slot #0 Slot #1 Slot #i Slot #14

Tslot = 2560 chips, 10*2k bits (k=0...3)

Message part radio frame TRACH = 10 ms

Data
Ndata bits

Pilot
Npilot bits

TFCI
NTFCI bits

Figure 13.18 Structure of the random-access message part radio frame

PRACH message
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Sr-msg,n
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PRACH message
control part

+

Figure 13.19 Spreading of PRACH message part
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2. The mobile randomly selects the signature and access slot to be used for the RACH burst.

3. The mobile estimates the downlink path loss and calculates the required uplink transmit power to be

used for the random access burst.

4. A 1 ms preamble is sent with the selected signature.

5. The terminal decodes the AICH to see whether the base station has detected the preamble.

6. In case noAICH is detected, the terminal increases the preamble transmission power by a step given by

the station, as multiples of 1 dB and transmits in the next available access slot.

7. If AICH is received with the signature S of the PRACH, then the message part is sent.

13.6.2.2 Physical Common Packet Channel (PCPCH)

The physical common packet channel (PCPCH) is used to carry the transport channel-CPCH.

CPCH Transmission – The CPCH transmission is based on the DSMA-CD approach with fast

acquisition indication. The UE can start the transmission at the beginning of a number of well defined

time-intervals, relative to the frame boundary of the received BCH of the current cell. The access slot

timing and structure is identical to RACH. The structure of the CPCH access transmission is shown in

Figure 13.20. The PCPCH access transmission consists of one or several access preambles (A-P) of length

4096 chips, one collision detection preamble (CD-P) of length 4096 chips, a DPCCH power control

preamble (PC-P), which is either 0 slots or 8 slots in length, and a message of variable length N� 10ms.

CPCH Access Preamble Part – Similar to the RACH preamble part, the CPCH preamble signature

sequences are used. The number of sequences used could be less than the ones used in the RACH

preamble. The scrambling code could either be chosen to be a different code segment of the Gold code

Table 13.4 Parameters for data and control part

Data part Control part

Symbol rate 15/30/60/120 ksymb/s Symbol rate 15 ksymb/s

Spreading factor 32/64/128/256 Spreading factor 256

Channel coding CRC, convolutional code Pilot symbol 8 bits per slot

Coding rate 1/2 TFCI 2 bits per slot

Modulation BPSK

Spreading Orthogonal Gold codes

Scrambling Gold sequence, 3.84Mcps, 10ms periodic

Access preamble

0 or 8 slots
4096 chips

P0

P1

Pj Pj

Collision detection
preamble

Control part

Message  part

N*10 ms

Data part

Figure 13.20 Structure of the CPCH access transmission
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used to form the scrambling code of the RACH preambles, or could be the same scrambling code in

situations where the signature set is shared.

CPCH Power Control Preamble Part – The power control preamble segment is called the CPCH

power control preamble (PC-P) part. The power control preamble length is a parameterwhichwill take the

values 0 or 8 slots, as set by the higher layers.

CPCHMessage Part – Each message consists of up toN_Max_frames 10ms frames.N_Max_frames

is a higher layer parameter. Each 10ms frame is split into 15 slots, each of length Tslot¼ 2560 chips. Each

slot consists of two parts, a data part that carries higher layer information and a control part that carries

layer-1 control information. The data and control parts are transmitted in parallel. The spreading factor for

the control part of the CPCH message part will be 256. The slot format of the control part of the CPCH

message partwill be the same as the control part of theCPCHPC-P. Each frame of length 10ms is split into

15 slots, each of length Tslot¼ 2560 chips, corresponding to one power-control period.

The data part consists of 10� 2k bits, where k¼ 0, 1, 2, 3, 4, 5, 6, corresponding to spreading factors of

256, 128, 64, 32, 16, 8, and 4, respectively.

The spreading factor for the control part of the CPCHmessage part will be 256. The slot format of the

control part of the CPCHmessage part will be the same as the control part of the CPCH PC-P. There are

two types of uplink dedicated physical channels; those that include TFCI (for example, for several

simultaneous services) and those that do not include TFCI (for example, for fixed-rate services). It is the

UTRAN that determines if a TFCI should be transmitted and it is mandatory for all UEs to support the

use of TFCI in the uplink.

In the compressed mode, DPCCH slot formats with TFCI fields are changed. There are two possible

compressed slot formats for each normal slot format. They are labeled A and B, and the selection between

them is dependent on the number of slots that are transmitted in each frame in compressed mode.

Multi-code operation is possible for the uplink dedicated physical channels. When multi-code

transmission is used, several parallel DPDCH are transmitted using different channelization codes,

however, there is only one DPCCH per radio link.

The spreading andmodulation of themessage part of the PRACH and PCPCH are basically the same as

for the uplink dedicated channel consisting of a data channel DPDCH and control channel DPCCH

(Figure 13.21). Table 13.5 provides the details for access preamble, CD preamble, CPCH power control

and CPCH message part.

Data

Control

Slot #0 Slot #1 Slot #i Slot #14

Pilot
Npilotbits

TFCI
NTFCIbits

FBI
NFBIbits

TPC
NTPCbits

Tslot = 2560 chips, 10*2k bits (k=0...6)

1 radio frame: Tf = 10 ms

Data
Ndata bits

Figure 13.21 Frame structure for uplink data and control parts associated with PCPCH
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13.7 Downlink Physical Channels

13.7.1 Dedicated Downlink Physical Channels

There is only one type of downlink dedicated physical channel, which is known as the downlink dedicated

physical channel (downlinkDPCH).Within one downlinkDPCH, dedicated data generated at layer-2 and

above, that is, the dedicated transport channel (DCH), is transmitted in time-multiplex with control

information generated at layer-1 (known pilot bits, TPC commands, and an optional TFCI). In the

downlink direction the DPDCH and DPDCH are time multiplexed as shown in Figure 13.22. Each

frame of length 10ms is split into 15 slots, each of length Tslot¼ 2560 chips, corresponding to one power-

control period.

The QPSK modulation, where each symbol contains two bits is used in the downlink direction. The

parameter k in Figure 13.22 determines the total number of bits per downlink DPCH slot. It is related to

the spreading factor SF of the physical channel by SF¼ 512/2k (where k¼ 0, . . ., 7). The spreading

factor may thus range from 512 down to 4. Hence, in each slot of length 2560 chips, we are able to put

twice the number of bits compared with uplink (BPSK) as QPSKmodulation is used. The exact number

of bits of the different downlink DPCH fields (Npilot, NTPC, NTFCI, Ndata1, and Ndata2) is given in the

standard. Which slot format to use is configured by the higher layers, and can also be reconfigured by

the higher layers.

There are basically two types of downlink dedicated physical channels: those that include TFCI

(for example, for several simultaneous services), and those that do not include TFCI (for example, for

fixed-rate services). It is the UTRAN that determines if a TFCI should be transmitted and it is mandatory

for all UEs to support the use of TFCI in the downlink.

DPCH Transmission Procedure
Datamodulation is QPSKwhere each pair of 2 bits is serial-to-parallel converted andmapped to the I- and

Q-branch, respectively. The I- and Q-branches are then spread with the same channelization code (real

spreading) and subsequently scrambled by the scrambling code (complex scrambling). The channeliza-

tion code is derived from the OVSF code tree based on the SF used, and the scrambling code is the sector

(base station) specific scrambling code (Figure 13.23). Parameters for downlink DPCH are given

in Table 13.6.

Datal
Ndatalbits

Data2
Ndata2bits

Pilot
Npilotbits

Slot #0

DPDCH DPCCH DPDCH DPCCH

Slot #1 Slot #i Slot #14

TFCI
NTFCIbits

TPC
NTPCbits

Tslot = 2560 chips,
10*2k bits (k=0...7)

One radio frame, Tf = 10 ms

Figure 13.22 Frame structure for downlink DPCH
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In compressed mode, a different slot format is used compared with normal mode. There are two

possible compressed slot formats, which are labeled A and B. Format B is used for compressed mode by

spreading factor reduction and format A is used for all other transmission time reduction methods.

13.7.2 Common Downlink Physical Channels

13.7.2.1 Common Pilot Channel (CPICH)

The pilot channel is used by the base station to provide a reference to all mobile stations and to aid the

channel estimation at the terminals. It provides phase reference for coherent demodulation at the mobile

receiver to enable coherent detection. This is an unmodulated code channel, which is scrambled with

the cell-specific primary scrambling code. It has a predefined bit sequence, which for a single

transmit antenna is an all logical 1 sequence. The CPICH is a fixed rate (30 kbps, SF¼ 256) downlink

physical channel that carries a pre-defined bit/symbol sequence. Figure 13.24 shows the frame structure

of the CPICH.

There are two types of CPICH: primary and secondary. The P-CPICH provides a coherent reference to

obtain the SCH, P-CCPCH, AICH and PICH at the UEs, as these channels do not carry their own pilot

information. The channelization code used by the P-CPICH is Cch,256.0, an all logical 1 code, while its

scrambling code is the cell’s primary scrambling code. In the case of a single transmit antenna, the CPICH

Serial
to

parallel

DPDCH
DPCCH

Q

I

Cch

p(t)

p(t)

Cscrambling
(complex)

Sin ωct

cos ωct

Figure 13.23 Downlink spreading arrangement and modulation

Table 13.6 Parameters for downlink DPCH

Channel coding CRC, convolutional code, Turbo code (according to Qos) in DPDCH

Symbol rate 7.5/15/30/60/120/240/480/960 ksymb/s

Spreading factor 4/8/16/32/64/128/256/512

Modulation QPSK

Spreading OVSF codes

Scrambling Gold sequence, 3.84Mcps, 10ms periodic

Power control period 0.625ms

Pilot symbol Include

TFCI bits Include

TPC bit Include
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is the unmodulated primary scrambling code. There is only one P-CPICH in each cell, and this is broadcast

over the entire cell.

UE estimates the channel impulse response from the received pilot signal, and armedwith this response

the datamay be recovered. Thus the pilot and datamust be transmitted over the same radio channel (which

includes the transmitter and receiver antenna). Consequently, as the CPICH is transmitted over the entire

cell or sector, it cannot be used to recover data from a narrow beam of a smart antenna because the radio

channels for the data andCPICHmay be very different. A smart antennawith its narrow beamswill create

radio channels with few or no significant multipath components, unlike a wide angle beam.

The secondary common pilot channel (S-CPICH) provides a common coherent referencewithin part of

a cell or sector. The antenna have narrow beams, for example, from a smart antenna, and may be used to

target individual UEs or groups of UEs in close proximity to one another.

The Node B (a BS) may use any channelization code having a length of 256 chips. The SCPICH

may be used as reference for the S-CCPCH (which transmits paging messages) and the downlink

dedicated channels.

There are two types of common pilot channels, the primary and secondary CPICH. They differ in their

use and the limitations placed on their physical features.

Primary Common Pilot Channel (P-CPICH)
The primary common pilot channel (P-CPICH) has the following characteristics.

. The same channelization code is always used for the P-CPICH.

. The P-CPICH is scrambled by the primary scrambling code.

. There is one and only one P-CPICH per cell.

. The P-CPICH is broadcast over the entire cell.

The primary CPICH is the phase reference for the following downlink channels: SCH, primary

CCPCH, AICH, and PICH. The primary CPICH is also the default phase reference for all other downlink

physical channels.

Secondary Common Pilot Channel (S-CPICH)
A secondary common pilot channel (S-CPICH) has the following characteristics.

. An arbitrary channelization code of SF¼ 256 is used for the S-CPICH.

. An S-CPICH is scrambled by either the primary or a secondary scrambling code.

. There may be zero, one, or several S-CPICH per cell.

. An S-CPICH may be transmitted over the entire cell or only over a part of the cell.

Pre-defined symbol sequence

Slot #0 Slot #1 Slot #i Slot #14

Tslot = 2560 chips, 20 bits =10 symbols

1 radio frame: Tf = 10 ms

Figure 13.24 Frame structure for common pilot channel

UMTS Radio Modem Design: From Speech to Radio Wave 437



. An S-CPICHmay be the reference for the S-CCPCH and the downlink DPCH. If this is the case, the UE

is informed about this by higher-layer signaling.

13.7.2.2 Primary Common Control Physical Channel (P-CCPCH)

The primary CCPCH is a fixed rate (30 kbps, SF¼ 256) downlink physical channel used to carry the BCH

transport channel. Figure 13.25 shows the frame structure of the primary CCPCH. The frame structure

differs from the downlinkDPCH in that noTPCcommands, noTFCI, andno pilot bits are transmitted. The

primary CCPCH is not transmitted during the first 256 chips of each slot. Instead, primary SCH and

secondary SCH are transmitted during this period. Table 13.7 tabulates the parameters for PCCPCH.

13.7.2.3 Secondary Common Control Physical Channel (S-CCPCH)

The secondary CCPCH is used to carry the FACH and PCH. There are two types of secondary CCPCH:

those that include TFCI and those that do not include TFCI. It is the UTRAN that determines if a TFCI

should be transmitted, hence making it mandatory for all UEs to support the use of TFCI. The set of

possible rates for the secondary CCPCH is the same as for the downlinkDPCH. The frame structure of the

secondary CCPCH is shown in Figure 13.26.

Slot #i Slot #14

Tslot = 2560 chips, 20 bits

1 radio frame: Tf = 10 ms

Data

256 chips

(Tx OFF) 18 bits

Slot #0 Slot #1

Figure 13.25 Frame structure for primary common control physical channel

Table 13.7 Parameters for PCCPCH

Channel coding CRC, convolutional code

Symbol rate 30 ksymb/s

Spreading factor 256

Modulation QPSK

Spreading Predefined code (Cch,256.1)

Scrambling Gold sequence, 3.84Mcps, 10ms periodic,

primary scrambling code of the sector

Power control Not supported

Pilot symbol Include

TFCI bits Not included
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The parameter k in Figure 13.26 determines the total number of bits per downlink secondary CCPCH

slot. It is related to the spreading factor SF of the physical channel as SF¼ 256/2k. The spreading factor

range is from 256 down to 4.

The FACH and PCH can be mapped to the same or to separate secondary CCPCHs. If FACH and

PCH are mapped to the same secondary CCPCH, they can be mapped to the same frame. The main

difference between a CCPCH and a downlink dedicated physical channel is that a CCPCH is not

inner-loop power controlled. The main difference between the primary and secondary CCPCH is

that the transport channel mapped to the primary CCPCH (BCH) can only have a fixed predefined

transport format combination, while the secondary CCPCH support multiple transport format

combinations using TFCI. Furthermore, a primary CCPCH is transmitted over the entire

cell while a secondary CCPCH may be transmitted in a narrow lobe in the same way as a dedicated

physical channel (only valid for a secondary CCPCH carrying the FACH). Parameters for SCCPCH

are mentioned in Table 13.8.

13.7.2.4 Synchronization Channel (SCH)

The synchronization channel (SCH) is a downlink channel used for initial synchronization purposes and

cell search. The SCH consists of two subchannels, the primary and secondary SCH. The 10ms radio

frames of the primary and secondary SCHare divided into 15 slots, each of length 2560 chips. Figure 13.27

illustrates the structure of the SCH radio frame.

Data
Ndata bits

Pilot
Npilot bits

TFCI
NTFCI bits

Tslot = 2560 chips, 20*2k bits (k=0...6)

1 radio frame: Tf = 10 ms

Slot #i Slot #14Slot #0 Slot #1

Figure 13.26 Frame structure for secondary common control physical channel

Table 13.8 Parameters for SCCPCH

Channel coding CRC, convolutional code

Symbol rate 15/30/60/120/240/480/960 ksymb/s

Modulation QPSK

Spreading Predefined code broadcast on the BCH

Scrambling Gold sequence, 3.84Mcps, 10ms periodic

Power control Not supported

Pilot symbol Include

TFCI bits Included/not include
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The primary SCH consists of a modulated code of length 256 chips, the primary synchronization

code (PSC) denoted cp in Figure 13.27, is transmitted once every slot. The PSC is the same for every cell in

the system.

The secondary SCH consists of repeatedly transmitting a length of 15 sequences of modulated codes of

length 256 chips, the secondary synchronization codes (SSC), transmitted in parallel with the primary

SCH. The SSC is denoted aci;ks in Figure 13.27, where i¼ 0, 1, . . ., 63 is the number of the scrambling code

group, andk¼ 0, 1, . . ., 14 is the slot number. Each SSC is chosen froma set of 16 different codes of length

256. This sequence on the secondary SCH indicates which of the code groups the cell’s downlink

scrambling code belongs to (Figure 13.28).

Slot #0

256 chips

2560 chips

Primary
SCH acp acp

acs
i,0 acs

i,1

acp

acs
i,14

Secondary
SCH

Slot #1 Slot #14

One 10 ms SCH radio frame

Figure 13.27 Structure of synchronization channel (SCH)

SCH and PCCPCH are time multiplexed,
so the first 256 chips at the beginning of the
slot- the output is connected to A for SCH
and then output is connected to B for
PCCPCH
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Figure 13.28 Spreading and scrambling for PCCPCH, SCCPCH, and SCH channels
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13.7.2.5 Physical Downlink Shared Channel (PDSCH)

The physical downlink shared channel (PDSCH), used to carry the downlink shared channel (DSCH)

transport channel, is shared by users based on code multiplexing. As the DSCH is always associated with

one or several DCHs, the PDSCH is always associated with one or several downlink DPCHs. More

exactly, each PDSCH radio frame is associated with one downlink DPCH.

The frame and slot structure of the PDSCH are shown on Figure 13.29.

To indicate forUE that there are data to decode on theDSCH, two signalingmethods are used, either the

TFCI field, or higher layer signaling.

The PDSCH transmission with associated DPCH is a special case of multi-code transmission. The

PDSCH and DPCH do not ¼necessarily have the same spreading factors. Furthermore, the PDSCH

spreading factorsmay vary from frame to frame. All relevant layer-1 control information is transmitted on

the DPCCH part of the associated DPCH, that is, the PDSCH does not carry physical layer information.

For PDSCH, the allowed spreading factors may vary from 256 to 4.

If the spreading factor and other physical layer parameters can vary on a frame-by-frame basis, the

TFCI will be used to inform the UE what are the instantaneous parameters of PDSCH, including the

channelization code from the PDSCH OVSF code tree. A DSCH may be mapped to multiple parallel

PDSCHs. In such a case the parallel PDSCHs will be operated with frame synchronization between each

other and the spreading factors of all PDSCH codes will be the same. PDSCH parameters are mentioned

in Table 13.9.

Data Ndata bits

Tslot = 2560 chips, 20*2k bits (k=0...6)

1 radio frame: Tf = 10 ms

Slot # i Slot #14Slot #0 Slot #1

Figure 13.29 Frame structure for the PDSCH

Table 13.9 Parameters for PDSCH

Channel coding CRC, convolutional code, and Turbo code (according to Qos)

Symbol rate 15/30/60/120/240/480/960 ksymb/s

Modulation QPSK

Spreading OVSF code

Scrambling Gold sequence, 3.84Mcps, 10ms periodic, primary scrambling code

Power control Supported by associated DCH

Pilot symbol Not include

TFCI bits Supported by associated DCH
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13.7.2.6 Acquisition Indication Channel (AICH)

The acquisition indication channel (AICH) is a physical channel used to carry the acquisition indicators

(AI). Acquisition indicator AIs corresponds to the signature S of the PRACH.

Figure 13.30 shows the structure of the AICH, which consists of a repeated sequence of 15 consecutive

access slots (AS), each of length 40-bit intervals. Each access slot consists of two parts, an acquisition

indicator (AI) part consisting of 32 real-valued symbols a0, . . ., a31 and a part of 1024 chips duration with
no transmission.

The phase reference for the AICH is the primary CPICH.

The real-valued symbols a0, a1, . . ., a31 in Figure 13.30 are given by:

aj ¼
X15
s¼0

AIsbs;j

where AIs, taking the values þ 1,�1, and 0, is the acquisition indicator corresponding to signature S and

the sequence bs,0, . . ., bs,31 is given in the standard. Parameters for AICH are shown in Table 13.10.

13.7.2.7 Paging Indicator Channel (PICH)

The paging indicator channel (PICH) is always associated with a paging channel (PCH) on S-CCPCH.

The PICH carries the page indicators (PIs), where PI indicates the subset ofUEswithin a cell whether they

should check the next S-CCPCH frame for pagingmessages. UE in idle mode receives nothing but the PI.

UE receives PCH in the radio frame of the S-CCPCH corresponding to the PI, only when it is informed of

an incoming call by the PI. PIs are divided into several groups. This helps to save battery life. The paging

Al part

a0

AS #14 AS #0 AS #1 AS #i AS #14 AS #0

a1 a2 a30 a31 Transmission off

20 ms

1024 chips

Figure 13.30 Structure of acquisition indication channel (AICH)

Table 13.10 Parameters for AICH

Channel coding Orthogonal code

Symbol rate 15 ksymb/s

Spreading factor 256

Spreading code OVSF

Scrambling Gold sequence, 3.84Mcps, 10ms periodic
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indicator channel (PICH) is a fixed rate (SF ¼ 256) physical channel used to carry the paging indicators

(PI). The PICH is always associated with an S-CCPCH to which a PCH transport channel is mapped.

Figure 13.31 illustrates the frame structure of the PICH.One PICH radio frame of length 10ms consists

of 300 bits (b0, b1, . . ., b299). Of these, 288 bits (b0, b1, . . ., b287) are used to carry paging indicators. The
remaining 12 bits (b288, b289, . . ., b299) are undefined.

N paging indicators {PI0, . . ., PIN�1} are transmitted in each PICH frame, whereN¼ 18, 36, 72, or 144.

The PI calculated by higher layers for use for a certain UE, is mapped to the paging indicator PIp, where

p is computed as a function of the PI computed by higher layers, the SFN of the P-CCPCH radio frame

during which the start of the PICH radio frame occurs, and the number of paging indicators per frame (N):

p ¼ PIþ 18� ½SFNþðSFN=8Þþ ðSFN=64Þþ ðSFN=512Þ	f gmod144ð Þ � N

144

� �� �
modN

If a paging indicator in a certain frame is set to “1,” it is an indication that UEs associated with this

paging indicator should read the corresponding frame of the associated S-CCPCH. PICH parameters are

mentioned in Table 13.11.

There are some other channels are also defined, such as: the CPCH status indicator channel (CSICH),

which is a fixed rate (SF ¼ 256) physical channel used to carry CPCH status information; the collision

detection channel assignment indicator channel (CD/CA-ICH), which is a physical channel used to carry

the CD indicator (CDI) only if the CA is not active, or CD indicator/CA indicator (CDI/CAI) at the same

time if the CA is active, and so on.

13.8 Timing Relationship between Physical Channels

The P-CCPCH, on which the cell SFN is transmitted, is used as a timing reference for all the physical

channels, directly for downlink and indirectly for uplink. SCH (primary and secondary), CPICH (primary

288 bits for paging indication

One radio frame (10 ms)

12 bits (undefined)

b287b0 b1 b288 b299

Figure 13.31 Structure of paging indicator channel (PICH)

Table 13.11 Parameters for PICH

Symbol rate 15 ksymb/s

Spreading factor 256

Spreading code OVSF

Scrambling Gold sequence, 3.84Mcps, 10ms periodic

Number of PI 18/36/72/144
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and secondary), P-CCPCH, and PDSCH have identical frame timings. The S-CCPCH timing may be

different for different S-CCPCHs, but the offset from the P-CCPCH frame timing is a multiple of 256

chips. The PICH timing is tPICH ¼ 7680 chips prior to its corresponding S-CCPCH frame timing, that is,

the timing of the S-CCPCH carrying the PCH transport channel with the corresponding paging

information. AICH access slots 0 start at the same time as P-CCPCH frames with (SFN modulo 2) ¼
0. TheDPCH timingmay be different for different DPCHs, but the offset from the P-CCPCH frame timing

is a multiple of 256 chips.

13.8.1 Channel Number and Bands

The carrier frequency is designated by the UTRA absolute radio frequency channel number (UARFCN).

For each operating band, the UARFCN values are defined as follows:

Uplink: NU ¼ 5*ðFUL �FUL offsetÞ; for the carrier frequency range FUL low 
 FUL 
 FUL high

Downlink: ND ¼ 5*ðFDL �FDL offsetÞ; for the carrier frequency range FDL low 
 FDL 
 FDL high

13.9 Transmitter Characteristics

UE Maximum Output Power – Different power classes are defined for nominal maximum output

power: power class-1, -2, -3, and -4. For band-I, the power is defined as þ33 dBm for class-1, þ27 dBm

for class-2, þ24 dBm for class-3, and þ21 dBm for class-4. The nominal power defined is the broadband

transmit power of the UE, that is, the power in a bandwidth of at least (1 þ a) times the chip rate of the

radio access mode.

Frequency Error – The UE modulated carrier frequency should be accurate within �0.1 ppm,

observed over a period of one time slot compared with the carrier frequency received from Node B.

For the PRACHpreambles themeasurement interval is lengthened to 3904 chips (this being the 4096 chip

nominal preamble period less a 25 ms transient period allowance at each end of the burst). TheUEwilll use

the same frequency source for both RF frequency generation and the chip clock.

Power Control – Open loop power control is the ability of the UE transmitter to set its output power

to a specific value. The UE open loop power is defined as the mean power in a time slot or ON power

duration, whichever is available. In normal conditions the tolerance is�9 dB. Inner loop power control in

the uplink is the ability of the UE transmitter to adjust its output power in accordance with one or more

TPC commands received in the downlink.

Diversity Characteristics – Three forms of diversity are considered to be available in UTRA/FDD.

(1) Time diversity – channel coding and interleaving in both uplink and downlink. (2) Multi-path

diversity – Rake receiver or other suitable receiver structure with maximum combining; additional

processing elements can increase the delay-spread performance due to increased capture of signal

energy. (3) Antenna diversity – antenna diversity with maximum ratio combing in Node B and

optionally in the UE.

Reference Sensitivity Level – The reference sensitivity level is the minimum mean power received

at the UE antenna port at which the bit error ratio (BER) should not exceed a specific value. The

minimum requirement is that the BER should not exceed 0.001 for different bands as specified in the

standard. For example, DPCH_Ec < reference sensitivity > �117 for operating bands 1 and 4 unit

dBm/3.84 MHz.
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13.10 Different Channel Usage in Various Scenarios

As discussed earlier, in the downlink direction some channels are transmitted continuously in each cell,

these are treated as overhead channels (Figure 13.32). They are used by the UE to synchronize to the cell,

to identify the cell and the network, and to obtain information about how to access the cell.

The common pilot channel (CPICH) is used to transmit timing and frequency reference information to

UEs (mobile stations) that are used by the UE (mobile station) to find the primary scrambling code and to

help determine its transmit power during open loop power control. The synchronization channel (SCH)

includes the primary and secondary synchronization channels (PSC and SSC) that contain timing

information to allow the UE to synchronize to the base station. It is time multiplexed with P-CCPCH.

The primary common control physical channel (P-CCPCH) is used to transmit the broadcast transport

channel (BCH), which provides system information to the UE. It is time multiplexed with the

synchronization channel (SCH), which is used to aid the UE synchronization to the network. In the

FDD test operating mode, this channel consists of pseudo-random bit sequence (PRBS) data and a valid

system frame number (SFN).

13.10.1 Channel Used for Call Setup

After the UE has identified a cell that it wants to access and has read the access information from the

broadcast channel, it must register. Registration informs the network of the presence of the UE and is

performed using the location update procedure.

In order to make the communication between the mobile and the network a control connection must be

established between the RRC entities of the network side and the UE side. This step is the same whether

the purpose is registration,mobile initiated call setup, or network originated call setup. These channels are

shown in Figure 13.33 as W-CDMA connection setup channels.

Physical Random Access Channel – Used by the UE to make its initial transmissions to the network.

Acquisition Indication Channel (AICH) – Used to acknowledge UE access request.

Paging Indication Channel (PICH) – Used to alert the UE of a forthcoming page message. In FDD test

mode, the test set only provides a user specified bit pattern to allow the operator to verify that the UE is

correctly decoding this channel.

RRC
information

Logical channels

Transport channels

Physical channels

SFN
System frame number

MIB, SIBs
Master and system
information blocks

BCCH
Broadcast ch

BCH
Broadcast ch

P-CCPCH
Primary common control

physical channel

SCH
Synchronization ch

CPICH
Common pilot ch

Figure 13.32 Downlink channel usage
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SecondaryCommonControl Physical Channel (S-CCPCH) –Used to transmit pages and signaling to

idling UEs.

13.11 Compressed Mode

Compressed mode is a function that enables the measurement of cells with different frequencies for the

purpose of carrying out handover between the different frequencies. The support of the downlink

compressedmode is essential for a single carrierUE. The decision tomigrate to compressedmode ismade

by UTRAN, which informs UE of the parameters required for compressed mode. In compressed mode no

data transmission takes place in the slot referred to as the transmission gap (Figure 13.34). In a frame of

compressed mode, the transmission power is raised temporarily to prevent the degradation in quality due

Layer-3 information

RB 0

CCCH
PCCH

PICH
AICH

FACH

RACH

PRACH

UplinkDownlink

Physical
channels

Transport
channels

Logical
channels

Radio bearer

S-CCPCH

PCH

Figure 13.33 Channel usage for call setup

Transmission gap available
for inter-frequency measurements

One radio
frame

Figure 13.34 Compressed mode
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to the lower gain caused by the suspension of transmission. Various methods for creating the compressed

mode are given in the Table 13.12.

The rate and type of compressed frames is variable and depends on the environment and the

measurement requirements. There are two different types of frame structures defined for downlink

compressed frames. Type A maximizes the transmission gap length and type B is optimized for power

control. The frame structure type A or B is set by higher layers independent of the downlink slot format

type A or B.
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Table 13.12 Different methods of compressed mode

Method Overview

Compressed mode

by puncturing

A way to reduce the number of transmitted

bits by using rate matching function. The same

SF is used in compressed mode as in the normal mode.

Compressed mode

by reducing

the SF by 2

A way to temporarily increase the transmission speed

by halving SF so that the same number of bits can be

transmitted as in the normal mode in slots other

than the transmission gap.

Compressed mode by

higher layer scheduling

A way to limit the transport format set by the higher layer

according to the number of bits that can be transmitted

in slots other than the transmission gap. The same SF is

used in compressed mode as in normal mode. It is basically

applicable to non-real time services such as packet transmission.
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14

UMTSMobile Phone Software and
Operations

14.1 Introduction to UMTS Protocol Architecture

UTRAN protocol architecture consists of a set of horizontal and vertical layers. The requirements are

addressed in horizontal radio network layer across different types of control and user planes. Control

planes are used to control a link or for connection, whereas user planes are used for transmitting user

data from higher layers. Signaling bearers are used to transmit higher layer’s signaling and control

information. Data bearers are the frame protocol used to transport user data. The application

protocols are used to provide UMTS specific signaling and control within UTRAN, for example

bearer setup in a radio network. A complete UTRAN and UE control plane architecture is shown

in Figure 14.1.

The protocol architecture in the main interfaces from UE to ISP across the UMTS network for packet

switched traffic is illustrated in Figure 14.2a and b. From theUE toUTRAN (RNC), the IP data packets are

carried as PDCP packets. PDCP provides either an acknowledged/unacknowledged or transparent

transfer service. It also performs a compression/decompression function. From the UTRAN (RNC) to

SGSN IP, packets are tunneled using GTP-U. Another GTP-U tunnel then runs from the SGSN to GGSN.

Using GTP-U, UMTS can carry a number of different packets, such as IPv4, IPv6, PPP, and X.25 over a

common infrastructure. GTP-U packets are formed by adding a header to the underlying PDP packet and

are sent using UDP over the IP using the IP address of the tunnel end point, for example, the GGSN for

traffic sent from the SGSN to an external network. In the UMTS core network, IP layer-3 routing is

typically supported by ATM switching networks. It is the operator’s choice to implement QoS at the IP or

ATM level.

The communication resources and services in UMTS are controlled via the protocols located in the

control plane. The GTP-C protocol takes care of the setting up, modifying, and tearing down of GTP

tunnels. It runs between SGSNandGGSNand also carries themessages to set up and delete PDP contexts.

GTP-C does not run over the Iu interface between UTRAN (RNC) and SGSN.

The GTP tunnel from UTRAN (RNC) to SGSN is setup by part of the RANAP, which provides the

signaling across the Iu interface and is also responsible for: radio access bear setup, modification and

release, control of the UTRAN security modes, management of RNC relocation procedures,

exchanging user information between RNC and CN, and transport MM and CC information between

the UE and CN.
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Through the Uu interface, the RRC sets up a signaling connection from UE to RNC. It covers the

assignment, re-configuration and release of radio resources. RRC also handles handover, cell re-selection,

paging updates, and notifications. It decouples the terminal packet data protocol from the network

transport through the use of tunneling and can transport IPv4 and IPv6 packets without modification. The

underlyingUMTSCNcan also be IPv4 or IPv6 networks, and it has no interactionwith the user data being

tunneled over it.

14.2 Protocol Structure

As for GPRS, the W-CDMA protocol has a layered structure designed to give the system a great deal of

flexibility. The WCDMA structure is divided vertically into an “access stratum” and a “non-access

stratum,” and horizontally into a “control plane” and a “user plane.” Protocol layers-1 and -2 are in the

access stratum,whereas protocol layer-3 is dividedbetween the access andnon-access strata (Figure 14.3).

In layers-2 and -3 the control plane and user plane information is carried on separate channels. As

discussed in the previous chapter, within layer-1 some channels carry only control plane information,

while others carry both user and control plane data.

The non-access stratum (NAS) refers to the protocol layers that are independent of the radio access

technology, that is, the CC, MM, GMM, SM, SS, and SMS, whereas the access stratum (AS) refers to the

layers of the protocol stack that have somedependencyupon the radio technology, that is, RR,RLC,MAC,

and PHY.

14.3 UE Protocol Architecture

The protocol entities in the UE software stack are shown in Figure 14.4. As in the GSM phone software,

the WCDMA based phone also contains all the necessary pieces of software modules, but the protocol

stack software for theWCDMA based phone is different from the GSMmobile phone. In Figure 14.4, the

main modules and layers of the WCMDA based mobile phone are shown.
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The design of the protocol stack is guided by the 3GPP specifications. A detailed description about the

different protocol layers is described below.

14.3.1 Physical Layer

This section will provide an overview on services and functions provided by the physical layer for

UMTS-FDD.

Physical Layer Services to Higher Layers – The physical layer should offer data transport services to
the higher layers. The access to these services will be through the use of transport channels via the MAC

sublayer. The characteristics of a transport channel will be defined by its transport format (or transport

format set), specifying the physical layer processing to be applied to the transport channel, such as error

protection scheme, size of CRC, and resulting code ratio after rate matching.

Physical Layer Functions – The physical layer will perform the following main functions: (1) FEC

encoding/decoding of transport channels, (2) physical layer measurements and indication to higher

layers, for example, received signal quality, channel decoding quality, (3) macro-diversity distribution/

combining and soft handover execution, (4) error detection on transport channels, (5) multiplexing of

transport channels and de-multiplexing of coded composite transport channels, (6) rate matching,

(7) mapping of coded composite transport channels on physical channels, (8) modulation and
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spreading/demodulation and de-spreading of physical channels, (9) frequency and time synchroniza-

tion, (10) closed-loop power control, (11) power weighting and combining of physical channels, and

(12) RF processing.

14.3.2 Medium Access Control (MAC)

This section will provide an overview on services and functions provided by the MAC sublayer for

UMTS-FDD.

MAC Services to Higher Layers – The transport channels are the interface between the MAC and

layer-1, whilst the logical channels are the interface between the MAC and RLC (Figure 14.5). The

MAC layer provides data transfer services on logical channels, where a set of logical channel types is

defined for different types of data transfer services as offered by theMAC. The type of information to be

transferred defines each logical channel type.

The basic services provided by the MAC layer are as follows.

1. Data transfer – This service provides unacknowledged transfer of MAC SDUs between peer-to-peer

MAC entities. This service does not provide any data segmentation. Therefore, a higher layer will

achieve the segmentation and re-assembly functions.

2. Reallocation of radio resources andMACparameters – This service performs, on request from the

RRC, execution of radio resource reallocation, a change of the MAC parameters that includes

reconfiguration ofMACfunctions, a change ofUE identity, a change of transport format (combination)

sets, and a change of the transport channel type.

3. Reporting of measurements – Local measurements are reported to the RRC, that is, traffic volume,

quality indication, and MAC status indication.

Transport block (MAC PDU)Transport block (MAC PDU)
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Figure 14.5 Data flow for transparent RLC and MAC
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MAC Functions – The functions of MAC sub layer are as follows.

1. Mapping between logical channels and transport channels –TheMAC is responsible formapping

of logical channel(s) onto the appropriate transport channel(s).

2. Selection of the appropriate transport formats for each transport channel depending on

instantaneous source rate – Given the transport format combination set, which is assigned by

theRRC, theMAC selects the appropriate transport formatwithin an assigned transport format set for

each active transport channel depending on the source rate. The control of transport formats ensures

efficient use of the transport channels.

3. Priority handling between data flows of one UE – When selecting between the transport format

combinations in the given transport format combination set, priorities of the data flows to be mapped

onto the corresponding transport channels are taken into account. Priorities are given by attributes of

the radio access bearer services and RLC buffer status. The priority handling is achieved by selecting

a transport format combination for which high priority data aremapped onto L1with a “high bit rate”

transport format, at the same time letting lower priority data be mapped with a “low bit rate” (which

could be a zero bit rate) transport format.

4. Identification of UEs on common transport channels – When a particular UE is addressed on a

common downlink channel, or when aUE is using the RACH, therewill be an inband identification of

the UE. As theMAC layer handles the access andmultiplexing onto the transport channels, theMAC

performs the identification functionality.

5. Multiplexing/de-multiplexing on common transport channels –Multiplexing/de-multiplexing of

higher layer PDUs into/from transport blocks delivered to/from the physical layer on common

transport channels. The MAC supports service multiplexing for common transport channels, as the

physical layer does not support multiplexing of these channels.

6. Multiplexing/de-multiplexing on dedicated transport channels – Multiplexing/de-multiplexing

of the higher layer PDUs into/from transport block sets delivered to/from the physical layer on

dedicated transport channels. TheMACallows servicemultiplexing for dedicated transport channels.

This function is utilized when several higher layer services, for example, the RLC, are required to be

mapped efficiently on the same transport channel. In this case the identification of multiplexing will

be contained in the MAC protocol control information.

7. Traffic volumemonitoring –TheMACperformsmeasurement of traffic volume on logical channels

and reports to RRC. Based on the reported traffic volume information, the RRC performs transport

channel switching decisions.

8. Maintenance of a MAC signaling connection between peer MAC entities – The MAC supports

unacknowledged transfer of MAC-internal messages between peer-to-peer MAC entities.

9. Dynamic transport channel type switching – The MAC supports execution of switching

between common and dedicated transport channels based on a switching decision derived

by RRC.

10. Ciphering – This function prevents unauthorized acquisition of data. Ciphering is performed in the

MAC layer for the transparent RLC mode.

14.3.3 Radio Link Control (RLC)

This section provides an overview on the services and functions provided by the RLC sublayer for

UMTS-FDD. The RLC supports three types of connection: transparent, unacknowledged, and

acknowledged (Figure 14.6).

RLC Services – The RLC sublayer provides the following services to the higher layers by a

combination of RLC–MAC functions and layer-1 services.
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1. RLC connection establishment/release – This service performs establishment and release

RLC connections.

2. Transparent mode service – This service transmits higher layer PDUs without adding any protocol

information, possibly including segmentation/reassemble functionality.

3. Unacknowledged mode service – This service transmits higher layer PDUs without guaranteeing

delivery to the peer entity. The unacknowledged data transfer mode has the following characteristics.

(a) Detection of erroneous data: the RLC sublayer delivers only those SDUs to the receiving higher

layers which are free of transmission errors, by using the sequence number check function. (b) Unique

delivery: the RLC sublayer delivers each SDU only once to the receiving higher layer using the

duplication detection function. (c) Immediate delivery: the receiving RLC sublayer entity delivers an

SDU to the higher layer receiving entity as soon as it arrives at the receiver.

4. Acknowledged mode service – This service transmits higher layer PDUs and guarantees delivery

to the peer entity. Should the RLC be unable to deliver the data correctly, the user of the RLC at

the transmitting side is notified. For this service, both in-sequence and out-of-sequence delivery is

supported. The acknowledged data transfer mode has the following characteristics. (a) Error-free

delivery: this is ensured by means of retransmission. The receiving RLC entity delivers only error-

free SDUs to the higher layer. (b) Unique delivery: the RLC sublayer delivers each SDU only once

to the receiving higher layer using duplication detection function. (c) In-sequence delivery: the

RLC sublayer provides support for in-order delivery of SDUs, that is, the RLC sublayer delivers

SDUs to the receiving higher layer entity in the same order that the transmitting higher layer entity

submits to the RLC sublayer. (d) Out-of-sequence delivery: as compared with in-sequence

delivery, it is also possible to allow the receiving RLC entity to deliver SDUs to a higher layer

in a different order than that submitted to the RLC sublayer at the transmitting side.

5. QoS setting – The retransmission protocol should be configurable by layer-3 to provide a different

level of QoS. Adjusting the maximum number of retransmissions according to different delay

requirements controls this.

6. Notifications of unrecoverable errors – The RLC notifies the higher layer of errors that cannot be

resolved by the RLC layer itself, by normal exception error handling procedures.

RLC Functions – The RLC sub-layer performs the following functions to deliver the layer-2 services

listed in the above section. The functions listed below can be used individually or in combination to deliver

the services identified.
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1. Connection control – This function performs the establishment, release, and maintenance of an

RLC connection.

2. Segmentation and re-assembly – This function performs segmentation/re-assembly of variable-

length higher layer PDUs, into/from smaller RLC payload units (PUs). One RLC PDU carries one

PU, except iwhen the header compression is applied,where there are severalRLCPUs. The size of the

smallest re-transmission unit is determined by the smallest possible bit rate. The RLC PDU size is

adjustable to the actual set of transport formats.

3. Header compression – The feature to include several payload units into one RLC PDU is referred to

as the RLC header compression. RLC header compression should be applied for acknowledged data

transfer service. Its applicability is negotiable between UTRAN and UE.

4. Concatenation – If the content of an RLC SDU does not fill an integer number of RLC PUs, the first

segment of the next RLC SDU is put into the RLC PU in concatenation with the last segment of the

previous RLC SDU.

5. Padding –When concatenation is not applicable and the remaining data to be transmitted do

not fill an entire RLC PDU of given size, the remainder of the data field is filled with

padding bits.

6. Transfer of user data – This function is used for conveyance of data between users of RLC services.

The RLC supports acknowledged, unacknowledged, and transparent data transfer. QoS setting

control transfer of user data.

7. Error correction – This function provides error correction by re-transmission, for example,

Selective Repeat, Go Back N, or a Stop-and-Wait ARQ), in the acknowledged data transfer mode.

8. In-sequence delivery of higher layerPDUs –This function preserves the order of higher layer PDUs

that were submitted for transfer byRLC using the acknowledged data transfer service. If this function

is not used, out-of-sequence delivery will be provided.

9. Duplicate detection – This function detects received RLC PDUs that are duplicated and ensures the

resultant higher layer PDU is delivered only once to the higher layer.

10. Flow control – This function allows an RLC receiver to control the rate at which the peer RLC

transmitting entity sends information.

11. Sequence numbering check (unacknowledged data transfermode) –This function guarantees the

integrity of reassembled PDUs and provides a mechanism for the detection of corrupted RLC SDUs

through checking the sequence number in RLC PDUs when they are reassembled into an RLC SDU.

A corrupted RLC SDU will be discarded.

12. Protocol error detection and recovery –This function detects and attempts to recover from errors in

the operation of the RLC protocol.

13. Ciphering – This is discussed later.

14.3.4 Radio Resource Control (RRC)

The following sections provide an overview of the services and functions provided by the RRC sublayer

for UMTS-FDD.

RRC Services – The services provided by RRC are as follows.

1. Reception of broadcast information related to non-access stratum and access stratum.

2. Reception of paging broadcast information addressed to UE.

3. Reception of notification broadcast information addressed to UE will include to the point where the

UE received the broadcast information, when the access stratumdelivers broadcast information to the

non-access stratum.

4. Establishment of connection.

5. Transmission of UE capability information.

6. Setup of radio access bearers as required by the quality of service class, using this connection.
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7. Transfer of information via the appropriate radio-access bearers.

8. Reconfiguration of radio-access bearers, reconfiguration of transport channel, reconfiguration of

physical channel.

9. Soft handover, hard handover, inter-system handover.

10. Measurement and monitoring of control parameters.

11. Release of radio-access bearers.

12. Release of connection.

A radio-access bearer refers to a dedicated link, channel or service between the UE and UTRAN. One

example of a radio-access bearer is an SMS service, another example is a speech call.
RRCFunctions –The radio resource control (RRC) layer handles the control plane signaling of layer-3

between the UEs and the UTRAN. The RRC performs the following functions.

1. Reception of broadcast information provided by the non-access stratum (core network) – The

RRC layer handles system information broadcasting from the core network. The system information

is normally repeated on a regular basis.

2. Reception of broadcast information related to the access stratum – The RRC layer handles

system information broadcasting from the UTRAN.

3. Establishment, maintenance and release of an RRC connection between the UE and UTRAN –

The establishment of an RRC connection is initiated by a request from higher layers at the UE side to

establish the first signaling connection for the UE. The establishment of an RRC connection includes

an optional cell re-selection, an admission control, and a layer-2 signaling link establishment. The

release of an RRC connection can be initiated by a request from higher layers to release the last

signaling connection for the UE or by the RRC layer itself in the case of RRC connection failure.

The RRC layer detects the loss of an RRC connection, then releases the resources assigned for

connection failure.

4. Establishment, reconfiguration and release of radio-access bearers – The RRC layer, on request

from higher layers, performs the establishment, reconfiguration and release of radio-access bearers in

the user plane. It is possible to establish a number of radio-access bearers to the UE at the same time.

At establishment and reconfiguration, the RRC layer performs admission control and selects the

parameters describing the radio-access bearer processing in layer-2 and layer-1, based on information

from higher layers.

5. Assignment, reconfiguration and release of radio resources for the RRC connection – The RRC

layer handles the assignment of radio resources (code, frequency, time slot, etc.) needed for the RRC

connection including the needs fromboth the control and user plane. TheRRC layer has the capability

to reconfigure radio resources during an established RRC connection. This function includes

coordination of the radio resource allocation between multiple radio bearers related to the same

RRC connection.

6. RRC connection mobility functions – The RRC layer performs evaluation, decision and execution

related to RRC connectionmobility during an established RRC connection, such as handover, cell re-

selection and cell/paging area update procedures. These functions are based on measurements from

the lower layers.

7. Paging/notification – The RRC layer handles broadcast paging information from the UTRAN

addressed to the UE. The RRC layer also handles paging during an established RRC connection.

8. Routing of higher layer PDUs – This function performs routing of higher layer PDUs to the correct

higher layer entity.

9. Control of requested QoS – This function ensures that the QoS requested for the radio-access

bearers can be met. This includes the allocation of a sufficient number of radio resources.

10. UEmeasurement reporting and control of the reporting – The measurements performed by the

lower layers are controlled by the RRC layer, in terms of what to measure, when to measure and
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how to report. The RRC layer performs the reporting of the measurements from the UE to

the UTRAN.

11. Outer loop power control – The RRC layer controls setting of the target of the closed loop

power control.

12. Control of ciphering – The RRC layer provides procedures for setting of ciphering (on/off) between

the UE and UTRAN.

13. Initial cell selection and re-selection in idlemode – TheRRC selects themost suitable cell based on

idle mode measurements and cell selection criteria.

14. Congestion control – The RRC manages the internal data buffer during information transfer.

TheRRC states, when theUE is in connectedmode, are shown in Figure 14.7. Once aUE is switched on, it

selects a PLMN and looks for a suitable cell in that PLMN. A UE stays in idle mode until it is able to

transmit a request to establish an RRC connection. If the RRC connection is released or it fails, the UE

moves fromconnectedmode to idlemode. There can only be zero or oneRRCconnection betweenUEand

UTRAN. If there are multiple signaling connections between UE and CN, they all share the same

RRC connection.

In the connected mode, there are different RRC service states: Cell_DCH, Cell_FACH, Cell_PCH and

URA_PCH, where each state defines the physical channel that the UE is using. In the Cell_DCH state, a

dedicated physical channel is allocated to theUE and theUE is known by its servingRNCon a cell. DSCH

can also be used in this state. In the Cell_FACH state, RACH and FACH channels are used by the UE. In

this state, the UE performs cell re-selection and after a re-selection, it sends a Cell Update message to the

RNC. If the new cell belongs to other system, such as GPRS, the UE enters the idle mode and accesses the

other system according to that system’s access procedure. In the Cell_PCH, UE is known at the cell level

in SRNCbut can only be reached via the paging channel. In this state,UEs battery consumption is less than

that in the Cell_FACH state. If UE performs cell re-selection, it moves to Cell_FACH, sends aCell Update

message and moves back to the Cell_PCH state if no other activity is triggered during the cell update
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Figure 14.7 (a) RRC states when UE is in connected mode, and (b) RRC connection establishment

procedure
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procedure. In URA_PCH, after doing a cell re-selection, UE reads the UTRAN registration area (URA)

from the broadcast channel and sends a URA update if URA changes.

14.3.5 Packet Data Convergence Protocol (PDCP)

One of the PDCP functions is compression and decompression of protocol control information. Typical

VoIP packets are small (for example, 20 bytes – depending upon the codec size). An RTP/UDP/IP header

is at least 40 bytes for IPv4 and at least 60 bytes for IPv6. It is not efficient to send packets with full RTP/

UDP/IP or TCP/IP headers over the air interface. IP header compression and robust header reduction

protocol (ROHC) are some methods for this purpose.

14.3.6 Call Control (CC)

Call control (CC) is one of the protocols in the communication management (CM) sublayer. Every UE

supports the call control protocol. If a UE does not support any bearer capability at all, then it responds

to a SETUPmessagewith a RELEASECOMPLETEmessage. In the call control protocol, it is possible

to define more than one CC entity. Each CC entity is independent of the other and communicates with

the correspondent peer entity using its own MM connection. Different CC entities use different

transaction identifiers.

The call control entities are described as communicating finite state machines which exchange

messages across the radio interface and communicate internally with other protocol sublayers. Certain

sequences of actions of the two peer entities compose “elementary procedures” which are used as a

basis for the description in this section. These elementary procedures are grouped into the following

classes: (1) call establishment procedures, (2) call clearing procedures, (3) call information phase

procedures, and (4) miscellaneous procedures.

The terms “mobile originating” or “mobile originated” (MO) is used to describe a call initiated by the

UE. The terms “mobile terminating” or “mobile terminated” (MT) are used to describe a call initiated by

the UTRAN.

Call Establishment Procedures – Establishment of a call is initiated by the request of a higher layer in

either the UE or UTRAN. It consists of: (1) the establishment of a CC connection between the UE and

UTRAN, and (2) the activation of the codec or inter-working function. The UE supports the following

types of call establishment. – (a) Mobile originating call establishment – There are two types of mobile

originating call, a basic call and an emergency call. The request to establish anMMconnection contains a

parameter to specify whether the call is a basic or an emergency call. (b) Mobile terminating call

establishment – It is possible to terminate a call from a UE, provided that an MM connection is already

established by the UTRAN.

14.3.7 Mobility Management (MM)

The main function of the mobility management sublayer is to support the mobility of UEs, such as

informing the UTRAN of its present location and providing user identity confidentiality. Other

functions of the MM sublayer are to provide connection management services to the different entities

of the higher connection management (CM) sublayer. There are two sets of procedures defined for the

MM: (1)MMprocedures for non-GPRS services, performed by theMMentity of theMM sublayer, and

(2) GMM procedures for GPRS services, performed by the GMM entity and GMM-AA entity of the

MM sublayer.
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Depending on how they are initiated, there are three types of MM procedures.

1. Common procedures – It is always possible to initiate an MM common procedure. Procedures that

belong to this category are: TMSI re-allocation, authentication, identification, IMSI detach, MM

information procedure.

2. Specific procedures – It is possible to initiate anMM specific procedure only if no other MM specific

procedure is running, or no MM connection exists. The procedures belonging to this type are: normal

location updating, periodic updating, IMSI attach procedure.

3. MM Connection management procedures – These procedures are used to establish, maintain and

release an MM connection between the UE and the UTRAN, over which an entity of the higher CM

layer can exchange informationwith its peer. It is possible to perform anMMconnection establishment

only if noMMspecific procedure is running. It is possible for amultipleMMconnection to be active at

the same time.

There are two types of GMM procedures for GPRS services.

1. GMMcommon procedures – There are four types of GMMcommon procedures as follows: P-TMSI

re-allocation, GPRS authentication and ciphering, GPRS identification, GPRS information.

2. GMM specific procedures – Two types of GMM specific procedures are supported in the UE in

the GMM context. One is initiated by UE and the other is initiated by UTRAN.

14.3.8 Session Management (SM)

The sessionmanagement (SM) providesmanagement services to theGPRS point-to-point data services at

the UE radio interface. The SM supports PDP context handling of the UE. The SM procedures for

identified access are performedonly if aGMMcontext has been established betweenUEandUTRAN. For

anonymous access the SM procedures are performed without a GMM context being established. The SM

procedures are as follows.

1. PDP context activation – This procedure is used to establish a PDP context between UE and UTRAN

for specificQoSona specificNSAPI.ThePDPcontext is initiatedbyUE,or upon request, by thenetwork.

2. PDP context modification – This procedure is used to change the QoS negotiated during the PDP

context activation procedure or at a previously performed PDP context modification procedure. The

network initiates the procedure at any time when a PDP context is active.

3. PDP context deactivation – This procedure is used to deactivate any existing PDP context between

the UE and the network. The context deactivation is initiated by the UE or network.

4. Anonymous PDP context activation – This procedure is used to anonymously establish a PDP

context between the UE and network for a specificQoS on a specificNSAPI. The procedure is initiated

by UE only.

5. Anonymous PDP context deactivation – This procedure is used to deactivate any anonymous PDP

context that exists between the UE and the network. The context deactivation is initiated by the UE

or network.

6. Broadcast/multicast control (BMC) – In the UMTS system, this protocol adapts broadcast and

multicast services on the radio interface. The infrastructure offers an option to use an uplink channel

for interaction between the service and the user, which is not a straightforward issue in usual

broadcast networks.

7. Packet data convergence protocol (PDCP) – This is responsible for IP header compression and

decompression, transfer of user data andmaintenance of sequence numbers for radio bearers which are

configured for lossless SRNS relocation.
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14.3.9 Universal Subscriber Identity Module (USIM) Interface

TheUSIM interface provides the transmission protocol for retrieving information elements that are stored

in the USIM for 3GPP network operations. The transmission protocol is in accordance with ISO/IEC

7816-3 standards. The USIM interface retrieves the following USIM related information upon request

from the UE: (a) administration information – mode of operation of USIM, for example, normal, type

approval; (b) USIM service table – optional services provided by the USIM; (c) IMUI; (d) language

indication; (e) location information; (f) cipher key, Kc, and cipher key sequence number; (g) access

control class(es); (h) forbidden PLMN; (i) phase identification; (j) ciphering key for GPRS; (k) GPRS

location information; (l) cell broadcast related information; (m) emergency call codes; (n) capability and

related parameters; (o) HPLMN search period; (p) BCCH information – list of carrier frequencies to be

used for cell selection; and (q) phone numbers – abbreviated dialing number, fixed dialing number.

In addition the USIM interface, via directions from the UE, provides the functions to manage and provide

storage for the following information: PIN, PIN enabled/disabled indicator, PIN error counter, unblocked

PIN, unblocked PIN error counter, data integrity keys, and subscriber authentication keys.

14.3.10 Man Machine Interface (MMI)

The MMI interfaces with the user and provides user procedures for call control, physical input and

output, such as indications and displayed information. The MMI is positioned above the protocol stack

and has interfaces with the keypad, display, andUSIM. For all the featuresmentioned, theMMI uses the

services of the protocol stack, keypad drivers, and LCDdrivers. The following features are supported by

the MMI: (1) display of called number; (2) indication of call progress signals; (3) country/PLMN

indication; (4) country/PLMN selection; (5) basic key pad entry – physical means of entry of 0–9,þ ,�

and #; (6) service indicator; (7) call control – SEND and END function keys for call initiation and

termination, respectively; (8) call acceptance – the call is accepted when the user presses the SEND-

function key; (9) off-hook call initiation; and (10) call termination.

14.3.11 Inter-Working Unit (IWU)

The IWU interfaces with the MMI and application on the one side, and the CM andMM sublayers on the

other side. The IWU is defined as a type of formal adapter between the application and the top of the

protocol stack or in short a driving engine. The IWU consists of several inter-working functions (IWFs),

which are invoked by the IWU as a result of service requirements for inter-working.

14.4 Procedures in the UE

This section will describe the UE procedures in different operatingmodes during the operation of the UE.

When the UE is in an inactive state or in a mode when it does not expect to make or receive any

communication with the network, it makes no attempt to gain access with a UTRAN. When the UE is

active, it attempts to camp-on to any existingUTRAN (mandatory). TheUE camps-on to aUTRAN that is

selected either manually or automatically (UTRAN selection). Once the UE recognizes the UTRAN, it

looks for a suitable cell in that UTRAN and tunes to it (cell selection). On camped on, the UE enters the

idle mode.

14.4.1 Procedures in Idle Mode

The UE in idle mode performs location registration (mandatory). The CM asks the MM of the UE to

initiate a location registration procedure. During the location registration procedure, information related
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to the location of the UE is transferred to the UTRAN. The first time location registration of UE, and

subsequent location registration without changing the registered area, is referred to as “attach” (attaching

and detaching is to inform the UTRAN that the UE is ready to receive incoming calls). So the attach

procedure is the same as the location registration, which is used to indicate to the UTRAN that the

UE is active.

After successful location registration, the UE in idle mode is able to initiate and receive calls. It should

be noted that the UE always tries to camp to the best available cell in that UTRAN or other UTRAN (cell

re-selection). The location registration procedure is initiated compulsorily whenever the UE moves to a

new registration (location) area, that is, new UTRAN (UTRAN re-selection). Prior to the power off, the

UE runs a detaching procedure (the reverse of attach), if necessary.

If theUE fails to find a suitable cell to camp on, theUSIM is not inserted, or if the location registration is

unsuccessful, it attempts to camp on to any cell, irrespective of the UTRAN. In this situation, the UE has

limited services (only emergency calls).

When camped on, attached to a UTRAN and in the idle mode, the UE monitors the system

information and paging message from the UTRAN.When the registered UE receives a paging message

from UTRAN, it indicates that there is call (usually considered as a UTRAN initiated call or incoming

call) for that UE. The UE responds to this paging message by setting up an RRC connection, and enters

connected mode when the RRC connection is established. The idle mode tasks are sub-divided

into three procedures: UTRAN selection and re-selection, cell selection and re-selection, and

location registration.

14.4.2 UTRAN Selection and Re-selection

The non-access stratum selects a suitable UTRAN. Normally the UE operates on its home UTRAN

(HUTRAN). However, a visited UTRAN (VUTRAN) is selected if the UE loses coverage with its

HUTRAN. There are two modes for UTRAN selection:

1. Automaticmode –Thismode utilizes a list ofUTRANs in priority order. The highest priorityUTRAN

that is available and allowable will be selected.

2. Manual mode – Here the UE indicates which UTRANs are available to the user. Only when the user

makes a manual selection will the UE try to obtain normal service on the UTRAN.

In the automatic mode, the UE always look for more suitable UTRAN and camps onto them if a more

suitable candidate is found, particularly on a home UTRAN. This is referred to as UTRAN-re-selection.

14.4.3 Cell Selection and Re-selection

The UE selects the most suitable cell and the radio access mode based on idle mode measurements

and cell selection criteria. The non-access stratum controls the cell selection, for instance in terms of

a list of forbidden registration area(s) and a list of non-access stratum defined service area(s) in

priority order.

When camped on a cell, the UE always searches for a better cell according to the cell re-selection

criteria. When a more suitable cell is found, the UE connects to the UTRAN via that cell. The non-access

stratum is informed if the cell selection and re-selection results in changes in the received system

information. For normal service, theUEcamps onto a suitable cell, and receives the following information

from the UTRAN via the control channel: (1) receive registration area information from the UTRAN, for

example, location area and routing area, (2) identify the non-access stratum defined service areas(s) to

which the serving cell belongs, and (3) other access-stratum and non-access stratum information.
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If registered, it receives paging and notificationmessages from the UTRAN, and initiates call setup for

outgoing calls or other actions from the UE.

14.4.4 Location Registration

When first camped onto a suitable cell after power on, the non-access stratum registers the UE as active

and presents in the registration area of the chosen cell, if necessary. The non-access stratum registers the

UEs presence in a registration area, for instance regularly andwhen entering a new registration area. Prior

to power off, the non-access stratum de-registers the UE, if necessary.

14.4.5 Procedures in Connected Mode

For UE initiated calls, the higher layers of the UE send a request to the RRC to establish a signaling

connection establishment. Upon receiving this, the RRC of the UE initiates a connection establishment

procedure with the peer RRC of the UTRAN by sending an RRC connection request message through

the MAC. The UE enters connected mode once the RRC connection is established (when the UE-RRC

receives the RRC connection setup message). During this connection establishment procedure, the

RRC configures the layers L1 and L2 using the parameters received from the UTRAN. Once

the configuration is complete the RRC of the UE initiate the RLC signaling link. It should be noted

that once the RRC connection establishment is successful, the signaling connection establishment will

be resumed. Once the signaling connection is established there will be higher layer peer-to-peer

signaling data transfer.

TheUEenters connectedmode once theRRCconnection is established.Within the connectedmode the

level of UE connection to UTRANwill be determined by the QoS requirements of the active radio access

bearers and the characteristics of the traffic on those bearers.

The main procedures in connected mode are as follows.

1. Radio access bearer establishment – This procedure is used for establishing a new radio access

bearer depending on the QoS parameters, assignment of RLC parameters, multiplexing priority for

the DTCH, scheduling priority for the DCH, transport format set (TFS) for the DCH and updates of

transport format combination set (TFCS). (Note that the TFS is defined as the set of transport formats

associated with a transport channel and is the format of communication between the MAC and

L1 entities.)

2. Radio access bearer release – This procedure is used to release a radio access bearer by releasing the

RLC entity, release of the DCH which affects the TFCS, release of physical channel(s) and change of

the used transport channels types and RRC state.

3. Radio access bearer and signaling link configuration – This procedure is used to reconfigure

parameters for a radio access bearer or the signaling link to reflect the changes in QoS. This

procedure has the option of reconfiguring either the synchronized or unsynchronized radio

access bearer.

4. Transport channel reconfiguration – This procedure is used to configure the parameters related to a

transport channel such as the TFS. This procedure also assigns TFCS and changes physical channel

parameters to reflect a reconfiguration of a transport channel in use.

5. Transport format combination control – This procedure is used to control which transport format

combinations (within the transport format combination set) will be used in the UE in the uplink as

requested by the network.

6. Physical channel reconfiguration – This procedure is used to assign, or replace a set of physical

channels used by UE.
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7. Data transmission –This procedure is used for controlling data transmission. The procedure caters for

two types of data transmission: acknowledged-mode data transmission in DCH/DCH þ DSCH, and

acknowledged-mode data transmission in CPCH/FACH.

14.5 Mobility Procedures in Connected Mode

Themobility related procedures play a significant role in ensuring the smooth data transmission in lieu of

the mobile nature of the UE in the connected mode.

URA Update – This procedure is used by the UE to inform UTRAN that the UE has switched to a new

UTRAN registration area (URA). This procedure is triggered after change of cell and after theUEhas read

information broadcast by the UTRAN indicating the change of URA.

Cell Update – This procedure is used by the UE to inform the UTRAN that the UE has switched to the

new cell. This procedure is considered as a forward handover procedure and is triggered after the change

of cell and after the UE has read information broadcast by UTRAN. This procedure is also triggered by

expiry of a cell update periodicity timer in the UE.

Handover Measurement Reporting – This procedure is used by the UE for reporting the measure-

ment results to UTRAN for its use in handover measurements. The procedure caters for measurement

of the evaluation of radio link quality (measurement), intra-frequency measurements, inter-

frequency measurements, inter-system measurements, and traffic volume measurements as requested

by UTRAN.

Soft Handover Procedures – This procedure is used by UE during the soft handover in FDD mode.

The UE supports three sets of procedures for soft handover which are:

1. Radio link addition – The UE uses this procedure to configure the layer-1 to begin reception on a new

radio link upon request by the RCC of the UTRAN.

2. Radio link removal – TheUE uses this procedure to configure the layer-1 to terminate and remove the

radio link upon request by the RCC of the UTRAN.

3. Combined radio link addition and removal – TheUE uses this procedure to configure the layer-1 for

the replacement of the radio link. The UE terminates and removes the old radio link and starts a

reception on a new radio link upon request by the RRC of the UTRAN.

Hard Handover Procedures for FDD Mode – This handover procedure is used for inter-frequency

hard handover in the FDD mode. The UE, upon reception of the handover message from network,

configures the L1 of the UE with the radio resources as provided by the network, terminates the old radio

link and starts reception on the new radio link. Upon theL1 of theUE achieving downlink synchronization

on the new frequency, an L2 link is established and the RRC of the UE sends a handover completion

message to the RRC of the UTRAN.

14.6 Other Procedures during Connected Mode

In addition to the above procedures the UE supports the following procedures in the connected mode:

Transmission of UE Capability Information Procedure – The UE transfers its capability informa-

tion to the network. This procedure is performed either after RRC connection setup procedure or

during the lifetime of the RRC connection if the UE capability changes (for example, due to a change

in UE power class).

System Information Procedure – The UE is capable of receiving the system information in order to

update the neighboring cell and MM information. The RRC of the UEUE forwards the received MM

information to the MM sublayer of the UE.
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Direct Transfer Procedure –Upon reception of this message, the higher layer PDU is routed by using

the CN domain identifier parameter set in the UE to indicate the destination CN node of the non-access

stratum message.

RRC Status Procedure – If the UE is signaling connection to two core networks CN1 and CN2, a

request of RRC release from one of the nodes will be received by the RRC of the UE from the RRC of the

UTRAN. After receiving this message the UE informs it’s corresponding MM entity of RRC connection

release and sends an acknowledgement back to UTRAN.

RRC Connection Re-Establishment Procedure – This procedure is used when a UE loses

radio connection due to radio link failure or other. After selecting a new cell, the RRC of the UE

sends to the RRC of the UTRAN an RRC connection re-establishment message. The required

acknowledgment message is sent by the RRC of the UE upon completion of the connection re-

establishment procedure.

14.7 Security Procedures

First generation analog cellular phones, generally did not contain much in terms of security aspects and

protection. Thus, it was possible to eavesdrop on the analog radio path and thereby listen to other user’s

calls, or to program the identities of the mobile phones such that the accessing cost appears in other

user’s bill. Moving to the second generation GSM system, some security aspects were introduced, such

as subscriber authentication, user confidentiality, identity, and confidentiality of voice and data are

provided. Its goal was to provide user related security features for authentication, confidentiality and

anonymity and to protect the network against un-authorized access. However, there are some

weaknesses in the GSMmobile security system, which made it vulnerable to security attacks. Whereas

in the third generation system (3G/UMTS), to overcome these drawbacks some security functions have

been added and some existing ones have been improved over GSM security functions by introducing

stronger encryption algorithms, encryption in the base station (BTS) to radio network controller (RNC)

transmission path, stricter authentication algorithms and tighter subscriber confidentiality. It follows

three principles: (1) keep the proven GSM security features to ensure the compatibility for inter-

working and handover; (2) improve the weaknesses of GSM security; and (3) add security features for

new 3G radio access networks and services.

14.7.1 UMTS Security Overview

The following is a brief description of the UMTS security mechanism.

14.7.1.1 Authentication and Key Agreement (AKA) Mechanism

The protocol machinery of the UMTS authentication and key agreement (AKA) scheme is similar to

GSM AKA, but one added feature is the mutual authentication. AKA takes place between USIM and

HLR/AuC (Figure 14.8). In practice SN is the counterpart to the USIM on behalf of HLR/AuC. In some

cases, SN has enough information to perform the authentication without involving the HLR/AuC.

These cases include: authentication based on knowledge of a previously derived cipher/integrity key

pair, and an authentication by using an authentication vector, which was previously transferred from

HLR/AuC to the VLR/SGSN in the SN. As with GSM, here also when any new user is added to a home

network for the first time, a subscriber authentication key (K) is assigned in addition to IMSI to enable

the verification of subscriber identity. The key is stored in AuC at the network side and at the subscriber

side in the USIM. In addition, USIM and HE keep track of counters SQN (sequence number) (MS) and

SQN (HE), respectively, to support network authentication. The sequence number SQN (HE) is an
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individual counter for each user and the sequence number SQN (MS) denotes the highest sequence

number the USIM has accepted. The purpose of this procedure is to authenticate the user and establish a

new pair of cipher and integrity keys between VLR/SGSN and the USIM. The steps involved in this

process are described below.

VLR (in the case of CS) or SGSN (in case of PS) sends an authentication request to HLR/AuC,

which includes IMSI to indicate the user’s identity as each key (K) is related to the IMSI. Upon the

receipt of the authentication request from VLR/SGSN, HLR/Auc generates an authentication vector

(AV). HLR/AuC may have pre-computed the required number of authentication vectors and retrieve

them from the HLR database or may compute these on demand. The authentication vectors are ordered

according to the sequence number. For production of AV, five functions are required; these are f1, f2,

f3, f4, and f5. The inputs to f1 are K, SQN and the authentication management field (AMF) parameter

and output from it is MAC (message authentication code computed). HLR/AuC generates a fresh

sequence number SQN (HE) and an unpredictable challenge RAND. For each user (this means for

each IMSI, that is, each K) HLR/AuC keeps track of the counter SQN (HE). The SQN is very important

because it ensures that the authentication vector used for ciphering the authentication process is unique

and has not been used before. The input to f2, f3, f4, and f5 are RAND and K and output from them are

XRES, ciphering key (CK), integrity key (IK), and acknowledgement key (AK), respectively. Each

authentication vector (the equivalent of GSM “triplet”) consists of the following components: a

random number (RAND), an expected response (XRES), a cipher key (CK), an integrity key (IK) and

an authentication token (AUTN). Each authentication vector (AV) is good for one authentication and

key agreement between VLR/SGSN and the USIM. Then the HRL/AuC sends an authentication

response back to the VLR/SGSN that contains an ordered array of n authentication vectors AV (1. . .n).
VLR/SGSN stores the AV. When the VLR/SGSN initiates an authentication and key agreement, it

selects the next unused authentication vector from the ordered array in the database (authentication

vectors in a particular node are used on a FIFO basis) and sends the RAND and AUTN parameters to

Challenge (RAND, AUTN)

Response (RES)

Verify (RAND, AUTN)
if ok then proceed

K

K

D1 = Network authentication function
D2 = User authentication function

AV = (RAND, CK, IK, AUTN (128 bits), XRES (32-128 bits))
AUTN = SQN (48 bits), AMF (16 bits), MAC-A (64 bits))

D1

D2

RNC
SGSN

or
VLR/MSC

HLR
(AuC)

MAP_SendAuthInfo(IMSI)

MAP_SendAuthInfo-ack(AV)

Verify subscriber
(RES = XRES)?

UICC/
USIM

MS

Node B

Figure 14.8 UMTS authentication and key agreement
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the USIM. Upon receipt of this, USIM first computes the anonymity key AK and retrieves the sequence

number SQN then it computes the XMAC and compares this with MAC, which is included in the

AUTN. If they are different the user sends authentication reject back to VLR/SGSN with the failure

cause indication and the user abandons the procedure. However, if these are same, network

authentication is successful and USIM next verifies the received SQN and checks whether it is in

the correct range or not. If the USIM considers the SQN to be not in the correct range, it sends

synchronization failure back to the VLR/SGSN with cause and abandons the procedure. If this is

successful, then the USIM produces CK, IK and a response RES, which is sent back to the VLR/SGSN.

VLR/SGSN (also known as the serving network SN) compares the expected response (XRES), which

was produced by AuC with the received response (RES). If these match then VLR/SGSN considers the

AKA is successfully completed.

14.7.1.2 Authentication and Key Agreement Procedure

The detailed operational flow of authentication and key agreement procedure in UMTS is depicted

in Figure 14.9.

14.7.1.3 Security Mode Command

The purpose of this procedure is to trigger the start of ciphering or to command the restart of

ciphering with new ciphering configuration for the radio bearer of one CN domain and for all

signaling radio bearers. It is also used to start integrity protection or to modify integrity protection

configuration for all signaling radio bearers. Initially, during the RRC connection establishment

procedure, UE transfers to RNC the UE security capabilities [which includes ciphering capabilities

(UEAs) and the integrity capabilities (UIAs)] and START values for the CS service domain and the

respective PS service domain. The UE sends the initial L3 message to the VLR/SGSN. This contains

user identity and the key set identifier (KSI), which is allocated by the CS service domain or PS

service domain during the last AKA procedure for this CN domain. The VLR/SGSN initiates

integrity and ciphering by sending the RANAP message “security mode command” to SRNC, which

contains a list of allowed UIAs and the IK to be used. SRNC decides which algorithms to use by

selecting from the list of allowed algorithms (UIA1, Kasumi, . . .) and the list of algorithms supported

by the UE. The SRNC generates the random value FRESH and initiates the downlink integrity

protection by sending a “security mode command” to the UE. However, if the requirement received

from VLR/SGSN cannot be fulfilled, then it sends a “security mode reject” to the requesting VLR/

SGSN. If the requirements are met then SRNC sends an RRC message “security mode command” to

UE. The message includes the UE security capability, the UIA and FRESH to be used and if ciphering

should be started then it also contains UEA. Some addition information, such as when the ciphering

will be started, is also included in the message. Because of this the UE can have two integrity and

ciphering keys. The network must indicate which key set should be used. This is obtained by

including a CN type indicator in the security mode command message. If the GSM MS classmark

exists, then the message also contains that. Before sending this message to the UE, SRNC first

generates the MAC-I (message authentication code for integrity) and attaches this information to the

message for integrity protection.

At reception of the security mode command message, UE checks that the UE security capabilities

received is equal to the UE security capability transferred in the connection setup message. The same

applies to the GSM MS classmark. The UE computes XMAC-I on this message by using the indicated

UIA, stored COUNT-I and received FRESH parameter. The MS verifies the integrity of the message by

comparing the received MAC-I with the generated XMAC-I. If all controls are successful, the UE
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compiles the RRC message security mode complete and generates the MAC-I for this message. If any

control is not successful, the procedure ends in the UE. When SRNC receives the “security mode

complete” message, the SRNC computes the XMAC-I on the message. The SRNC verifies the data

integrity of the message by comparing the received MAC-I with the generated XMAC-I. Then RANAP

message “security mode complete” is sent from SRNC to VLR/SGSN with the complete response and

selected algorithms. The procedure ends here.

14.7.2 Integrity Protection

The securitymode command starts the downlink integrity protection, that is, thismessage and after this all

other (except-) messages sent to UE are integrity protected using the new integrity configuration. The

signaling radio bearers are used for transfer of signaling data for services delivered by both CS and PS

service domains. These signaling RBs are data integrity protected by the IK of the service domain for

which the most recent security mode negotiation took place. This may require that the integrity key of an

ongoing signaling (already integrity protected) connection has to be changed, when a new connection is

established with another service domain, or when a security mode negotiation follows a re-authentication

User authentication response (RES)

VLR / SGSN

TRUE

FALSE

If MAC = XMAC,
Sequence number is in the correct range?

XMAC RES CS IK

f1

SQN

AK

f5K
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Figure 14.9 (Continued)
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during an ongoing connection. Figure 14.10 illustrates the use of integrity algorithm f9 to authenticate the

data integrity of a signaling message.

Input parameters to this algorithm are integrity key (IK), the integrity sequence number (COUNT-I), a

random value generated by the network side (FRESH), the direction bit DIRECTION, and signaling data

messageMESSAGE. Based on these input parameters the user computesmessage authentication code for

data integrityMAC-I using integrity algorithm f9. ThisMAC-I is appended to the securitymode complete

message from the UE to UTRAN. The receiver computes the XMAC-I on the message received in the

same way and verifies the data integrity of the message by comparing MAC-I and XMAC-I.

Details of the input parameter to the integrity algorithm are as follows.

COUNT-I: The integrity sequence number COUNT-I is 32-bits long. For signaling RB (RB 0–4)

there is one COUNT-I value per uplink signaling radio bearer and one COUNT-I value per downlink

signaling radio bearer. It is composed of two parts, a short sequence number “short,” a long sequence

number “long.” The “short” sequence number forms the least significant bits of COUNT-I, while “long”

sequence number forms the most significant bits of COUNT-I. The short sequence number is the 4-bit

RRC sequence number (RRC SN) that is available in each RRC PDU. The “long” sequence number is the

28-bit RRChyperframe number (RRCHFN),which is incremented at eachRRCSNcycle. TheRRCHFN

is initialized bymeans of the parameter START. TheUE and RNC initialize the 20most significant bits of

the RRC HFN to START, and the remaining bits of RRC HFN are initialized to 0.

Integrity Key: The integrity key is 128-bits long. There may be one IK (CS) for CS service domain

and the user and one IK (PS) for PS service domain and the user. For UMTS subscribers the IK is

established during the AKA process and is stored in the USIM in the user side and in AuC/HLR in the

network side. ForGSM subscribers that access theUTRAN, IK is established followingGSMAKAand is

derived from the GSM cipher key Kc. Generally IK is stored in the USIM and also its copy is stored in the

UE. IK is sent from USIM to UE upon request from UE. The USIM sends IK under the condition that a

valid IK is available. TheUE triggers a new authentication procedure if the current value of START (cs), or

START (ps), in the USIM are not up-to-date or START values have reached THRESHOLD. The UE

deletes IK from its memory after power off and after removal of USIM. IK is sent from the HLR/AuC to

VLR/SGSN as a part of a quintet. It is sent from VLR/SGSN to RNC in the RANAP security mode

command. At handover, the IK is transmitted within the network infrastructure from the old RNC to the

newRNC, to enable the communication to proceed, and the synchronization procedure is resumed. The IK

remains unchanged at handover.

COUNT-I DIRECTION

MESSAGE FRESH

f9

MAC-I

Sender
UE or RNC

IK

COUNT-I DIRECTION

MESSAGE FRESH

f9

XMAC-I

Receiver
RNC or UE  

IK

Figure 14.10 Derivation of MAC-I (or XMAC-I) on a signaling message
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FRESH: This is 32-bits long and is sent by the network. There is one FRESH parameter value per

user. The network parameter FRESH protects the network against replay of the signaling message by the

user. At the connection setup the RNC generates a random value FRESH and sends it to the user in RRC

security mode command. The value FRESH is subsequently used both by the network and the user

throughout the duration of a single connection. At handover with relocation of SRNC, the new SRNC

generates its own values for FRESH parameter and sends it to the UE in the RRCmessage that indicates a

new UTRAN radio network temporary identity due to SRNC relocation.

DIRECTION: The direction identifier is one bit long. The direction identifier is input to avoid the

integrity algorithm used to compute the message authentication codesfrom using an identical set of input

parameter values for the up-link messages.

MESSAGE: This is the signaling message itself with the radio bearer identity. The latter is appended

in front of the message. Note the RB identity is not transmitted with the message but it is needed to avoid

the same set of input parameter being used for different instances of message authentication codes.

The security mode complete message from UE starts the uplink integrity protection.

14.7.3 Ciphering

The ciphering function is performed either in the RLC sublayer or in the MAC sublayer, according to the

following rules.

If an RB is using a non-transparent RLC mode (AM or UM), ciphering is performed in the RLC

sublayer. If anRB is using the transparent RLCmode, ciphering is performed in theMACsublayer (MAC-

d entity). Ciphering is performed in the UE and SRNC and the context needed for ciphering is only known

to S-RNC and ME.

Figure 14.11 illustrates the use of ciphering algorithm f8 to encrypt plaintext by applying a key stream

using a bit per bit binary addition of the plaintext and key stream. The plaintext may be recovered by

generating the same key stream using the same input parameters and applying a bit per bit binary addition

with the cipher text.

COUNT-C DIRECTION

BEARER LENGTH

f8

KEYSTREAM
BLOCK

PLAINTEXT
BLOCK

PLAINTEXT
BLOCK

CIPHERTEXT
BLOCK

Sender
UE or RNC

CK

COUNT-C DIRECTION

BEARER LENGTH

f8

KEYSTREAM
BLOCK

Receiver
RNC or UE

CK

Figure 14.11 Ciphering of user and signaling data transmitted over the radio access link
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The input parameters to this algorithm are the cipher key CK, a time dependent input COUNT-C, the

bearer identity BEARER, the direction of transmission DIRECTION and length of keystream required

LENGTH. Based on these input parameters the algorithm generates the output keystream block

KEYSTREAM, which is used to encrypt the input plaintext block PLAINTEXT to produce the output

ciphertext block CIPHERTEXT. The input parameter LENGTH will only affect the length of the

KEYSTREAM BLOCK, not the actual bits in it.

The details of the input parameters to the cipher algorithm are as follows.

COUNT-C –There is one COUNT-C for uplink RB and one for downlink RB using RLCAMor RLC

UM (Figure 14.12). There is one uplink and one downlink COUNT-C value for all radio bearers using

transparent RLC mode that are connected to the same CN domain (and mapped onto DCH). The

COUNT-C is composed of two parts: a “short” sequence number and a “long” sequence number. The

“short” sequence number forms the least significant bits of COUNT-C while “long” sequence number

forms the most significant bits of the COUNT-C. The update of COUNT-C depends on the transmission

mode as described below. (a) For RLC TM on DCH, the “short” sequence number is the 8-bit

connection frame number CFN of COUNT-C. It is independently maintained in the UE MAC-d entity

and the SRNC MAC-d entity. The “long” sequence number is the 24-bit MAC-d HFN, which is

incremented at each CFN cycle. (b) For RLC UMmode, the “short” sequence number is the 7-bit RLC

sequence number (RLC SN) and this is part of the RLC UM PDU header. The “long” sequence number

is the 25-bit RLC UM HFN, which is incremented at each RLC SN cycle. (c) For RLC AM mode, the

“short” sequence number is the 12-bit RLC sequence number (RLC SN) and this is part of the RLCAM

PDU header. The “long” sequence number is the 20-bit RLC AM HFN, which is incremented at each

RLC SN cycle.

The hyperframe number (HFN) is initialized by means of the parameter START. TheME and the RNC

then initialize the 20 most significant bits of the RLC AM HFN, RLC UM HFN, and MAC-d HFN to

START. The remaining bits of the RLCAMHFN, RLCUMHFN andMAC-dHFN are initialized to zero.

When a new radio bearer is created during an RRC connection in ciphered mode, the HFN is initialized

by the current START value.

Ciphered Key – The cipher key CK is 128-bits long. There may be one CK for CS connections (CKCS),

established between the CS service domain and the user and one CK for PS connections (CKPS)

established between the PS service domain and the user. For UMTS subscribers, CK is established during

UMTS AKA, as the output of the cipher key derivation function f3, available in the USIM and in HLR/

AuC. For GSM subscribers that access the UTRAN, CK is established following GSM AKA and is

derived from the GSM cipher key Kc. CK is stored in the USIM and a copy is stored in theME. CK is sent

from the USIM to the ME upon request of the ME. The USIM sends CK under the condition that a

valid CK is available. The ME triggers a new authentication procedure if the current values of STARTCS

or STARTPS in the USIM have reached THRESHOLD. The ME deletes CK from the memory after

COUNT-C

RLC TM MAC-d DCH MAC-d HFN (24 bits) CFN (8 bits)

RLC HFN (25 bits) RLC SN (7 bits)

RLC HFN (20 bits) RLC SN (12 bits)

RLC UM

RLC AM

Figure 14.12 The structure of COUNT-C for all transmission modes
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power-off and after removal of the USIM. CK is sent from the HLR/AuC to the VLR/SGSN and stored in

the VLR/SGSN as part of the quintet. It is sent from the VLR/SGSN to the RNC in the (RANAP) security

mode command.

At handover, the CK is transmitted within the network infrastructure from the old RNC to the new

RNC, to enable the communication to proceed. The cipher CK remains unchanged at handover. There

is one CK for CS connections (CKCS), established between the CS service domain and the user and

one CK for PS connections (CKPS) established between the PS service domain and the user. The radio

bearers for CS user data are ciphered with CKCS. The radio bearers for PS user data are ciphered

with CKPS.

The signaling radio bearers are used for transfer of signaling data for services delivered by both CS

and PS service domains. These signaling radio bearers are ciphered by the CKof the service domain for

which the most recent security mode negotiation took place. This may require that the cipher key of an

(already ciphered) ongoing signaling connection has to be changed, when a new connection is

established with another service domain, or when a security mode negotiation follows a re-authenti-

cation during an ongoing connection. This change should be completed within five seconds after the

security mode negotiation.

Each UEA will be assigned a 4-bit identifier. Currently the following values have been defined:

“00002:” UEA0, no encryption, “00012”:UEA1, Kasumi, the remaining values are not defined.

BEARER – The radio bearer identifier BEARER is 5-bits long. There is one BEARER parameter per

radio bearer associated with the same user and multiplexed on a single 10ms physical layer frame. The

radio bearer identifier is input to avoid a different keystream being used for an identical set of input

parameter values.

DIRECTION – The direction identifier DIRECTION is 1-bit long. The direction identifier is input to

avoid the keystreams for the uplink and for the downlink using the identical set of input parameter values.

The value of the DIRECTION is 0 for the messages from UE to RNC and 1 for the messages from RNC

to UE.

LENGTH – The length indicator LENGTH is 16 bits long. The length indicator determines the length

of the required key streamblock. LENGTH shall affect only the length of theKEYSTREAMBLOCK, not

the actual bits in it.

14.7.4 Weakness in UMTS Security

These areweakness of the UMTS security. (1) IMSI is sent in clear text when allocating TMSI to the user.

(2) The transmission of IMEI is not protected. (3) A user can be enticed to camp on a false BS. Once the

user camps on the radio channels of a false BS, the user is out of reach of the paging signals of the SN.

(4) Hijacking outgoing/incoming calls in networks with disabled encryption is possible. The intruder

poses as a man-in-the-middle and drops the user once the call is setup.

In practice, protection of SS7-based protocols is best done at the application layer as there are no

security mechanisms available at the network layer of SS7. The drawback of implementing protection

at the application layer is that the target protocol itself will have to be modified. This process is both

expensive and time consuming, and it must be repeated for every target protocol. After careful analysis,

it was found that one could only afford to protect the mobile application part (MAP) protocol in

some way.

14.8 Measurement Procedures

The purpose of themeasurement control procedure is to setup,modify or release ameasurement in theUE.

The UTRAN may request a measurement (taking UE capabilities into account) by the UE to be setup,
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modified or released with a MEASUREMENT CONTROL message, which is transmitted on the

downlink DCCH using AM RLC. The UE supports a number of measurements running in parallel and

each measurement is controlled and reported independently of every other measurement by using

“measurement identity.” Upon reception of a MEASUREMENT CONTROL message the UE performs

and reports to UTRAN accordingly.

The following information is used to control the UE measurements and the measurement

results reporting.

1. Measurement identity: A reference number that should be used by the UTRAN when setting up,

modifying or releasing the measurement and by the UE in the measurement report.

2. Measurement command: One out of three different measurement commands. (a) Setup: Setup a

newmeasurement. (b) Modify:Modify a previously definedmeasurement, for example, to change the

reporting criteria. (c) Release: Stop ameasurement and clear all information in the UE that are related

to that measurement.

3. Measurement type: One of the types listed below describing what the UE measures. The different

types of measurements are as follows. (a) Intra-frequency measurements: Measurements on

downlink physical channels at the same frequency as the active set. A measurement object

corresponds to one cell. (b) Inter-frequency measurements: Measurements on downlink physical

channels at frequencies that differ from the frequency of the active set and on downlink

physical channels in the active set. A measurement object corresponds to one cell. (c) Inter-RAT

measurements: Measurements on downlink physical channels belonging to another radio access

technology such as GSM. (d) Traffic volume measurements: Measurements on uplink traffic

volume. A measurement object corresponds to one cell. (e) Quality measurements: Measurements

of downlink quality parameters, for example, downlink transport block error rate. A measurement

object corresponds to one transport channel in the case of BLER. A measurement object

corresponds to one time slot for SIR (TDD only). (f) UE-internal measurements: Measurements

of UE transmission power and UE received signal level. (g) UE positioning measurements:

Measurements of UE position.

4. Measurement objects: The objects on which the UE measures measurement quantities, and the

corresponding object information.

5. Measurement quantity:The quantity theUEmeasures on themeasurement object. This also includes

the filtering of the measurements.

6. Reporting quantities:The quantities theUE includes in the report in addition to the quantities that are

mandatory to report for the specific event.

7. Measurement reporting criteria: The triggering of the measurement report, for example, periodical

or event-triggered reporting.

8. Measurement Validity: Defines in which UE states the measurement is valid.

9. Measurement reporting mode: This specifies whether the UE transmits the measurement report

using AM or UM RLC.

Cells that the UE is monitoring are grouped in the UE into three mutually exclusive categories.

a. Active set cells: User information is sent from all these cells. In FDD, the cells in the active set are

involved in soft handover. In TDD the active set always comprises one cell only.

b. Monitored set cells: Cells that are not included in the active set but are included in the CELL_INFO_

LIST belong to the monitored set.

c. Detected set cells:Cells detected by the UE that are neither in the CELL_INFO_LIST nor in the active

set belong to the detected set. Reporting of measurements of the detected set is only applicable to intra-

frequency measurements made by UEs in CELL_DCH state.
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14.9 Handover Procedure

The handover procedure is the key factor to support roaming. In UMTS there are five different types of

handover defined.The following categories of handover (also referred to as handoff) are defined inUMTS.

1. Hard Handover

This is where the UE needs to break the current radio link and then establish a fresh radio link. Such

circumstances are: changing the radio frequency of the channel connecting the UE to the UTRAN,

changing the FDDmode to TDDmode, and changing to a cell on the same frequency but no support

of diversity. Hard handover can be seamless or non-seamless. Seamless hard handover means that

the handover is not perceptible to the user. In practice a handover that requires a change of the carrier

frequency (inter-frequency handover) is always performed as hard handover.

In UMTS hard handovers are used to, for example, change the radio frequency band of the

connection between the UE and the UTRAN. During the frequency allocation process for UMTS, it

is planned that each UMTS operator will have the possibility to claim additional spectrum (each of

5MHz bandwidth) to enhance the capacity, when a certain usage level is reached (for example, a

single operator can buy several 5MHz bands of license to support an increased capacity). In this case

several bands of approximately 5MHz will be in use by one operator, resulting in the need for

handovers between them. Also, it could switch the frequency between two operators (who might be

using two different 5MHz bands of frequency).

Hard handovers are the so-called inter-mode handovers. This allows for changes between the FDD

and the TDD UTRA modes. This handover type is sometimes also classified as inter-system

handover, as the measuring methods used are very similar to WCDMA-GSM handovers.

a. Inter-system handover

Inter-system handover are necessary to support compatibility with other system architectures. It is

mainly the handovers between UTRAN and the GSM radio access network that will be vital during

the rollout of UMTS networks. In the initial deployment phase of 3G networks it is very likely that

rural areas will not yet be covered by theWCDMA network. Thus GSM networks will still be used

to provide coverage in those areas. On the other hand, it looks probable that the additional capacity

provided byWCDMAnetworkswill be used to unload the urbanGSMnetwork. In the later releases

of the 3GPP specifications, handovers to systems other than GSM are included.

The signaling procedure for handing over a UMTS user to the GSM system is shown in

Figures 14.13 and 14.14. This example is illustrative of the general procedure followed during

Camping on
a UTRAN cell

UTRAN connected mode

GPRS packet
transfer mode

Inter-system
handover

GSM connected mode

Connected mode

GPRS packet
idle mode

Camping on a GSM
/GPRS cell

Idle mode

Inter-system cell
reselection

Figure 14.13 Dual mode UTRA FDD – GSM/GPRS

UMTS Mobile Phone Software and Operations 475



handovers. The procedure generally consists of carrying out the measurements, reserving re-

sources, and performing the actual handover. When switching the connection to another system

architecture there is a need for a measurement on the frequency used by the other system. Using

compressed mode the transmission gap is generated for this measurement, which was discussed in

the previous chapter.

A dual mode (GSM-UMTS) mobile terminal would support handover from UMTS to GSM and

vice versa.

b. Inter-frequency handover

Inter-frequency handovers are needed for utilization of hierarchical cell structures; macro, micro,

and indoor cells. Several carriers and inter-frequency handoversmay also be used for taking care of

the high capacity needs in hot spots. Inter-frequency handoverswill be needed also for handovers to

second-generation systems such as GSM or IS-95. In order to complete interfrequency handovers,

an efficient method is needed for making measurements on other frequencies while still having the

connection running on the current frequency.

2. Soft Handover

This is when radio links are added and abandoned and the UE has more than one physical link to the

UTRAN via one or more cells (sectors). Soft handover means that the radio links are added and

removed in a way that the UE always keeps at least one radio link to the UTRAN. Soft handover is

performed by means of macro diversity, which refers to the condition that several radio links are

active at the same time. Normally soft handover can be used when cells operated on the same

frequency are changed.

3. Softer Handover

Softer handover is a special case of soft handover, where the radio links that are added and removed

belong to the sameNodeB (that is, the site of co-located base stations fromwhich several sector cells are

served). In softer handover,macro diversitywithmaximumratio combining can beperformed inNodeB,

whereas generally in soft handover on the downlink,macro diversitywith selection combining is applied.

A soft or softer handover occurs when the mobile station is in the overlapping coverage area of two

adjacent cells. The user has two simultaneous connections to the UTRAN part of the network using

different air interface channels concurrently. In the case of soft handover, the mobile station is in the

overlapping cell coverage area of two sectors belonging to different base stations; softer handover is the

situation where one base station receives two user signals from two adjacent sectors it serves. Although

there is a high degree of similarity between the two handover types there are some significant differences.

Resource reservation

UE

BCCH: system information
or, DCCH: measurement control

DCCH: measurement report

DCCH: handover from UTRAN to GSM

GSM DCCH: handover

UTRAN MSC GSM BSS

Handover command

Figure 14.14 UMTS to GSM handover
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Thus, in summary we can say that softer handover involves the UE communicating with two sectors

on the same cell site using a common carrier frequency. Eventually the UE changes from its original

sector to the new sector. When two or more BSs forming different cells communicate simultaneously

via a common carrier frequency with a UE as it roams between cells, then a soft handover is said to be in

process. The process ends when the UE is communicating with a single BS. Sometimes a UE entering

a different cell has to have its carrier frequency changed. This handover procedure is called a

hard handover.

In UMTS systems the major part of the control signaling between UE and UTRAN is done by the radio

resource control (RRC) protocol. Most of the RRC functionality is implemented in the RNC in the

network side. Accurate measurements of the Ec/I0 of the pilot channel (CPICH) form the main input for

obtaining the RRC measurement report, necessary for making handover decisions. Usually three

parameters can be measured. Besides the Ec/I0 of the CPICH, also the received signal code power

(RSCP) and the received signal strength indicator (RSSI) aremeasured (Figure 14.15). RSCP is the power

carried by the decoded pilot channel and RSSI is the total wideband received power within the channel

bandwidth. Ec/I0 is defined as: (Ec/I0)¼ (RSCP/RSSI).

It is important to apply filtering on the handovermeasurements to average out the effect of fast fading.

Measurement errors can lead to unnecessary handovers. Appropriate filtering can increase the

performance significantly. As long filtering periods can cause delays in the handovers, the length of

the filtering period has to be chosen as a trade-off between measurement accuracy and handover delay.

Also, the speed of the user matters, the slower the user equipment is moving the harder it is to average

out the effects of fast fading. Often a filtering time of 200ms is chosen. Other essential information

needed during the so-called intra-mode handovers – soft and softer handover – is timing information.

As the WCDMA network is of asynchronous nature relative timing differences exist between the cells.

To allow easy combining in the Rake receiver and avoid delays in the power control loops, the

transmissions have to be adjusted in time. After the UE has measured the timing difference between the

CPICH channels of the serving cell and the target cell, the RNC sends DCH timing adjustment

information to the target cell.

The WCDMA soft handover algorithm as described in the 3GPP TR 25.922 specifications differs

slightly from the IS 95A algorithm as used in cdmaOne, the standard for North American cellular

Best active cell

R + H1A

Triggering cell
E

c  / I0  of prim
ary C

P
IC

H

Report triggered
time

Time
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systems, also based on CDMA. Even though the significance of the latter cannot be ignored, this

discussion is restricted to the analysis of the WCDMA algorithm only. Based on the Ec/I0
measurements of the set of cells monitored, the mobile station decides which of three basic actions

to perform; it is possible to add, remove or replace a Node B in the active cell. These tasks are,

respectively, called radio link addition and radio link removal, while the last is combined radio link

addition and removal. The example below is directly taken from the original 3GPP specifications.

Discussing this scenario gives a good insight into the algorithm itself and forms an introduction to the

illustrating simulations included in the next paragraph. This scenario can be based on a user following

a trajectory as shown below.

The handover algorithm to make the handover decision needs different types of measurement

information. Table 14.1 lists the measurements that can be carried out for handover purposes. The

actual handover algorithm implementation is left to the equipment manufacturers.

Base stations inWCDMA are asynchronous, and therefore no external source of synchronization, as in

GPS, is needed for the base stations. Asynchronous base stations must be considered when designing soft

handover algorithms and when implementing location services.

Before entering soft handover, themobile stationmeasures observed timing differences of the downlink

SCHs from the two base stations. The mobile station reports the timing differences back to the serving

base station. The timing of a new downlink soft handover connection is adjusted with a resolution of one

symbol (that is, the dedicated downlink signals from the two base stations are synchronized with an

accuracy of one symbol). This enables themobile Rake receiver to collect themacro diversity energy from

the two base stations. Timing adjustments of dedicated downlink channels can be carried out with a

resolution of one symbol without losing orthogonality of the downlink codes.

14.10 Cell Update

The cell update procedure can be triggered by several reasons, including cell re-selection, expiry of

periodic cell update timer, initiation of uplink data transmission, UTRAN originated paging, and radio

link failure in Cell_DCH state. The cell update confirm may include UTRAN mobility information

elements (new URNTI and C-RNTI) for the UE. In this case, it responds with a UTRAN mobility

information confirm message so that the RNC knows that the new identities are taken into use. The cell

update confirm may also include a radio bearer release, radio bearer reconfiguration, transport channel

reconfiguration or physical channel reconfiguration. In these instances, the UE responds with a suitable

“complete” message, see Figure 14.16.

Table 14.1 Measurements for handover

Received signal code power (RSCP) This is received power on one codemeasured on the pilot bits

of the primary CPICH. The reference point for it is the

antenna connector at the mobile station.

SIR Signal to interference ratio.

RSSI Received signal strength indicator.

GSM carrier RSSI Measurements are performed on a GSM BCCH carrier.

CPICH Ec/I0 The received energy per chip divided by the power density in

the band.

Transport channel BLER Estimation of transport channel block error rate (BLER).

Physical channel BLER The physical channel bit error rate (BER).

Mobile station transmit power The total transmit power of the mobile on one carrier.
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The URA update confirmmay assign a new URA identity that the UE has to follow. It may also assign

newRNTIs for the UE. In these cases UE responds with aUTRANmobility information confirmmessage

so that the RNC knows that the new identities are taken into use.

14.11 High-Speed Downlink Packet Access (HSDPA)

High-speed downlink packet access is a new protocol for mobile telephone data transmission. The

high-speed downlink packet access (HSDPA) channel was introduced by 3GPP in Release 5. It supports

up to 14Mbps peak data rate in downlink (2Mbps on the uplink), which is a fivefold improvement in data

spectral efficiency. HSDPA is an improvement overW-CDMA as it uses different modulation and coding

techniques. It creates a new channel within W-CDMA called HS-DSCH, or high-speed downlink shared

channel (only used for downlink). This channel performs differently than other channels and allows for

faster downlink speeds. Release 5 supports very dynamic adaptive modulation and coding, adaptive

scheduling and hybrid automatic retransmission request (H-ARQ). In addition to HSDPA, Release 5

introduces the IP multimedia system (IMS) architecture that promises to greatly enhance the end-user

experience for integrated multimedia applications and offers the wireless operators an efficient means of

providing such IP based multimedia services. Release 5 also introduces the IP UTRAN concept to reduce

network costs and to increase network efficiencies. Release 99 UMTS carriers can be upgraded to support

Release 99 as well as Release 5 terminals in the same 5 MHz band. The three key features of Release

5 – HSDPA, IMS and IP UTRAN will be discussed briefly.

HSDPA defines a new transport channel type, known as high-speed downlink shared channel

(HS-DSCH) that allows several users to share the air interface channel dynamically with peak channel

rates up to 14Mbps. HS-DSCH resources can be shared between all users in a particular sector. It supports

QPSK and 16-QAMmodulations, link adaptation and combining of re-transmission at the physical layer

with HARQ. Primary channel multiplexing occurs in the time domain where each TTI consists of three

slots (or 2ms). TTI has been reduced from80/40/20/10msTTI sizes as supported inRelease 99. It helps to

support delay sensitive applications better and improves the efficiency of adaptivemodulation and coding.

Within each 2ms TTI, a constant spreading factor of 16 is used for code multiplexing and a maximum of

15 parallel codes are allocated for HS-DSCH. All these 15 parallel codes may be assigned to one user in a

TTI or may be split across several users. The number of codes assigned to each UE depends upon several

factors, such as UE code capabilities, QoS requirements, and cell loading.

Release 5 also defines two new control channels for HSDPA operation. A high-speed shared control

channel (HS-SCCH) informs all the terminals how to decode theHS-DSCH (for example,modulation, codes,

re-transmission information, etc.).Ahigh-speeddedicatedphysical channel (HS-DPCCH)carries the channel

Cell update

UE UTRAN/RNC

URA update

CCCH/RACH: Cell update

CCCH/RACH: URA update

DCCH/FACH: Cell update confirm

DCCH/FACH: URA update confirm

DCCH/RACH: UTRAN mobility information confirm

Figure 14.16 Cell update procedure and URA update procedure
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quality indicator (CQI) from UE to Node B (Figure 14.17). HS-DPCCH also carries ACK/NACK signaling

for HARQ. The base station uses the CQI of each active user to take an AMC and scheduling decision.

HSDPA supports up to 15 parallel codes that can be shared dynamically by different users. Various

combinations ofmodulation schemes and channel coding rates can be used to provide different peak rates.

H-ARQ: Re-transmission requests are managed by the base station instead of the RNC as in Release

99. If decoding of initial transmission fails, a re-transmission is sent that can be combined with the initial

transmission or is self-decodable. UE does not discard a failed re-transmission but stores it and later

combines it with re-transmissions to increase probability of successful decoding. Combining of different

transmissions provides improved decoding efficiency while minimizing the need for additional repeat

requests over the air-interface. HSDPA supports chase combining (CC) and incremental redundancy (IR).

In CC, if a UE detects that it has received an erroneous packet, it sends an NAQ to Node B. Node B

transmits the packet again with the same coding scheme. If this is also received in error, this packet is

combined with previous packet in an attempt to recover from errors. Eventually this packet with be

received without error or a re-transmission limit will be reached and error recovery will be left to higher

layers (such as RLC and TCP for TCP based applications).

IR is similar to CC but re-transmitted data are coded with additional redundant information to improve

the chances that the packet will be received either without errors or with enough errors removed to allow

combining with previous packets to allow error re-correction. In order to better utilize the waiting time

between acknowledgements, multiple processes are allowed to run for the same UE using different TTIs.

This is called N-channel stop and wait protocol. If one channel is waiting for an acknowledgement, the

remaining N-1 channels continue to transmit. N is up to six for advanced Node B implementations.

MAC functionality in Release 99 was located at the RNC. Now it is split between the RNC and

Node B (that is, base station) and thus brought closer to the air-interface. MAC-HS deals with the

functions critical to delay and performance and is located at Node B (Figure 14.18). For non-HSDPA

HS-SCCH: Downlink transfer information

HS-DSCH: Data transfer

HS-DPCCH: CQL and Ack/Nack

Node B UE

Figure 14.17 HSDPA channels
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support, Node B stations are connected to RNC that provide scheduling, coding parameters, and re-

transmission services to UE devices. To support HSDPA, these parameters are determined based on

the instantaneous channel conditions as reported by the UEs. The delays associated with the

forwarding of channel data to the RNC for processing coupled with the burden of an RNC having to

service multiple Node B stations requires that the NodeB and not the RNC perform these services

for HSDPA.

Adaptive Scheduling: Release 5 moves the scheduling decision to the base station (that is, Node B)

while Release 99 does scheduling of packet data at the RNC. The base station uses terminal feedback

information about channel quality, terminal capabilities, QoS needs, and air-interface resource avail-

ability to take the best decision in real-time. The proportional fair scheduler is one example of a scheduler

that prioritizes applications in the best channel conditions while also prioritizing users that have received

lower throughout than other users. Reduction of TTI to 2 ms for HSDPA leads to significantly lower

latencies than Release 99.

HSDPA in Release 5 does not support soft handover. UE continuously monitors all the Node Bs in its

active set and reports to UTRAN when a change in the best cell occurs. UTRAN then reconfigures the

serving HS-DSCH cell using either synchronous or asynchronous re-configurations. Both inter-Node B

and intra-Node B handovers are supported.

UE Capabilities: There are 12 different categories of mobiles defined for HSDPA that specify the

following parameters:

. maximum number of HS-DSCH codes that a UE can simultaneously receive;

. minimum inter-TTI time that is defined as theminimum time between the beginning of two consecutive

transmissions to this UE;
. supported modulations (QPSK, 16QAM);
. maximum number of transport block bits received within an HS-DSCH TTI;
. maximum number of soft channel bits over all the HARQ processes.

HSDPA UE categories are given in Table 14.2.

Table 14.2 HSDPA UE categories (3GPP TS25.306)

Category Codes Inter-TTI TB size Total # of soft bits Modulation Data rate (Mbps)

1 5 3 7300 19200 QPSK/16QAM 1.2

2 5 3 7300 28800 QPSK/16QAM 1.2

3 5 2 7300 28800 QPSK/16QAM 1.8

4 5 2 7300 38400 QPSK/16QAM 1.8

5 5 1 7300 57600 QPSK/16QAM 3.6

6 5 1 7300 67200 QPSK/16QAM 3.6

7 10 1 14600 115200 QPSK/16QAM 7.2

8 10 1 14600 134400 QPSK/16QAM 7.2

9 15 1 20432 172800 QPSK/16QAM 10.2

10 15 1 28776 172800 QPSK/16QAM 14.4

11 5 2 3650 14400 QPSK 0.9

12 5 1 3650 QPSK 1.8
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QoS Scheduling and Admission Control Algorithms: These are typically vendor dependent

algorithms. They may use several parameters such as downlink and uplink air-interface load,

traffic, and QoS requirements for an application, channel conditions for a user, observed QoS,

and so on.

An application specific scheduler part controls the utilization of RRC states, allocation of transport

channels and their bit rates. A cell specific scheduler part controls sharing of radio resources between

various applications belonging to different users. Dedicated channels can be used for real-time applica-

tions with constraints on delay bound and jitter. A cell specific packet scheduler is used for other

applications such as Web browsing and background applications.

Transition from one transport channel to another can be controlled by various factors such as buffer

length, inactivity timer, and so on. Based on traffic volume threshold, it could move from Cell_FACH

to Cell_DCH and depending upon an inactivity timer, it could move from Cell_DCH to Cell_FACH.

For example, RACH/FACH may be used for TCP connection establishment. A DCH may be

allocated during TCP slow start and the bit rate of a DCH channel may be increased during the

download process.

Both the mobile receiver and the transmitter are active in the Cell_DCH state and it

causes relatively high power consumption. In the Cell_FACH state, only the mobile receiver is

active and thus it consumes less power. In the Cell_PCH (paging) state, discontinuous reception is

allowed and it results in much lower power consumption than Cell_FACH where continuous

reception is required.

14.12 High-Speed Uplink Packet Access (HSUPA)

Release 6 features include the following: multimedia broadcast multicast service (MBMS),

enhanced dedicated channels (E-DCH), advanced receiver performance specifications (receive

diversity at the terminal), IMS enhancements, enhancements to support interworking with WLAN,

wideband AMR speech codec, IP flow based bearer level charging, push-to-talk over cellular (PoC),

and support for emergency services. To support a high-speed uplink packet access (HSUPA),

features similar to HSDPA are used. These include adaptive modulation and coding, HARQ, shorter

TTI, and improved QoS mechanisms. Release 6 IMS allows provision of a CS domain-like service

via the PS domain.

14.13 IP Multimedia Subsystem (IMS)

IMS increases the functionality of 3G mobile networks by supporting IP-based applications and

services through the SIP protocol. Rapid spread of fixed-network broadband and the offering of

services such as transactions, content distribution, and VoIP over all-IP networks have also made IMS

increasingly relevant to fixed operators. Effectively, IMS provides a unified architecture that supports a

wide range of IP-based services over both packet- and circuit-switched networks, employing a range

of different wireless and fixed-access technologies. A user could, for example, pay for and download a

video clip to a chosen mobile or fixed device and subsequently use some of this material to create a

multimedia message for delivery to friends on many different networks. A single IMS presence-and-

availability engine could track a user’s presence and availability across mobile, fixed, and broadband

networks, or a user could maintain a single integrated contact list for all types of communications. A

key point of IMS is that it is intended as an open-systems architecture. Services are created and

delivered by a wide range of highly distributed systems (real-time and non-real-time) cooperating with

each other.
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In order to achieve access independence and to maintain a smooth inter-operation with wireline

terminals across the Internet, the IP multimedia subsystem attempts to be conformant with IETF

“Internet standards.” Therefore, the interfaces specified conform as far as possible to IETF “Internet

standards” for the cases where an IETF protocol has been selected, for example, SIP. IMS is potentially

the base of a new telecom business model for both fixed and mobile networks and is a key enabler of

fixed/mobile convergence. In principle, it replaces the traditional walled-garden approach of a single

operator, offering a limited range of services from within a highly controlled network, with an almost

limitless range of highly functional services that spanmultiple operator and service-provider domains –

fixed and mobile.

MSC was split into MSC server and media gateway (MGW) in Release 4. GMSC was also split into

GMSC server andMGWin Release 4 to allow for better scalability as features with higher data rates are

introduced. User data goes through MGW that performs several functions such as packet switching,

echo cancellation, and speech encoding/decoding. OneMSC/GMSC server can control severalMGWs.

The IP multimedia subsystem (IMS) was introduced in Release 5, which enables IP-based service

provision via PS domain. SIP is the protocol between UE and IMS. Call session control function

(CSCF) is introduced, which acts as the first contact point to the terminal in the IMS. Media gateway

control function (MGCF) handles protocol conversions and media resource function (MRF) controls

media stream resources.
Call Session Control Function: The CSCF can act as proxy CSCF (P-CSCF), serving CSCF (S-

CSCF), or interrogating CSCF (I-CSCF). The CSCF serves as a centralized routing engine, policy

manager, and policy enforcement point to facilitate the delivery of multiple real-time applications

using IP transport. It is application-aware and uses dynamic session information to manage network

resources (servers, media gateways, and edge devices) and to provide advance allocation of these

resources depending on the application and user context. The P-CSCF is the first contact point

within the IMS for the subscriber. It accepts requests and serves them internally or forwards them.

The I-CSCF is the contact point within an operator’s network for all connections destined for a user

of that network, or for a roaming user currently located within that network’s service area. There

may be multiple I-CSCFs within an operator’s network. The S-CSCF is responsible for identifying

the user’s service privileges, selecting access to the home network application server, and

providing access to that server. Further definitions of the P-, S- and I-CSCF are provided in 3GPP

WRAN TS 23.228.

Media Gateway Control Function (MGCF): The MGCF controls the parts of the call state

that pertain to connection control for media channels in an IMS-MGW and communicates

with CSCF. It selects the CSCF depending on the routing number for incoming calls from legacy

networks. MGCF also performs protocol conversion between ISUP and the IM subsystem call control

protocols.

IMS –Media Gateway Function (IMS-MGF): A IMS-MGWmay terminate bearer channels from a

switched circuit network and media streams from a packet network (for example, RTP streams in an IP

network). It may support media conversion, bearer control, and payload processing (for example, codec,

echo canceller, conference bridge). It interacts with MGCF for resource control and handles resources

such as echo cancellations, and so on. It may also have codecs.

Multimedia Resource Function Processor (MRFP): It mixes media streams (for example, for

multiple parties) and processes media streams (audio transcoding, media analysis) and manages access

rights to resources in a conferencing environment.

Messaging Services in IMS: There are many different types of messaging services available both in

the wired and wireless worlds. Some services are supported in both, others are only found in one.

Various services are designed to be used in what is perceived as “real time” and others are designed as a

“mailbox” service, where themessage is stored ready for collection or delivery at a later date. Introducing

real-time services into the wireless world brings many challenges not currently experienced in the wired

environment. These include limited air-interface capacity, limited memory in the terminal, charging and
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billing. Examples of these messaging services are SMS, MMS, Instant Messaging, Chat, e-mail,

messaging in the IMS.

For the SMS service, a user can send a message to the originators home SMSC, where it is stored

until it is possible for the SMSC to deliver the message to the recipient. A multimedia messaging

service (MMS) allows users to send and receive messages exploiting the whole array of media types

available today, for example, text, images, audio, video. The recipient may be notified that a new

MMS message has arrived in their inbox, from which the recipient can then connect to their mailbox

to retrieve the message or have the message pushed to them. The expectation of the Instant Messaging

service from a user’s viewpoint is to be able to communicate with other users in real time. This service

relies on a communications association between the originator and the recipient in order to meet this

expectation. The service is primarily text based, although most services allow for various attachments

to be added. Most applications include access to a “Presence” service to allow users to see who is

available for Instant Messaging, however this is not mandatory. Chat service enables people to send

text to a central point (chat server) allowing all of those users who are connected to the central point to

view the text.

As 3GPP has developed the concept of IMS, it’s useful to consider how an SIP based IP network can be

utilized to provide messaging capabilities. SIP allows creation of real-time sessions between groups of

users. Therefore it is possible that SIP-based messaging could be a potential candidate to provide the

equivalent of “Chat Room” and “Instant Messaging” (IM) type services found on the Internet today.

Typical characteristics of instant messaging are instant delivery of the messages to the targeted recipient

(s) and interaction with presence information, where users are able to see who is on-line as well as

their status.

Processing granularity will be a major consideration for the efficient implementation of an

HSDPA-compliant base station. Systems based on a small number of high-performance DSPs tend to

demand large buffers and, to reduce the overhead of switching between tasks, will tend to work on

large groups of data at any one time. This makes things “clumpy” with high latency. Fine-grained

control will be necessary to implement features such as fast scheduling and per-user coding and

modulation adaptation.
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15

Anatomy of a UMTS Mobile
Handset

15.1 Introduction

3G mobile terminals should be capable of supporting many complex applications, including

multimedia. There is a wide variety of types, ranging from portable phones, PC-cards, video phones,

to personal digital assistance (PDA) types. The UE functionalities are implemented in the software and

in the hardware. The hardware components are divided into modem hardware and application

hardware. The modem hardware is needed to support the radio modem functionality and the

application hardware is needed for vocoders, imaging, video encoders, display, and so on. A typical

3G handset includes a microphone, CMOS imager and MPEG-4 encoder, keyboard, a smart card,

speaker, display, RF module, baseband processing transceiver modules, and so on. The software

components can be divided into several modules as described for the case of a GSM mobile phone.

However, the radio modem physical layer processing software and radio protocol software modules

will be different from a GSM phone.

In Chapter 10 we have discussed the various components of a GSM mobile phone. In the

present chapter, we will discuss the WCDMA based 3G mobile phone architecture and some of its

internal modules.

15.2 Mobile System Architecture

We discussed the CDMA techniques in detail in Chapter 5. As an example, in Figure 15.1 the simple

architecture of a CDMA based mobile phone is shown (for IS-95 based system).

Although many modules are similar to the GSM phone, spreading and scrambling blocks are newly

introduced here. Figure 15.2 shows the basic blocks for the spreading and scrambling units. OVSF

codes are applied on the transmit side and then the same ones are used to decorrelate the signal energy of

interest on the receiver side. The generated source code of the I and Q data streams of the PSK (QPSKor

BPSK) modulated signal is passed through the filters to constrain the required bandwidth. Generally a

particular Nyquist filter is chosen because it is easier to implement than other configurations, such as a

root raised cosine filter.
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15.2.1 Configuration of a WCDMA Radio Transmitter and Receiver

A generic block diagram of a WCDMA transmitter and receiver is shown in Figure 15.3. From the

protocol stack layer-2, layer-1 receives the data block (transport block) for the various transport

channels at different time intervals (based on the TTI of those channels). After this, it adds CRC bits to

each transport block (TB), which is the basic unit of data that is subject to processing. Next, channel

coding and interleaving procedures takes place. The interleaved bit sequence is subject to overhead

additions, for example, pilot bits for channel estimation and TPC bits for power control. Then after bit

multiplexing, data modulation takes place, where data are mapped to the I-phase and Q-phase

components and spread across the spectrum by two layers of spreading code sequences (channelization

and then scrambling). The resulting chip data sequence is restricted to a 5MHz band by a pulse shaping

filter (roll-off factor 0.22) and then converted into an analog signal by a D/A converter. The

orthogonally modulated IF signals are further up converted to RF signals in the 2GHz band and are

subjected to power amplification and then send via an antenna.
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In uplink the transport channel DCH is mapped to the DPDCH and the DPCCH physical channels.

So, from the upper layer of UE, the traffic and signaling data arrive at the physical layer at an interval

of 20ms (for traffic) or 40 ms (for signaling) or any other time interval based on the TTI of

that channel. This is then processed and mapped on the I-path of the BPSK modulation. DCCH

(the control data Pilot, TFCI, power control bits are generated at the physical layer itself) is mapped

on the Q-path. This has already been shown in Chapter 13. The DPCCH is always spread to the chip

rate (3.84Mcps) by the channelization code Cch,256,0 (SF¼ 256), whereas the nth DPDCHn (0<¼
n<¼ 6) is spread to the chip rate by the channelization code Cch,SF,n. This complete transmission

process is shown in Figure 15.3.

On the other hand at the receiver side, the received signal is amplified by an LNA and down converted

into IF signals (based on the used RF down conversion technique). The amplified signals are subjected to

quadrature detection to generate I- andQ-components. This is then converted into a digital signal by using

an ADC. The digitized I- and Q-components are bound within the specified band by a square root raised

cosine Nyquist filter and are time divided into a number of multipath components with different

propagation delay times through a despreading process that uses the same spreading code as the one

used for spreading transmitted signals (Figure 15.4). The data signal energy is recovered in the spread

spectrum process by multiplying synchronously or despreading the received signal with the copy of the

code sequence that was used to spread it in the transmitter. Owing to the multipath, there will be several

time delayed versions at the receiver, so the signal is applied simultaneously to a number of synchronous

receiver blocks and each of these can be allocated to a separate multipath signal. There will be separate,

despread, time delayed recovered data streams. The data streams have to be equalized in phase (time) and
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combined using a Rake combiner. To identify the accurate signal phase, the SCH channel is used. The

received signal has been processed with both scrambling and spreading codes. The code generators and

correlators will generate scrambling codes to descramble the signal and then OVSF codes to despread the

signal. This is performed by a parallel Rake finger processing unit.

After this the resulting data sequences are deinterleaved and channel decoded. The transported data

sequence is recovered by binary data decision, which is then divided into transport channels and is

subjected to block error detection and forwarded to the higher layer.

15.3 UE Hardware Architecture and Components

A typical block diagram of a UE hardware module is shown in Figure 15.5.
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15.3.1 RF Front-End Architecture

Most commonly the super-heterodyne architecture orDCR architecture is used in the analogRF front-end

part (Figure 15.6). The receiver with super-heterodyne architecture will be discussed as an example. The

received frequencies at 2110–2170MHz are down-converted to the first intermediate frequency (IF) of

270MHz. The desired 5MHz channel is then selected by an IF band-pass filter. An AGC amplifier

provides variable gain control to the IF signal with 90 dB of dynamic range, from 0.45 to 45 dB. The IF

signal is fed to the demodulator circuits, where it is mixed with a fixed local oscillator frequency to

produce zero IF baseband quadrature I- and Q-signals. To avoid the unwanted dc and low frequency

signals, simple dc blocks are used. The differential I- andQ-signals emerging after dc blocking are filtered

by low-pass filters and sent to the 10-bit A/D converters.

15.3.2 Baseband Architecture

The baseband modules of the WCDMA receiver are shown in Figure 15.7. Different units will be

described in detail later.

15.3.2.1 Rake Management and Synchronization

Demodulation of the received downlink WCDMA signal is performed by means of a Rake receiver. The

main tasks of this module include Rakemanagement, synchronization, and tracking. The Rake receiver is

time aligned to the PN sequence in the spread signal and will de-spread the signal bymeans of correlating

the received signal with the scrambling code (10ms based) and the channelization code.

There are a number of correlation processes; each one termed a finger, which is time-aligned to the

various components of the received signal after it has been passed through a multipath channel

environment. Each finger tracks its signal independently of the others. There is an algorithm that

monitors the timing of all fingers so that the average tracking is known, and thus all receiver timings

derived from this timing. This average tracking is termed the RX system timing. It is possible to program

each finger with different scrambling and channelization codes, so as to receive signals from different

cells. Each finger that is programmedwith the same scrambling/channelization code is combined after de-

spreading. This combination of signals is coherent. This means that the multipath coefficients for the

channel are thus required and will be estimated using the DPCCH pilot bits. Whereas, each finger that is
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programmed with different scrambling/channelization codes is not combined. Un-combined signals are

treated as separate signal sources and have their own channel decoding.

When engaged in communications with a cell, one set of fingers will be dedicated to receive the

DPCCH and DPDCH, whilst another set of fingers will be dedicated to search for new cells, updating

measurements of the serving cells and the new cells and, in general, maintaining a set of statistics in the

event that a handover is necessary.

Rake Management
Functions carried out by Rake management are as follows.

. Tracking/RX System Timing – Determines RX system timing of the serving cell and active cells.

. Finger Control – Decides when the signal from a finger of the Rake is no longer producing a useful

signal and reassigns another timing based on the output of channel estimation, or disables that finger.
. Channel Estimation – One or more of the fingers of the Rake is used to periodically establish the

channel response to 1/4 chip resolution for both the serving cell and active cells.
. AFC and Frequency Measurement – Based on the decoded pilot signal from the Rake, the UE

determines the frequency offset, and feeds a correction voltage back to the frequency synthesizer in the

radio subsystem. This control system is termed the automatic frequency control (AFC). Owing to the

inherent fact that the UE can be moving in a multipath environment, and is subject to a temperature

variation, the averaging of this signal is done over a very long period.
. AGCandPowerMeasurement –Based on the received signal before the RRCfilter and de-spreading,

the UE measures the power so as to determine the gain setting on a frame (10ms) basis. This control

system is termed the automatic gain control (AGC).
. Inner-Loop Power Control – After de-spreading, the TPC bit is extracted on a slot basis and decoded,

so as to increment/decrement the level of transmitted power. This control system is on a slot basis.
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. Other Measurements – The system measurements that are reported to the L2 and L3 entities.

. CompressedMode – The Rake management does not pass information to the channel decoder when it

is making power or other measurements during the idle slots.
. Handover –TheRakemanagement performs assignments offingers to establish new links and to delete

old ones.

15.3.2.2 Hardware Implementation of Rake Receiver

As discussed in Chapter 3, the Rake receiver is essentially a diversity receiver designed and suitable for

CDMA, where the diversity is provided by the fact that the multipath components are practically

uncorrelated from one another when their relative propagation delays exceed a chip period. The Rake

receiver is an efficient method of utilizing most of the received signal energy from the different path

signals that carry the same information in one symbol in the spread spectrum.

Figure 15.8 shows a simple block diagram of a Rake receiver with multiple fingers for multipath

combining. The path delay will be controlled by the Rake management. The digital correlation is mainly

for extracting data signals by despreading with the scrambling codes and channelization codes. It is

multiplied by the estimated weights for each path after summing for a symbol period and routed to the

Rake combiner. The combining is done for each symbol period and the symbol timing is controlled by the

protocol layers.

The scrambling code sequences are constructed by combining two real sequences into a complex

sequence and repeating for every 10ms radio frame (Figure 15.9). Each of the two real sequences are

constructed as position-wise modulo-2 sums of 38 400 chip segments of two binary m-sequences

generated by means of two generated polynomials of degree 18. The resulting sequences will be

segments of a set of Gold sequences. If x and y are the sequences, x is constructed using the polynomial

1 þ X7 þ X18 and the y sequence is constructed using the polynomial 1 þ X5 þ X7 þ X10 þ X18.

The configuration of a scrambling code generator is shown in Figure 15.9. The sequence is generated

using sequential logic circuits. The binary sequences are shifted through the shift registers in response to

the chip clock inputs. The output of required stages are logically combined and then feedback to the first

stage. The binary codes are converted into real valued sequences by transforming “0” to “þ 1,” “1” to�1.

The initial values will have to be loaded, which should be from protocol.
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Figure 15.8 Rake module
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This combiner accumulates all the values from the fingers for a symbol period. The SF and symbol

information are known to the protocol layers on negotiation with the base station. So the control for the

accumulator and the information for the channel estimator are passed from the respective protocol layer.

Channel tap coefficients are constant for a symbol period. As the channel impulse response is randomly

changing these weights cannot be determined exactly, so it is estimated. This estimation is based on the

received signal; either the data signal itself or the pilot signal is used for the estimation.

Generally the estimation of the signal strength is done by low pass filtering because the signal is

contaminated with noise.

15.3.2.3 Searcher

The searcher is used to search the CPICH of other cells in order to make preparations for a soft handover.

The searcher normally implements the following functions: makes slot, frame, and super-frame

synchronization with the CPICH and PCCPCH of other cells, de-correlates the BCH information of

other cells. For the slot/frame synchronization function, it could be implemented by a slot and frame

synchronization block when the current cell synchronization process is finished. The super-frame

synchronization will be implemented after the super-frame synchronization of the current cell is finished.

When the whole synchronization process is finished, the BCH information could be read.

15.3.2.4 Code Synchronization and Tracking

Code timing is established by an acquisition subsystem andmaintained by a tracking subsystem. The pilot

channel is a “structural beacon” that does not contain a character stream. It is a timing source used in

system acquisition and as a measurement device during handoffs. This carries a data stream of system

identification and parameter information used by mobiles during system acquisition (see Figures 15.10

and 15.11).

Timing information of the transmitted signal is acquired in two steps: code acquisition and tracking.

Code acquisition involves testing all likely hypotheses for the correct value of the parameter (code phases/

sample timing). Tracking is to maintain the receiver timing synchronization within a fraction of a chip

time (Figure 15.12).
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Figure 15.9 Scrambling code generators
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The integration time of the integrator is referred to as the dwell time. The spreading sequence is usually

designed to have a small out-of-phase autocorrelation magnitude, but the out-of-phase partial autocorre-

lation magnitude is not guaranteed to be small in standard sequence design methods. Both the dwell time

and the threshold of the acquisition circuit should be designed to minimize the false alarm rate and the

miss detection rate.

15.4 Multirate User Data Transmission

WCDMA has a flexible multirate transmission scheme that enables transmission of different types of

services using various data rates and quality of service parameters. For example, channel coding type,

interleaving depth, and data rate can be varied to achieve the desired quality of service. Please refer to
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3GPP standards TS 25.212 and 25.213 for the multirate transmission and multiplexing schemes for the

uplink and downlink. Data from transport channels are encoded and thereafter mapped to the physical

channels and transmitted over the radio transmission link. The channel coding scheme is a combination of

error detection, and error correction scheme then rate matching, interleaving, and transport channels

mapping onto the physical channels steps are performed.

Data arrives to the coding/multiplexing unit in the form of transport block sets once every

transmission time interval (TTI), which is transport-channel specific and can be 10, 20, 40, or 80 ms.

The TTI indicates how often data arrive from the higher layers to physical layer. Multirate transmission

consists of following steps: (1) addition of cyclic redundancy check (CRC) to each transport block;

(2) concatenation of transport block and segmentation of code block; (3) channel coding; (4) rate

matching; (5) insertion of discontinuous transmission (DTX) indication bits; (6) interleaving;

(7) segmentation of radio frames; (8) multiplexing of transport channels; (9) segmentation of physical

channel; and (10) mapping to physical channels.

Error detection is provided on transport blocks through the CRC. TheCRC is 24, 16, 12, 8, or 0 bits, and

the higher layers signal what CRC length should be used for each transport channel. After CRC addition,

transport block concatenation and code block segmentation are performed. All transport blocks are

serially concatenated. If the number of bits in the transmission time interval is larger than the maximum

size of the used code block, then code block segmentation is performed after the concatenation of the

transport blocks. The maximum size of the code blocks depends on whether convolutional coding, Turbo

coding, or no coding is used. The maximum code block sizes are: (a) convolutional coding – 504;

(b) Turbo coding – 5114; and (c) no channel coding – unlimited.

Radio frame size equalization is padding the input bit sequence in order to ensure that the output can be

segmented in consecutive radio frames of the same size. It is only performed in the uplink. In the downlink,

rate matching the output block length is already suitable for radio frame segmentation. When the

transmission time interval is longer than 10ms, the input bit sequence is segmented and mapped onto

consecutive radio frames. This enables interleaving over several radio frames improving spectrum

efficiency. Because WCDMA provides flexible data rates, the number of bits on a transport channel can

vary between the different transmission time intervals. The ratematching adapts this resulting symbol rate

to the limited set of possible symbol rates of a physical channel. Rate matching means that bits on a

transport channel are repeated or punctured according to the defined rate matching attribute, which is

semi-static and can only be changed through higher layer signaling.

In the downlink the transmission is interrupted if the number of bits is lower than the maximum

(that is, DTX is used to fill up the radio frame with bits). The insertion point of the DTX indication bit

depends on whether fixed or flexible positions of the transport channels in the radio frame are used. It is

up to the network to decide for each transport channel whether fixed or flexible positions are used during

the connection. DTX indication bits only indicate when the transmission should be turned off, they are

not transmitted.

One ormore physical channels can be used to transmit the result.Whenmore than one physical channel

is used, physical channel segmentation divides the bits among the different channels. After the second

interleaving, physical channel mapping is performed.

Transport Format Detection Transport format detection can be performed both with and without

transport format combination indicator (TFCI). If a TFCI is transmitted, the receiver detects the

transport format combination from the TFCI. When no TFCI is transmitted, so-called blind

transport format detection may be used (that is, the receiver side detects the transport format

combination using some information, for example, received power ratio of DPDCH to DPCCH or

CRC check results).

Channel Coding The channel coding parameters for different transport channel types are mentioned

in Table 15.1. The following channel coding schemes can be applied: (1) convolutional coding with

constraints of length 9 and coding rate 1/3 or
1/2; (2) Turbo coding; and (3) no channel coding.

The first and second interleavings are both block interleavers with intercolumn permutations.
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The turbo coding scheme is a parallel concatenated convolutional code (PCCC) with eight-state

constituent encoders. The initial value of the shift registers of the PCCC encoder are all zeros

(Figure 15.13). The output of the PCCC encoder is punctured to produce coded bits corresponding

to the desired code rate. For rate 1/3, none of the systematic or parity bits are punctured. The

Turbo code internal interleaver consists of mother interleaver generations and pruning (Figure 15.14).

For an arbitrary given block length of K, one mother interleaver is selected from the 134 mother

interleavers set. After the mother interleaver generation, l-bits are pruned in order to adjust the mother

interleaver to the block length K. Tail bits T1 and T2 are added for constituent encoders RSC1 and

RSC2, respectively.

Table 15.1 Error correction coding parameters

Transport channel type Coding scheme Coding rate

BCH Convolution code 1/2
PCH

RACH

CPCH, DCH, DSCH, FACH 1/3,
1/2

Turbo code 1/3
No coding

X(t)

X(t)

X(t)

Y(t)

Y(t)

Interleaver

Figure 15.13 Structure of 8-state PCCC encoder
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Figure 15.14 Overall 8-state PCCC Turbo coding
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15.5 Implementation of UE System Procedures

In this section, implementations for different UE procedures are described in detail. After the switch on

and initial boot-up, before any communications can take place, UE needs to synchronize to the

transmissions of the UTRAN. This process is called acquisition and search. The higher layers will

initiate synchronization. Synchronization to the PCCPCH is achieved as follows.

1. The UE makes measurements on all the frequency bands (for example, 2010–2070MHz each of

5MHz BW), unless instructed by higher layers to look at a specific set of frequency channels, to

establish where the active cells are located.

2. TheUE then proceeds startingwith the strongest signal, next strongest and so on, until synchronization

is achieved. This procedure is known as cell search and is described in the next section.

3. The UE first achieves slot synchronization and chip synchronization by correlating the received signal

against the primary synchronization code (PSC). The primary synchronization code is transmitted

every slot and is the same for each cell across the system.

4. On slot synchronization, the UE achieves frame synchronization. Frame synchronization is achieved

by correlating the time-aligned received signal with the secondary synchronization codes (SSC). The

SSC consists of 16 codes,which are arranged into 64 code groups. Each code group contains a different

sequence of 15 out of the 16 codes of the SSC. Hence over one frame, the UE has to determine which

subgroup is in use by the cell. Once frame synchronization is achieved, the UE knows which code

group the scrambling code is derived from.

There are 8 primary scrambling codes per code group. The UE performs symbol-by-symbol

correlation over the CPICH to determine which primary scrambling code the cell uses.

5. Once it has the primary scrambling code, then it can decode the system information that is carried on

the PCCPCH.

The calculations for achieving slot/frame synchronization are intensive. Therefore the UE considers

algorithms such as sign-bit correlation, correlation against partial sequences, 1x, 2x sampling, and so on,

to minimize the design complexity.

. UE will be in idle mode when power is turned on, until the establishment of RRC connection. The

connection of UE is limited to the access stratum. UE in idle mode is identified by identifiers (IMSI,

TMSI) and packet TMSI in NAS. UTRAN has no information on UE. The establishment of RRC

connection is activated in response to the request from the higher layer of UE or paging request from the

network. When UE receives a confirmation message about the establishment of RRC connection from

UTRAN, UE goes into the UTRAN connected mode (CELL_FACH OR CELL_DCH). If it fails to

establish RRC connection, UE stays in idle mode.
. UE inUTRANconnectedmode is assigned a radio network temporary identity (RNTI), which is used to

identify UE on the common transport channel. The status of RRC in the UTRAN connected mode

depends on the level of the transport channel that can be used by UE, which may be CELL_PCH,

CELL_FACH, CELL_DCH OR URA_PCH. If UE in the UTRAN connected mode releases RRC

connection, it goes into the idle mode. Figure 15.15 shows the RRC protocol status.
. CELL_DCH– In this state aDPCH is assigned toUE. TheUE is identified at the cell level by the current

active set. The dedicated transport channel, downlink shared transport channel and the combination of

these have also been identified in this state.
. CELL_FACH–NoDPCH is assigned toUE. In this state UE receives FACH in downlink, and in uplink.

UTRAN is aware of the location of UE at the cell level.
. CELL_PCH – No dedicated channel is assigned to UE. In downlink UE receives PCH via PICH.
. URA_PCH–Nodedicated channel is assigned toUE.UE receives in downlink PCHvia PICH.UTRAN

aware of the UE at the UTRAN registration level.
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In the URA_PCH or CELL_PCH state the UE performs the following actions–

If theUE is “in service area” –maintains up-to-date system information as broadcast by the serving cell,

performs cell reselection process, performs a periodic search for higher priority PLMNs, monitors the

paging occasions and PICHmonitoring occasions, acts on RRCmessages received on PCCH and BCCH,

performs measurement process according to measurement control information, maintains up-to-date

BMCdata if it supports cell broadcast service (CBS), runs timer T305 for periodical URAupdate if theUE

is in URA_PCH or for periodical cell update if the UE is in CELL_PCH.

In the CELL_FACH state the UE performs the following actions–

If theUE is “in service area” –maintains up-to-date system information as broadcast by the serving cell,

performs cell reselection process, performs measurements process according to measurement control

information, runs timer T305 (periodical cell update), selects and configures the RBmultiplexing options

applicable for the transport channels to be used in this RRC state, listens to all FACH transport channels

mapped on the S-CCPCH selected by the UE accordingly, acts on RRC messages received on BCCH,

CCCH and DCCH, acts on RRC messages received on, if available, SHCCH (TDD only).

If the UE is “out of service area” – performs cell selection process, runs timers T305 (periodical cell

update), and T317 (cell update when re-entering “in service”) or T307 (transition to idle mode).

In the CELL_DCH state the UE performs the following actions–

Reads system information broadcast on FACH (applicable only to UEs with certain capabilities and in

FDD mode), performs measurement process according to measurement control information, selects and

configures the RBmultiplexing options applicable for the transport channels to be used in this RRC state,

acts on RRCmessages received on DCCH, acts on RRCmessages received on BCCH (applicable only to

UEs with certain capabilities and in FDD mode), acts on RRC messages received on BCCH (TDD only)

and, if available, SHCCH (TDD only).

If the UE is “out of service area” – performs cell selection process, runs timer T316, runs timer T305.

The system information elements are broadcast in system information blocks (SIB). A system

information block groups together system information elements of the same nature. Various system
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information blocks may have different characteristics, for example, regarding their repetition rate and the

requirements on UEs to re-read the system information blocks.

On receiving a message the UE checks that the message is addressed to the UE (for example, by

checking the IE “initial UE identity” or the IE “U-RNTI” for messages on CCCH) and discards the

messages addressed to other UEs. If it is for itself, then applies integrity check as appropriate, proceeds

with error handling, acts upon the IE “RRC transaction identifier,” continues with the procedure as

specified in the relevant subclause of 3GPP 25.331 standards.

15.5.1 Cell Search Procedure

This procedure is initiated each time the UE is switched on or if UE loses contact with the network. The

primary objectives of the cell search are slot synchronization, frame synchronization, and scrambling

code group identification (Figure 15.16). The basic function of the primary and secondary SCH is to find

out the slot boundary and to enable the identity of scrambling code group used by the BS to be determined

by a UE, which will be used to decode other channels from BS.

As discussed in the previous chapter, the synchronization channels has the following structure.

. PSCH: This uses PSC (a sequence Cp) and periodically transmits the same Cp sequence in every

15 slots of a frame, and this code is the same for all cells in the network. This helps to detect the presence

of nearby BS and to find out the slot boundary. The PSC is generated by modulating a 16-chip code

running at 3.84Mcps by another 16-chip code generated at 240 kcps. The result is a 256 chip sequence at

3.84Mcps whose auto correlation function can be rapidly found.
. SSCH: This uses SSC and SSC changes from slot to slot and repeats over every frame with the

same sequence, which is dependent on the cell or sector. This is periodically transmitted in a cell (i)

with a different repeating sequence {Csi0 Csi1, . . ., Csi14} aligned with PSCH to indicate both slot

number and code group.

In the 256-chip long zone at the beginning of each slot, the primary SCH and secondary SCH are sent and

after this, in the same slot, the remaining parts, for example, excluding the 256-chip long part, in each slot
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P-CCPCH is transmitted. So, 10% of the slot (256 chips) is occupied by SCH (both PSCH and SSCH

transmitted in parallel) and 90% of a slot is occupied by PCCPCH.

A secondary SCH sequence is constructed from an allocation table of SSCs and each element in the

table belongs to a set of sequences.

The scrambling code employed in UTRA FDD is a 38 400 chip segment of a 218�1 length Gold code.

The scrambling code has I- and Q-components, and there are a total of 8192 codes. For the 3.84Mcps

transmitted chip rate the 38 400 chip code lasts for 10ms, for example, it lasts for 15 slots. The 8192 codes

are divided into 512 sets, each set having 16 codes. These 16 codes are accompanied by a primary and

15 secondary scrambling codes.

The PSC sequence Cp and SSC sequence Ci; j
s (i¼ 1, . . ., 512 and j¼ 0,1,2, . . ., 14) are used for PSCH

and SSCH, respectively, in the downlink direction. Then after this they are not subjected tomultiplication

by either channelization or scrambling code.

There are 512 codes in the code domain and 38 400 chips (1 frame¼ 15 slots) in the time domain. We

perform 512�38 400 searches to find a cell, then partition the 512 cell-specific codes into 64 groups, each
having 8 codes. The two-layer search can reduce a 512 times search into a 64 þ 8 times search. Partition

the 38 400 timing candidates (chip) into 15 groups (slot), each having 2560 timings candidates. The two-

layer search can reduce a 38 400 times search into a 2560 þ 15 times search.

The arrangements of scrambling codes are shown in Figure 15.17.

In summarywe can say the total of 512 groups is divided into 64 groups each having 8 sets. Again each set has

16 scrambling codes, and out of these 1 is a primary scrambling code and 15 are secondary scrambling codes.

Thus, each cell transmits primary SCH and secondary SCH. The primary SCH contains same the data

sequence (Cp) and repeats the same code sequence over every slot and this is same for all cells. The

secondary SCH repeats over 15 different code sequences, for example, repeats after every frame

(15 slots¼ 1 frame). There are a total of 512 scrambling codes and these are divided into 64 groups,

then each group into 8 slots and each slot into 1 primary and 15 secondary codes to reduce the cell search

time. Each sector (BS or cell) has a different scrambling code and is identified by this.

Step 1: Slot synchronization

During the first step of the cell search procedure theUEuses the SCHs primary synchronization code to

acquire slot synchronization for a cell. This is typically donewith a singlematched filter (or any similar
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device) matched to the primary synchronization code (which is the same for all cells and repeats the

sequence over every slot). So,when the peak is detected this indicates the slot boundary (Figure 15.18).

The correlation values of PSCH and SSCH are time-averaged to calculate the maximum

correlated peak.

Step 2: Frame synchronization and code-group identification

There are 15 different 256-chip long secondary synchronization codes which change from slot to slot

in a frame as a defined sequence that is associated with the scrambling code group used by the cell.

There are 64 scrambling code groups, and with the aid of the second synchronization code, UE knows

the actual group number. The received signal is correlated with all 64 possible SSC sequences (over a

frame, for example, 15 slots). Knowing the sequence that gives the maximum correlation helps to find

the code sequence which identifies the code group used by BS. As a consequence of identifying the

SSC (which repeats every frame in the same manner), the receiver knows the frame boundaries and

hence frame synchronization is obtained (Figure 15.19).

Step 3: Scrambling-code identification

Once the receiver knows the code group, it knows the eight sets codes associated with this code

group. Now it has to identify the set that is used by the BS. Each set is associated with a primary

scrambling code and 15 secondary codes (each set¼ 1 PSC þ 15 SSC and in a group there are a total

of 8 sets, so there are a total of 8 PSC per group). TheUE receiver cross-correlates the pilot codewith

all the 8 PSC of the set in a group. Accordingly, it cross-correlates the common pilot channel with

each of the 8 scrambling codes and thereby deems which code is most probable. In this way the

receiver determines the correct primary scrambling code. As this code also scrambles the BCH data,

so now this can be recovered.

The channelization code used by the P-CPICH is Cch; 256;0, an all logical 1 code, while its scrambling

code is the cell’s primary scrambling code (Figure 15.20). After the primary scrambling code has been
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identified, the primary CCPCH can be detected, and the system and cell specific BCH information

can be read.

15.5.2 Power Control

CDMA is an interference limited multiple access system, where all the users in a cell are transmitting

using the same frequency band, for example, these can look like co-channel interference. Here the

interference level increases as the number of subscribers increases and each user’s signal is treated as

interference to the other users. Thus is why minimization or controlling the level interference is one

of the most required features here, which helps to increase the number of subscribers supported and

the bit error rate of the system. Thus in the WCDMA system, transmission power for all the

connections is intended to be kept at as minimum a level as possible and later it is increased based

on demand.

In order to keep the received power at a suitable level, WCDMA has a fast power control that

updates power levels 1500 times every second. By doing this the rapid change in the radio channel

is handled. To ensure good performance, power control is implemented in both the uplink and

the downlink, which means that both the output powers of the handset and the base station are

frequently updated.

Power control also gives rise to a phenomenon called “cell breathing.” This is the trade-off between

coverage and capacity, whichmeans that the size of the cell varies depending on the traffic load.When the

number of subscribers in the cell is low (low load), good quality can be achieved even at a long distance

from the base station. On the other hand, when the number of users in the cell is high, the large number of

subscribers generates a high interference level and subscribers have to get closer to the base station to

achieve good quality.

The nominal power control step size is 1 dB, but multiples of the nominal step sizes can also be used.

Power control commands can only be sent every second slot. Open loop power control is used before

initiating transmission on the RACH or CPCH. The TPC scheme in the WCDMA system is designed

in view of increasing the radio link capacity, quality, and battery life cycle. TPC (transmit power control)

used in WCDMA can be broadly divided into two groups – open loop TPC and closed loop

TPC (Figure 15.21).

Open loop TPC – Here UE estimates the downlink propagation loss and determines the uplink

transmission power using common control channel (CCCH) estimation. In dedicated channels to which

closed loop TPC is applied, the initial transmission power is normally decided by open loop TPC. In

particular, closed loop TPC can not be applied to uplink CCCH as it is not a channel in which uplink and

downlink are used in pairs, so open loop TPC is used.

Primary
scrambling code

Received baseband
signal

Maximum selection
by major voting

CPICH-1
correlator

CPICH-2
correlator

CPICH-3
correlator

Figure 15.20 Primary scrambling code detection

Anatomy of a UMTS Mobile Handset 503



Closed Loop TPC – In this case the quality of the communication channel is measured at the point of

reception and on the basis of measurement results. TPC bits are transmitted using the loop back channel

(DPCCH). This consists of two steps – inner loop control and outer loop control.

1. Inner loop TPC – Under inner loop TPC in the uplink (downlink) communication channel, BS (UE)

measures the received SIR (signal to interference ratio) and compares it with the target SIR, and then it

sends the TPC command bits indicating UP (if SIR estimated is above the target SIR value so,

increment is required) or DOWN (to decrease). UE (BS) receives the TPC bits and changes the

transmission power by 1 dB according to the TPC bit decoding result. Such closed loop control is

performed at a slot cycle of 0.667ms.

2. Outer loop TC – The outer loop controls the target SIR so that the bit error rate and block error rate

would meet the target values. This involves the measurement of communication link quality over a

relatively long period and setting the target SIR at an adequate level to achieve the target quality.

Frequency of outer loop control is typically 10–100Hz.

During soft handover, multiple base stations send commands to a single mobile terminal. The terminal

combines the commands and also takes into account the reliability of each command decision in deciding

whether or not to increase or decrease the power.

15.5.2.1 Paging Group and Sleep

The paging channel reception is divided into groups or subchannels. The actual number of the paging

subchannel to be used by a particular UE is assigned by the network. In this way theUEhas to listen for the

paging in the assigned time interval. To achieve this, the paging indicator channel (PICH) is split into

10ms frames, each of which has 300 bits – 288 for paging data and 12 idle bits. At the beginning of each

paging channel frame there is a paging indicator (PI), which identifies the paging group data being

transmitted. By synchronizing with the paging channels being transmitted the UE is able to turn the

receiver circuitry on only when it needs to monitor the paging channel.

Received
baseband signal

Despreading Rake
reception

Quality measurement
for long period

Outer loop

Target
quality

Comparison
and decision
making

 Target SIR

SIR
measurement

Comparison
and decision

TPC bit
generation

TPC bit multiplex with
control channel information

Inner loop

Figure 15.21 TPC control diagram
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15.6 Design of the UMTS Layer-1 Operation States

In this section the design of different layer-1 functionalities in different operational states are described.

TheUE can be in one of many possible states, indicated by Figure 15.22, at any time, and a different set of

L1 functions need to be activated depending upon the state as follows (see Table 15.2):

1. Idle or Null – The L1 core control is waiting for a command from the higher layers to enter the

RX_P_SCH state, where it shall search for the primary synchronization code.

2. Rx_P_SCH – The L1 core control shall search for the strongest transmission of primary

synchronization code to establish slot and chip timing, it shall then enter the RX_S_SCH state.

The main function performed here shall be the correlation of the received signal with the primary

synchronization code.

Rx_S_SCH

Rx_CPICH

“SYNC Process”

Rx_PCCPCH

Tx PRACH
Rx AICH

Connected +
Rx_SC CPCH

Soft
handover

mode

Hard
handover

mode

Compressed
mode

Background
search

Rx_SCCPCH
(FACH)

Rx_P_SCH

Idle
(Null)

Rx_DPCCH/DPDCH
Tx_DPCCH/DPCCH

Connected +

Rx_SCCPCH(PCH)
Rx_PICH

Sleep

Figure 15.22 States of the layer-1 kernel
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3. Rx_S_SCH – The L1 core control shall search for the secondary synchronization code to establish

frame timing and identify the code group of the cell. It shall enter the RX_CPICH once the secondary

synchronization code has been found.

4. Rx_CPICH –TheL1 core control shall determine the exact primary scrambling code used by the cell

through symbol-by-symbol correlation over the primary CPICH. The primary scrambling code is

identified by the code that yields the strongest correlation power. Further confirmation can by

performed by channel decoding one of the sub-channels conveyed in the PCCPCH and checking the

CRC result for pass/fail. On establishing the primary scrambling code, the L1 core control shall enter

the RX_PCCPCH state.

5. Rx_PCCPCH – The L1 core control shall remain in this state until the UE has received all of the

system information conveyed in the BCH. At this stage the UE is said “to be camped” onto the cell.

The higher layer protocols shall notify the L1K to enter the Tx_PRACH & Rx_AICH state to

perform location update. The main L1 functions performed here are the Rake management and

channel decoding.

6. Tx_PRACH & Rx_AICH – The PRACH and AICH are used to establish a link with the UTRAN

when no link is active, the UEmust be camped onto a cell first. The L1 core control shall transmit the

preamble part of the PRACH until it receives an AICH from the UTRAN. Once the AICH has been

received, it shall transmit the message part of the PRACH (one frame length) and go to the

Rx_SCCPCH state to receive the FACH (logical Channel) from theUTRAN.At this stagemost of the

L1 processing functions are being used.

7. Rx_SCCPCH – The L1 core control shall remain in this state until it receives an acknowledgment

from the UTRAN or for a time-out, where it shall return to the previous state. Once the UE receives

the FACH message, it shall have all the necessary information to make a dedicated connection with

the UTRAN and enter the Connected state. In this mode only receive functions of the L1 are active.

8. Rx_DPCCH/DPDCH&Tx_DPCCH/DPDCH or Connected – This is the longest steady state of

the L1 core control. All L1 processing functions are active. From time-to-time the L1 core control

shall be instructed by higher layers to temporarily enter other states such as Compressed_Mode,

Table 15.2 Active functions in various L1K states

L1K state L1 functions

RX P_SCH Acquisition and search, AFC, AGC

RX S_SCH Acquisition and search, AFC, AGC

RX CPICH Rake management, channel decoding (optional), AFC, AGC

RX PCCPCH Rake management, channel estimation, channel decoding, AFC, AGC

TX PRACH Channel encoding, power control, Rakemanagement, AFC, AGC,modulation/

spreading

RX AICH

RX SCCPCH (FACH) Rake management, channel decoding, AFC, AGC

Connected states Rakemanagement, channel estimation, channel decoding, (speech decoding),

AFC, AGC, channel coding, (speech coding), power control, modulation

and spreading

RX DPCCH/DPDCH

TX DPCCH/DPDCH

þ Soft handover

Sleep states Rake management, channel estimation, channel decoding, AFC, AGC

RX SCCPCH (PCH)

RX PICH
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Background_Search, Soft_Hand-over and Hard_Hand-over. In these other states, the L1 functions

are more or less the same as the Connected state, with the exception for additional functions

required by the particular states. The L1K shall go into “Sleep State,”when instructed by the higher

layers to disconnect from UTRAN.

9. Background Search – In this state, the L1 core control shall search for the neighboring cells P_SCH,

S_SCHandCPICH in the same carrier frequency for soft hand-over purposes. In order to achieve a soft

hand-over the L1K has made a number of measurements, and reported these to the higher layers. In

particular the L1K needs to know the primary scrambling codes and timing offset of the active cells.

10. CompressedModeState –TheL1 core control shall enter this state tomake powermeasurements on

other carrier frequencies for the purpose of intra-frequency hand-over. Compressed mode can be

either in the TX or RX directions, or in both (UTRAN decision). When in compressed mode RX

direction, when making a power measurement on another carrier, the information received from the

rake shall not be passed to the channel decoder. Similarly the L1 core control shall take into account

that different spreading factors are used in thismode to achieve the same traffic throughput in both TX

and RX directions.

11. Soft Hand-over State – In this state the L1 core control shall start receiving DPCCH/DPDCH from

neighboring cells, thus shall assign and manage the rake fingers correspondingly.

12. Hard Hand-over State – In this state the L1 core control shall drop the current DPCCH/DPDCH

connectionwith the current cell, and establish a newDPCCH/DPDCHconnectionwith a new cell in a

different carrier frequency.

13. ConnectedþRx_SCCPCH – UEmay have to support this state depending on its service capability.

14. SleepState (Rx_SCCPCH&Rx_PICH) –TheL1 core control shall enter a power savingmodewith

this state, and shall periodically wake up to receive the paging message from the UTRAN. All

unnecessary L1 functions shall be switched off.
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16

Next Generation Mobile Phones

16.1 Introduction

Themobile phone is becoming the most ubiquitous digital device across theworld, and promises to reach

two-thirds of the world’s population by the end of this decade. Owing to the ever increasing demand for

higher data rate, support of more complex applications (such as interactive TV, mobile video blogging),

and seamless handover between various networks, the mobile system is continuously evolving from one

generation to the next. Recent trends in thewireless market show some specific requirements, such as: (1)

reconfigurability, adaptability, programmability, flexibility of the user terminal devices, (2) introduction

of more and more power voracious applications, (3) shift towards bursty, high-speed multimedia

(for example, streaming video) data traffic, (4) IP-based (wireless Internet), (5) demand for high spectral

efficiency, (6) increased demand for mobility (higher speeds þ wider range), (7) seamless, ubiquitous

wireless (and wired) access across heterogeneous networks, (8) multi-layered ad hoc network structures,

and (9) cooperation across terminals and sub-networks (for example, multi-hop relaying).

16.1.1 Limitation of Legacy and Current Generation Wireless Technologies
(1G, 2G, and 3G)

2G systems are designed for voice centric services and are not suitable for data services. Hence 3G

technology was introduced, which offers higher data rate and satisfies reasonable quality of service

requirements. However, it has several limitations:

1. Recent research shows that the current UMTS standard has fundamental capacity limitations for high

user loads. Also, when the number of active users increases beyond a certain point, the aggregate

system capacity starts to decrease. In principle, this deficiency can be fixed by modifying the current

standard, but that may increase the complexity by ten times just to double the capacity.

2. 3G performancemay not be sufficient to meet the needs of future high-performance applications, such

as multimedia, full-motion video, wireless teleconferencing. We need a network technology that

extends the 3G capacity by an order of magnitude.

3. There are multiple standards, which are making it difficult to roam and inter-operate across networks.

We need global mobility and service portability.

4. 3G is based primarily on a wide-area concept. We need hybrid networks that utilize both the wireless

LAN (hot spot) concept and cell or base-station wide area network design.

Mobile Handset Design Sajal Kumar Das

� 2010 John Wiley & Sons (Asia) Pte Ltd



5. Wider bandwidth is needed.

6. Researchers have come upwith spectrallymore efficientmodulation schemes that can not be retrofitted

into the 3G infrastructure.

7. A need for all digital packet networks that utilize IP in its full form with converged voice and

data capability.

8. Present system can not support seamless handover and mobility amongst heterogeneous IP networks

with both cellular networks and wireless local area networks (WLANs), which is one of the driving

factors for 4G in telecommunications networks and systems.

16.1.2 Need for 4G Wireless Technology

4G is an initiative to move beyond the limitations and problems of 3G, which is having trouble with

deployment and meeting its promised performance and throughput. However, 4G is intended to provide

high-speed, high-capacity, low-cost per bit, IP-based services. The 4Gmobile communication systems are

projected to solve the still-remaining problems of 3G systems and to provide a wide variety of new

services, from high-quality voice to high-definition video to high-data-rate wireless channels. One term

used to describe 4G is:

4G ¼ C:A5

where, C is communication, A is anytime, anywhere, with anyone, on any device, through any network.

16.1.3 Evolution of 4G

The 4G (fourth generation) mobile communication systems are projected to solve the still-remaining

problems of 3G (third generation) systems and to provide a wide variety of new services, from high-

quality voice to high-definition video to high-data-rate wireless channels. Based on the developing trends

of mobile communication, 4G will have broader bandwidth, higher data rate, and smoother and quicker

handoff and will focus on ensuring seamless service across a multitude of wireless systems and networks.

The key concept is integrating the 4G capabilities with all of the existingmobile technologies through the

use of advanced technologies. The different key parameters associated with the 3G and 4G systems are

mentioned in Table 16.1.

Generally speaking, 4G is an evolution not only tomove beyond the limitations and problems of 3G, but

also to enhance the quality of services, to increase the bandwidth and to reduce the cost of the resource. 4G

will be supported by IPv6, OFDM, MC-CDMA, LAS-CDMA, UWB, and Network-LMDS. 4G

technologies are typified by high rates of data transmission and packet-switched transmission protocols.

3G technologies, by contrast, are a mix of packet and circuit-switched networks. Today, the 4G system is

evolving mainly through 3G LTE and WiMAX systems.

The Third Generation Partnership Project (3GPP) is presently developing 3GPP LTE technology, which

is an upgrade to existing GSM networks. This is one of the most advanced mobile communication

technologies to date, and is currently undergoing 4G technology standardization by the 3GPP. This is the

most likely technology to become the 4G standard, as many of the world’s major operators and

telecommunications companies are members of the LTE/SAE (Long TermEvolution/SystemArchitecture

Evolution) Trial Initiative (LSTI). It has the following advantages:

1. Supports high data rate, with peak data rates of 100Mbps downlink and 50Mbps uplink.

2. It makes CDMA and GSM debates moot.

3. It offers both FDD and TDD duplexing. This means the upload and download speeds do not have to be

synchronous, so operators can better optimize their networks to use more upload channels.

4. It will offer lower latency, which makes real-time interaction feasible.
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On the other hand, WiMAX has certain advantages mainly over the fiber to the home (FTTH) technology

and offers broadband Internet access and IPTV to residential subscribers. It offers a cost effective

infrastructurewith efficient use of the spectrum. Given the QoS, security and reliability mechanisms built

into WiMAX, the users will find WiMAX VoIP as good as or even better than voice services from the

telephone company. However, forWiMAX, there is a limitation of thewireless bandwidth, which may be

an issue in high density areas.

We will next briefly discuss these two upcoming technologies: 3GPP LTE and WiMAX.

16.2 3GPP LTE

Currently, 3GPP is defining the long-term evolution (LTE), which allows UMTS operators to use new and

wider spectra (up to 20MHz), with higher data rates, lower latency and higher capacity, to provide an

enhanced broadband experience in high-data demand and densely populated urban areas. Many of the

targets for LTE are similar to those for the continuing development of high speed packet access (HSPA) –

generally known as HSPAþ – although LTE has some specific additional capabilities, such as flexible

channel bandwidths and the advantages of orthogonal frequency division multiple access (OFDMA).

Both LTE andHSPAþ are being developed in 3GPPRelease 8 specifications, which also includework on

the evolution of EDGE. LTE utilizes a new core network, the evolved packet core (EPC), which allows for

a flatter IP-based architecture. Throughout the design of LTE and EPC, emphasis has been placed on

interoperabilitywith existing 3GPP technologies, such asUMTSandGSM.Thiswill ensure thatHSPAþ
and LTE co-exist seamlessly. Again, within the 3GPP specifications for LTE, the evolved radio access

network is split into two parts: the evolvedUMTS terrestrial radio access (E-UTRA), which describes the

mobile part of LTE, and the evolvedUMTS terrestrial radio access network (E-UTRAN), which describes

the base station part containing the evolved Node B (eNB).

LTE incorporates many key features that enable operators to provide an enhanced broadband

experience and these are: (1) OFDMA on the DL and SC-FDMA on the UL using advanced antenna

techniques, (2) MIMO, (3) SDMA, (4) beam-forming, (5) single frequency network multicast services,

(6) all-IP packet-optimized network architecture, and (7) enhanced interference control.

Table 16.1 Key differences between 3G and 4G systems

Parameter 3G system 4G system

Major requirement

driving architecture

This is predominantly voice

driven and data is always add on

Converged data and voice over IP

Network architecture Wide area cell-based Hybrid – integration of wireless

LAN (WiFi, Bluetooth) and

wide area cellular network

Frequency band 1.8–2.5GHz 2–8GHz

Bandwidth 5–20MHz 100MHz (or more)

Data rate 384Kbps to 2Mbps 20–100Mbps in mobile mode

Mobile top speeds 200 km/h 200 km/h

Forward error correction Convolutional rate 1/2,
1/3

Access technologies W-CDMA MC-CDMA or OFDM (TDMA)

Switching design basis Circuit and packet All digital with packetized voice

IP A number of air link protocols,

including IP 5.0

All IP (IP6.0)

Component design Optimized antenna design,

multi-band adapters

Smarter antennas, software

multi-band and wideband radios
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16.2.1 LTE Design Goals

As discussed earlier, the LTE system is designed to meet some specific objectives:

1. Support of scalable bandwidths – LTE systems should support bandwidths of 1.25, 2.5, 5.0, 10.0,

and 20.0MHz.

2. Data rate support – The system should support the following peak data rate that scales with the

system bandwidth:

a. Downlink (2 Ch MIMO) peak rate of 100Mbps in 20MHz channel

b. Uplink (single Ch TX) peak rate of 50Mbps in 20MHz channel.

This is given in Table 16.2.

Support is intended for even higher data rates, up to 326.4Mbps in the downlink, using multiple

antenna configurations.

3. Supported antenna configurations – This will support different antenna configuration, such as

(a) downlink: 4� 2, 2� 2, 1� 2, 1� 1, and (b) uplink: 1� 2, 1� 1.

4. Spectrum efficiency – (a) downlink: 3 to 4�HSDPA Release 6, and (b) uplink: 2 to 3�HSUPA

Release 6.

5. Latency – (a) Control-plane:<50–100ms to establish U-plane, and (b) user-plane:<10ms from UE

to server.

6. Mobility – LTE system is optimized for low speeds (0–15 km/h), but will still provide high

performance up to 120 km/h and with support for mobility it can be maintained up to 350 km/h.

3GPP are considering the support for even higher speeds up to 500 km/h.

7. Coverage – (a) Full performance up to 5 km, (b) slight degradation 5–30 km, and (c) operation up to

100 km should not be precluded by the standard.

16.3 LTE System Design

To address these objectives, several changes are required in the different parts of the LTE

system infrastructure.

16.3.1 RF

The variable channel bandwidths are specified in LTE to increase the system’s flexibility and capability,

but this adds more complexity to the RF system design. The use of multiple antenna configurations and

Table 16.2 Peak data rate in LTE

Downlink peak data rates (64-QAM)

Antenna configuration SISO 2� 2 MIMO 4� 4 MIMO

Peak data rate (Mbps) 100 172.8 326.4

Uplink peak data rates

(single antenna)

Modulation depth QPSK 16-QAM 64-QAM

Peak data rate (Mbps) 50 57.6 86.4
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OFDMA to support high data rates adds a further complication. There should be careful design trade-offs

to cover each critical part of the transmitter and receiver chain.

16.3.2 Layer-1/Baseband

To support the high data rate, exceptionally large amounts of processing power are needed, particularly in

the baseband, where all the error handling and signal processing occurs.

16.3.2.1 LTE Physical Layer Design

The LTE PHY is a highly efficient means of conveying both data and control information between an

enhanced base station (eNodeB) and the mobile user equipment (UE). The LTE PHYemploys orthogonal

frequency division multiplexing (OFDM) and multiple input multiple output (MIMO) data transmission.

The LTE PHYuses orthogonal frequency division multiple access (OFDMA) on the downlink (DL) and

single carrier – frequency division multiple access (SC-FDMA) on the uplink (UL). Single carrier

frequency divisionmultiple access (SC-FDMA) combines the lowpeak-to-average power ratio (PAPR) of

single-carrier systems with the multi-path resistance and flexible subcarrier frequency allocation offered

byOFDMA. In OFDMA, users are allocated a specific number of subcarriers for a predetermined amount

of time. In the LTE specification, these are referred to as physical resource blocks (PRBs). The PRBs have

both a time and frequency dimension. The allocation of PRBs is handled by a scheduling function at the

3GPP base station (eNodeB).

The LTE frames are 10ms in duration. Then each frame is again divided into 10 subframes, and each

subframe is 1.0ms long. Each subframe is further divided into two slots, each of 0.5ms duration

(Figure 16.1). Each slot consists of either 6 or 7 ODFM symbols, depending on whether the normal or

extended cyclic prefix is employed. The total number of available subcarriers depends on the overall

transmission bandwidth of the system. As mentioned earlier, the LTE specifications define parameters

for system bandwidths from 1.25 to 20MHz and the subcarrier bandwidth¼ 15 kHz; the physical

resource block (PRB) bandwidth¼ 180 kHz. A PRB is defined as consisting of 12 consecutive

1 Sub-frame (1.0 ms)

0

0

1 2 3

1 2 3 4

7 TDMA symbols
(short cyclic prefix) Cyclic prefix

5 6

10

0 1 2 3 4 5 6

11 19

1 Slot (5.0 ms)

1 Frame (10 ms)

Figure 16.1 LTE generic frame structure
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subcarriers for one slot of duration (0.5ms), and is the smallest element of resource allocation assigned

by the base station scheduler.

The transmitted downlink signal consists ofNBW subcarriers for a duration ofNsymb OFDM symbols. It

can be represented by a resource grid. Each box within the grid represents a single subcarrier for one

symbol period and is referred to as a resource element. Note that inMIMOapplications, there is a resource

grid for each transmitting antenna.

Downlink Channel Structure
The service access points for L2/3 layers are transport channels. These are then mapped to

physical channels. The DL supports physical channels, which convey information from higher layers

in the LTE stack or vice versa, and physical signals which are for the exclusive use of the PHY layer.

Depending on the assigned task, physical channels and signals use different modulation and

coding parameters.

Downlink Physical Channels
Three different types of physical channels are defined for the LTE downlink. One common characteristic

of physical channels is that they all convey information from higher layers in the LTE stack. However,

physical signals convey information that is used exclusively within the PHY layer. The LTE downlink

physical channels are described below.

1. Physical Downlink SharedChannel (PDSCH) – This channel is designed for high data rate support

and is utilized basically for data and multimedia transport. The modulation techniques used for this

channel are QPSK, 16QAM or 64QAM. Spatial multiplexing is also used in the PDSCH. In fact,

spatial multiplexing is exclusive to the PDSCH. It is not used on either the PDCCH or the CCPCH.

2. Physical Downlink Control Channel (PDCCH) – This channel conveys UE-specific control

information so robustness rather than maximum data rate is considered here. The modulation used

for this channel is QPSK. The PDCCH ismapped onto resource elements in up to the first three OFDM

symbols in the first slot of a subframe.

3. CommonControl Physical Channel (CCPCH) – For this channel robustness is also more important

than maximum data rate. The CCPCH carries cell-wide control information. The modulation used for

this channel is QPSK. In addition, the CCPCH is transmitted as close to the center frequency as

possible. CCPCH is transmitted exclusively on the 72 active subcarriers centered on theDC subcarrier.

Control information is mapped to resource elements (k, l) where k refers to the OFDM symbol within

the slot and l refers to the subcarrier. CCPCH symbols are mapped to resource elements in increasing

order of index k first, then l.

Physical Signals
Although physical signals use assigned resource elements, unlike physical channels, physical signals do

not convey information to/from higher layers. There are two types of physical signals: (1) reference

signals used to determine the channel impulse response (CIR), (2) synchronization signals, which convey

network timing information.

Physical channels are mapped to specific transport channels.

Downlink Transport Channels
Transport channels are included in the LTE PHYand act as service access points (SAPs) for higher layers.

Transport channels provide the following functions: (1) structure for passing data to/from higher layers,

(2)mechanismbywhich higher layers can configure the PHY, (3) status indicators (packet error, CQI, etc.)

to higher layers, and (4) support for higher-layer peer-to-peer signaling. The different downlink transport

channels are described below and given in Table 16.3.
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1. Broadcast Channel (BCH) – This is of fixed format and must be broadcast over the entire coverage

area of the cell.

2. Downlink Shared Channel (DL-SCH) – This supports hybrid ARQ (HARQ), dynamic link

adaptation by varying modulation, coding and transmit power, dynamic and semi-static resource

allocation and discontinuous receive (DRX) for power save. This is suitable for transmission over the

entire cell coverage area and for use with beam forming.

3. Paging Channel (PCH) – This is for paging intimation and helps to support UE DRX. This is

required for broadcast over the entire cell coverage area and mapped to dynamically allocated

physical resources.

4. MulticastChannel (MCH) –This is required to broadcast over the entire cell coverage area. It helps to

support for MB-SFN and semi-static resource allocation.

In Figure 16.2, the mapping of transport channels to downlink physical channels is shown.

Uplink Channel Structure
In FDD applications, the uplink uses the same generic frame structure as the downlink. It also uses the

same subcarrier spacing of 15 kHz and PRB width (12 subcarriers). Uplink PRBs are assigned to UE by

the base station scheduler via the downlink CCPCH. Uplink PRBs consist of a group of 12 contiguous

subcarriers for one slot time duration.

Uplink Physical Channels
An uplink physical channel is used to transmit information originating in layers above the PHY. The

different UL physical channel is described below.

Physical Uplink Shared Channel (PUSCH) – Resources for the PUSCH are allocated on a subframe

basis by the UL scheduler. Subcarriers are allocated in multiples of 12 (PRBs) and may be hopped from

subframe to subframe. The PUSCH can employ QPSK, 16QAM or 64QAM modulation.

PCCH BCCH CCCH DCCH DTCH MCCH MTCH CCCH DCCH DTCH

PCH

PDCCHPBCHPDSCH PMCH

Downlink

BCH DL-SCH MCH

PRACH PUSCH PUCCH

Uplink

Logical
channels

Transport
channels

Physical
channels

RACH UL-SCH

Figure 16.2 Mapping of DL and UL logical to transport channels to physical channels
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Uplink Physical Signals
Uplink physical signals are used within the PHYand do not convey information from higher layers. Two

types of UL physical signals are defined: the reference signal and the random access preamble.

1. Uplink Reference Signal – Actually, there are two variants of the UL reference signal. The

demodulation signal facilitates coherent demodulation. It is transmitted in the fourth SC-FDMA

symbol of the slot and is the same size as the assigned resource. There is also a sounding reference

signal used to facilitate frequency dependent scheduling. Both variants of the UL reference signal are

based on Zadhoff–Chu sequences.

2. RandomAccess Preamble –The random access procedure involves the PHYand higher layers. At the

PHY layer, the cell search procedure is initiated by transmission of the random access preamble by the

UE. If successful, a random access response is received from the base station. The random access

preamble format is shown in Figure 16.3. It consists of a cyclic prefix, a preamble, and a guard time

during which no signal is transmitted.

For the generic frame structure, the timing parameters are: TRA – 30720 TS, TGT– 3152 TS, TPRE –

24576 TS, where TS¼ period of a 30.72MHz clock. Random access preambles are derived from

Zadoff–Chu sequences. They are transmitted on blocks of 72 contiguous subcarriers allocated for

random access by the base station. In FDD applications, there are 64 possible preamble sequences per

cell. The exact frequency used for transmission of the random access preamble is selected

from available random access channels by higher layers in the UE. Other information provided to

the PHY by higher layers includes: (1) available random access channels, (2) preamble format (the

preamble sequences), (3) initial transmission power, (4) power ramp step size, and (5) maximum

number of retries.

Uplink Transport Channels
As in downlink, uplink transport channels act as service access points for higher layers. Different types of

UL transport channels and their characteristics are described below.

1. Uplink Shared Channel (UL-SCH) – This channel supports the possible use of beam forming,

dynamic link adaptation (varying modulation, coding and/or TX power), HARQ, and dynamic as well

as semi-static resource allocation.

2. Random Access Channel (RACH) – This channel supports transmission of limited control

information and the possible risk of collision.

Mapping of uplink physical channels to transport channels is shown in Figure 16.2.

PreambleCP GT

TRA

TCP TGTTPRE

Figure 16.3 Random access preamble part
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Physical Channel Processing
The physical channel information is processed by using different functional blocks (as shown in

Figure 16.4) and algorithms, such as bit scrambling, modulation, layer mapping, CDD precoding, and

resource element assignment. Layermapping and precoding are related toMIMO applications. Basically,

a layer corresponds to a spatialmultiplexing channel.MIMOsystems are defined in terms ofNtransmitters�
Nreceivers. For LTE, defined configurations are 1� 1, 2� 2, 3� 2, and 4� 2. This means there could be as

many as four transmitting antennas and a maximum of two receiver antennas for spatial multiplexing the

data streams. Precoding is also used in conjunction with spatial multiplexing. Recall that MIMO exploits

themultipath to resolve independent spatial data streams. In otherwords,MIMO systems require a certain

degree of multipath for reliable operation. In a noise-limited environment with low multipath distortion,

MIMO systems can actually become impaired.

Uplink Coding
The UL-SCH uses the same rate 1/3 Turbo encoding scheme (two 8-state constituent encoders and one

internal interleaver) as the DL-SCH.

Downlink Channel Coding
Different coding algorithms are employed for the DL physical channels. For the common control channel

(CCPCH),modulation is restricted toQPSK. ForCCPCH the convolutional coding has been selected. The

PDSCH uses up to 64 QAMmodulation. On the PDSCH, higher-complexity modulation is employed to

achieve the highest possible downlink data rates. It uses QPSK, 16QAM, or 64QAM depending on

channel conditions. As a result, coding gain is emphasized over latency. Rate 1/3 Turbo coding has been

selected for the PDSCH.

Scrambling
Scrambling

Modulation mapping

Transform precoding
(DFT-precoding)

Resource element mapping

SC-FDMA signal generation
(IDFT operation)

Modulation mapping

Layer mapping (mapping onto one
or more transmission layers)

Precoding (generation of signals
for each antenna port)

MIMO
related

processing

Resource element mapping

SC-FDMA
modulation

OFDM signal generation
(IDFT operation)

Figure 16.4 Physical layer processing blocks
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Modulation Parameters
The downlink and uplinkmodulation parameters (including normal and extendedCP length) are identical.

In the uplink, depending on the channel quality the data ismapped ontoQPSK, 16QAM, or 64QAMsignal

constellations.However, rather than using theQPSK/QAMsymbols to directlymodulate subcarriers (as is

the case in OFDM), uplink symbols are sequentially fed into a serial/parallel converter and then into an

FFT block. The result at the output of the FFT block is a discrete frequency domain representation of the

QPSK/QAM symbol sequence. The discrete Fourier terms at the output of the FFT block are thenmapped

to subcarriers before being converted back into the time domain (IFFT). The final step prior to

transmission is appending a CP.

16.3.3 Protocol Architecture

The control plane and the user plane protocol stacks layers are shown in Figure 16.5. In the control plane, the

NAS protocol, which runs between the MME and the UE, is used for control purposes, such as network

attach, authentication, setting up of bearers, andmobility management. All NASmessages are ciphered and

integrity protected by the MME and UE. Layer-3 handles the main service connection protocols. The RRC

layer in the eNBmakes handover decisions based on neighbor cell measurements sent by the UE, pages for

the UEs over the air, broadcasts system information, controls UE measurement reporting such as the

periodicity of channel quality information (CQI) reports, and allocates cell-level temporary identifiers to

active UEs. It is also responsible for setting up and maintenance of radio bearers. LTE layer-2 is split into

three sublayers, including themediumaccess control (MAC) and packet data convergenceprotocol (PDCP).

In the user plane, the PDCP layer is responsible for compressing/decompressing the headers of user plane IP

packets using robust header compression (ROHC) to enable efficient use of the air-interface bandwidth.

Design challenges at this layer will be the handling of significant amounts of data in the PDCP and

implementation of the 2msMAC turnaround time. Detailed specifications for both of these layers are still

under discussion.

16.3.4 Procedures

1. Cell search procedure: Based on BCH (broadcast channel) signal and hierarchical SCH (synchroni-

zation channel) signals, the mobile terminal or user equipment (UE) acquires time and frequency

UE eNB MME

NAS NAS

Mobility
management
entity

RRC

PDCP

RLC

MAC

PHY

RRC

PDCP

RLC

MAC

PHY

Control plane protocol stack User plane protocol stack

UE

PDCP

RLC

MAC

PHY

eNB

PDCP

RLC

MAC

PHY

Figure 16.5 Protocol architecture
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synchronization with a cell and detects the cell ID of that cell. P-SCH (primary-SCH) and S-SCH

(secondary-SCH) are transmitted twice per radio frame (10ms) for FDD. The following steps are

performed during the cell search procedure:

a. 5ms timing identified using P-SCH

b. radio timing and group ID found from S-SCH

c. full cell ID found from DL RS

d. Decode BCH.

2. Synchronization procedures: This helps to perform the following:

a. radio link monitoring

b. inter-cell synchronization for MBMS

c. transmission timing adjustments.

There are some other procedures executed in different optional modes, such as power control for DL and

UL, UE procedure for CQI (channel quality indication) reporting, UE procedure for MIMO feedback

reporting, UE sounding procedure, and so on.

16.4 IEEE 802.16 System

In recent years there has been increasing interest shown in wireless technologies for subscriber

access, as an alternative to a traditional twisted-pair local loop. By enabling quick and relatively

inexpensive deployment of the broadband services infrastructure, the IEEE 802.16 Standards for

wireless broadband access have the potential to solve the long-standing “last mile” problem that has

plagued the data and telecom carrier industries. The term WiMAX (Worldwide Interoperability for

Microwave Access) has become synonymous with the IEEE 802.16 Wireless Metropolitan Area

Network (MAN) air-interface standard. Work on 802.16 started in July 1999. Four years into its

mission, the IEEE 802.16 Working Group on Broadband Wireless Access delivered a base and some

follow-up standards.

IEEE 802.16: (Air Interface for Fixed BroadbandWireless Access Systems) Standardwas approved

inDecember 2001 forwirelessMAN.This defines anMAC layer and several physical layer specifications.

The MAC supports frequency-division-duplex (FDD) and time-division-duplex (TDD), as well as real-

time adaptivemodulation, coding and single-carriermodulation. The physical layer of the standard covers

the spectrum from 10 to 66GHz, which includes the LMDS bands.

IEEE 802.16.2: This was published in 2001, specifies a “recommended practice” to address the

operation of multiple, different broadband systems in the 10–66GHz frequency range.

IEEE 802.16a: In January of 2001, the IEEE approved an amendment to 802.16, termed 802.16a,

which adds to the original standard operation in licensed and unlicensed frequency bands. It is a

completed amendment that extends the physical layer to the 2–11GHz spectrum range and specifies

three possible modulations: single carrier, 256 OFDM, and orthogonal frequency division multiple

access (OFDMA).

IEEE 802.16b: This is proposed to have a license exempt frequency band of 5–6GHz.

IEEE 802.16c: This was approved in December 2002, and is aimed at improving interoperability by

specifying system profiles in the 10–66GHz range.

IEEE 802.16d: This contains system profiles for 802.16a (2–11GHz) implementations.

IEEE802.16e: Mobilewireless broadband up to vehicular speeds in licensed bands from2 to 6GHz.

Enables roaming for portable clients within and between service areas. This is still very early in

the process.

A detailed comparison between the various IEEE802.16 Standards is shown in the Table 16.4.
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In WiMAX the customer premises equipment (CPE) is a telephone or other service provider

equipment that is located on the customer’s premises (physical location) rather than on the provider’s

premises or in between. Telephone handsets, cable TV set-top boxes, and digital subscriber line routers

are examples of such devices. Historically, this term referred to equipment placed at the customer’s

end of the telephone line and was usually owned by the telephone company. Today, almost any end-user

equipment can be called customer premise equipment and it can be owned by the customer or by

the provider.

16.4.1 IEEE 802.16 Architecture Overview

The IEEE 802.16 Standard is organized into a three-layer architecture as shown in Figure 16.6. Only the

physical and data link layer are within the scope of this standard.

16.4.1.1 Physical Layer

The physical layer is the lowest layer, which specifies the frequency band, the modulation scheme, error-

correction techniques, synchronization between transmitter and receiver, data rate, and the time-division

multiplexing (TDM) structure. A simple block diagram of a wireless MAN transmitter–receiver is shown

in Figure 16.7a.

Error Correction Scheme
The forward error correction (FEC) used in 802.16 is Reed–Solomon GF (256), with variable block

size and error correction capabilities. This is paired with an inner block convolution code to robustly

transmit critical data, such as frame control and initial access. The FEC options are paired with

quadrature phase shift keying (QPSK), 16-state quadrature amplitudemodulation (16-QAM), and 64-

state QAM (64-QAM) to form burst profiles of varying robustness and efficiency. If the last FEC block

is not filled, that block may be shortened. Shortening in both the uplink and downlink is controlled

by the BS and is implicitly communicated in the uplink map (ULMAP) and the downlink

map (DL-MAP).

ISO model
The LLC provides
traditional HDLC type
protocol
LLC SAP

IEEE 802.16 model

Upper layers

Scope of
IEEE802.16
standard

Application

Presentation

Session

Transport

Network

Data link

Physical

LLC
MAC

Physical layer

Medium

Figure 16.6 Layered architecture
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Forward error correction (FEC) in the IEEE 802.16a and other subsequent standards b, c, d, e is

implemented in three phases: randomization, forward error correction, and interleaving.

Randomization
This stage of error correction ensures that there is a high level of entropy in the data. As the receiver uses a

maximum likelihood detector, the decision regions are optimum as a result of randomization. A pseudo

random binary sequence generator is used to implement randomization. It uses a 15-stage shift register

with a generator polynomial of 1 þ x14 þ x15. The bits issued from the randomizer are fed to the FEC

block, which is discussed next.

Forward Error Correction
This block consists of two layers – an outer Reed–Solomon code and an inner convolutional code.

Reed–Solomon codes are block codes that are good for correcting burst errors. Convolutional codes are

good for correcting random errors. Together, the combination effectively corrects most errors caused by

the hostile wireless channel. The Reed–Solomon code uses a block length of 255 bytes and a payload

length of 239 bytes.With this, 8 bytes of error can be corrected. The convolutional encoder is of rate 1/2 and

constraint length 7. If rates other than 1/2 are desired, code shortening and puncturing are employed. A

Viterbi decoder is used at the receiving end to decode data and correct errors.

Interleaving
The encoded data are now passed through a block interleaver. The interleaver is defined by a two-step

permutation. The first ensures that neighboring data bits are mapped onto non-adjacent OFDM carriers.

This ensures that if a deep fade affects a bit, its neighboring bits are likely to remain unaffected by the fade,

and therefore FEC is sufficient to correct the effects of the fade.

The second stepmaps adjacent bits onto less ormore significant constellation bits. Thismakes detection

accurate and long runs of low reliability bits are avoided.

Data Modulation
After the data bits are interleaved, they are entered serially into a data modulator with the option of Gray

coded QPSK, 16-QAM, and 64-QAM. In Standard 802.16 QPSK, 16-QAM, and 64-QAM data

modulation schemes are used, whereas in the case of Standards 802.16a/b/c/d/e QPSK, 16-QAM, 64-

QAM, and 256-QAM modulation schemes are used.

Adaptive modulation allows aWiMAX system to adjust the channel modulation scheme, according to

SNR in the radio link. If a good SNR is achieved, the system can switch to the highest throughput

modulation (64-QAM). If fading occurs the system can shift to other low-throughput modulation scheme

without dropping the connection.

Channel Estimation and Equalization
In order to overcome the effects of the channel, channel estimation and frequency domain equalization

should be done at the receiver. Estimation can be performed in two possibleways. The first method inserts

pilot tones in all of the subcarriers of theOFDMsymbolswith a specific period. The secondmethod inserts

pilot tones in each of the OFDM symbols. These are known as block type and comb type channel

estimation, respectively. The channel estimation for this model can be based on least squares and

minimum mean square error estimates.

After estimating the channel, the received signal needs to be equalized. If the cyclic prefix is longer than

the maximum delay spread of the channel, we can model the effect of the channel as a complex

multiplication in the frequency domain. The equalization thus simplifies to a complex division of the

received signal by the estimated channel.
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Frequency Band
In the original release of Standard 802.11 the line-of-sight (LOS) environments at high frequency bands

operates in the 10–66GHz range, whereas the recently adopted amendment, the Standards 802.16a,b, c, d

or e, are designed for systems operating in bands between 2 and 11GHz. The significant difference

between these two frequency bands lies in the ability to support non-line-of-sight (NLOS) operation in the

lower frequencies, something that is not possible in higher bands.

Carrier Modulation
In Standard 802.16 single carrier modulation was chosen, because of the low complexity of the system.

The downlink channel is shared among users with TDM signals. Subscriber units are being allocated by

individual time slots. Access in uplink is being realized with TDMA. Channel bandwidths are 20 or

25MHz in the USA and 28MHz in Europe. Duplex can be realized with either TDD or FDD schemes, in

which the uplink and downlink operate on separate channels.

The Standard 802.16 PHY specification uses burst single-carrier modulation with adaptive burst

profiling in which transmission parameters, including the modulation and coding schemes, may be

adjusted individually to each subscriber station (SS) on a frame-by-frame basis. Here both TDD and

burst FDD variants are defined. The channel bandwidth is defined with Nyquist square-root raised-

cosine pulse shapingwith a roll-off factor of 0.25. Randomization is performed for spectral shaping and

to ensure bit transitions for clock recovery. The OFDM frame is divided into DL and UL subframes

(Figure 16.8). The DL subframe consists of preamble, frame control header, and a number of data

bursts. The FCH specifies the burst profile and the length of one or more DL bursts that immediately

follow the FCH. The DLMAP, UL-MAP, DL channel descriptor (DCD), UL channel descriptor, and

other broadcast messages that describe the content of the frame are sent at the beginning of these

first bursts.

The remainder of the DL subframe is made up of data bursts to individual SS. Each burst consists of an

integer number of OFDM symbols and is assigned a burst profile that specifies the code algorithm, code
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DL PHY PDU
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Figure 16.8 OFDM frame structure
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rate, andmodulation level that are used for those data transmittedwithin the burst. However, theUL frame

contains a contention interval for initial ranging and bandwidth allocation purposes and UL PHY PDUs

from different SS.

16.4.1.2 MAC Layer

The main focus of the MAC layer is to manage the resources of the air-link in an efficient manner. The

IEEE 802.16 MAC layer performs the function of providing a medium-independent interface to the

802.16 physical (PHY) layer. This MAC layer supports different types of physical layers, as discussed

earlier. The 802.16MACprotocol is designed to support very high bit rates both in uplink and in downlink,

and also to support point-to-multipoint (PMP) and mesh network models. The 802.16 MAC protocol is

connection oriented. Once the SS enters the network then each SS creates one or more connections over

which their data are transmitted to and from the base station (BS). TheMAC layer schedules the usage of

the air-link resources and provides quality-of-service (QoS) differentiation. It performs link adaptation

and automatic repeat request (ARQ) functions to maintain target bit error rates (BER), while maximizing

the data throughput. The MAC layer also handles network entry for SSs that enter and leave the network,

and it performs standard protocol data unit (PDU) creation tasks. Finally, the MAC layer provides

a convergence sublayer that supports asynchronous transfer mode (ATM) cell and packet-based

network layers.

Depending on these functionalities the 802.16 MAC layer is divided into several sublayers:

1. Service specific convergence sublayer (SSCS) layer: This provides an interface to the upper layer

entities throughCSSAP. The primary task of this sublayer is to classify service data units (SDUs) to the

properMACconnection, preserve or enableQoS, and enable bandwidth allocation. Themapping takes

various forms depending on the type of service. IEEE Standard 802.16 defines two general service-

specific convergence sublayers for mapping services to and from 802.16 MAC connections.

a. ATM convergence sublayer: This is defined for ATM services.

b. Packet convergence sublayer: This is defined for mapping packet services such as IPv4, IPv6,

Ethernet, and virtual local area network (VLAN).

In addition to these basic functions, the convergence sublayers can also performmore sophisticated

functions such as payload header suppression and reconstruction to enhance air link efficiency.

2. MAC common part sublayer (CPS) layer: This provides the core MAC functions, including uplink

scheduling, bandwidth request and grant, connection control, ARQ and ranging. All services,

including inherently connectionless services, are mapped to a connection. This provides a mechanism

for requesting bandwidth, associating QoS and traffic parameters, transporting and routing data to the

appropriate convergence sublayer, and all other actions associated with the contractual terms of the

service. Connections are referenced with 16-bit connection identifiers (CIDs) and may require a

continuously granted bandwidth or bandwidth on demand. Each SS has a standard 48-bit MAC

address, but this serves mainly as an equipment identifier, as the primary addresses used during

operation are the CIDs. Upon entering the network, the SS is assigned three management connections

in each direction. These three connections reflect the three different QoS requirements used by

different management levels. The first of these is the basic connection, which is used for the transfer of

short, time-critical MAC and radio link control (RLC) messages.

MACPDUFormats –TheMACPDU is the data unit exchanged between theMAC layers of theBS and

its SSs. AnMAC PDU consists of a fixed-length MAC header, a variable-length payload, and an optional

cyclic redundancy check (CRC). There are two types of MAC header: (1) a generic header, used to

transmit data orMACmessages, and (2) a bandwidth (BR) request header, used by the SS to request more
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bandwidth on the UL. The maximum length of the MAC PDU header is 2048 bytes, including header,

payload, and cyclic redundancy check (CRC). MAC PDU does not contain any payload, except for

bandwidth request MAC PDUs, which contain either MAC management messages or convergence

sublayer data.

Transmission ofMACPDUs – The IEEE 802.16MAC supports various higher layer protocols such as

ATM or IP. IncomingMAC SDUs from corresponding convergence sublayers are formatted according to

the MAC PDU format, possibly with fragmentation and/or packing, before being conveyed over one or

more connections in accordance with the MAC protocol. After traversing the air link, MAC PDUs are

reconstructed back into the original MAC SDUs, so that the format modifications performed by theMAC

layer protocol are transparent to the receiving entity. IEEE 802.16 takes advantage of incorporating the

packing and fragmentation processes with the bandwidth allocation process to maximize the flexibility,

efficiency, and effectiveness of both. Fragmentation is the process in which an MAC SDU is divided into

one ormoreMACSDU fragments. Packing is the process in whichmultipleMACSDUs are packed into a

single MAC PDU payload (Figure 16.9). Both processes may be initiated by either a BS for a downlink

connection or an SS for an uplink connection. IEEE 802.16 allows simultaneous fragmentation and

packing for efficient use of the bandwidth.

16.4.1.3 Radio Link Control (RLC)

The RLC layer of Standard 802.16 is more advanced and has the capability of PHY transition from one

burst profile to another, power control, and ranging functions. RLC begins with a periodic BS broadcast of

the burst profiles that have been chosen for the uplink and downlink. Burst profiles for the downlink are

each taggedwith a downlink interval usage code (DIUC) and for the uplink are each taggedwith an uplink

interval usage code (UIUC).

During initial access, the SS performs initial power leveling and ranging using ranging request (RNG-

REQ) messages transmitted in the initial maintenance windows. The adjustments to the transmit time

advance of the SS, in addition to power adjustments, are returned to the SS in ranging response (RNG-

RSP) messages. For ongoing ranging and power adjustments, the BSmay transmit unsolicited RNG-RSP

messages commanding the SS to adjust its power or timing. During initial ranging, the SS also requests to

be served in the downlink via a particular burst profile by transmitting its choice of DIUC to the BS. The

choice is based on received downlink signal qualitymeasurements performed by the SS before and during

initial ranging. The BS may confirm or reject the choice in the ranging response. Similarly, the BS

monitors the quality of the uplink received signal from the SS. Using ULMAP messages with the

appropriate burst profile UIUC with the grants of the SS, the BS commands the SS to use a particular

uplink burst profile. After initial determination of uplink and downlink burst profiles between theBS and a

particular SS, RLC continues to monitor and control the burst profiles. Harsher environmental conditions

can force the SS to request amore robust burst profile.However, exceptionally goodweathermay allow an

SS to temporarily operate with a more efficient burst profile.

HT EC Type

LEN LSB CID MSB

HCSCID LSB

RSV CI EKS RSV LEN MSE

Figure 16.9 Generic header format for MAC PDU
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In the downlink, the SS monitors the quality of the received signal and knows when its downlink burst

profile should change. However, BS controls the change. There are two methods available to the SS to

request a change in downlink burst profile, depending on whether the SS operates in the grant per

connection (GPC) (which applies to only GPC SSs) or the grant per SS (GPSS)mode. In the first instance,

the BS may periodically allocate a station maintenance interval to the SS. The SS can use the RNG-REQ

message to request a change in downlink burst profile. The preferred method is for the SS to transmit a

downlink burst profile change request (DBPC-REQ). In this case, which is always an option for GPSS SSs

and can be an option for GPCSSs, the BS respondswith a downlink burst profile change response (DBPC-

RSP) message confirming or denying the change. Because of irrecoverable bit errors, messages may be

lost, so the protocols for changing a downlink burst profile of an SSmust be carefully structured and iswell

taken care in the standard.

16.4.1.4 Privacy Sublayer (PS)

Themain functions of this sublayer are authentication and data encryption. The privacy protocol of IEEE

802.16 is based on the privacy keymanagement (PKM) protocol of the DOCSIS BPIþ specification, but

has been enhanced to fit seamlessly into the IEEE 802.16 MAC protocol and to better accommodate

stronger cryptographic methods.

16.4.1.5 Convergence Layer

A convergence layer is placed above the MAC layer. This provides functions specific to the service being

provided. For IEEE 802.16.1, bearer services include digital audio/video multicast, digital telephony,

ATM, Internet access, wireless trunks in telephone networks, and frame relay.

16.4.2 Service Classes

The 802.16 MAC provides QoS differentiation for different types of applications that might operate over

the 802.16 networks. Standard 802.16 defines the following types of services:

1. Unsolicited grant services (UGS):UGS is designed to support constant bit rate (CBR) services, such

as T1/E1 emulation, and voice over IP (VoIP) without silence suppression.

2. Real-timepolling services (rtPS): rtPS is designed to support real-time services that generatevariable

size data packets on a periodic basis, such as MPEG video or VoIP with silence suppression.

3. Non-real-time polling services (nrtPS): nrtPS is designed to support non-real-time services that

require variable size data grant burst types on a regular basis.

4. Best effort (BE) services: Today, BE services are typically provided by the Internet for Web surfing.

16.4.3 Mobility Support

The mobility feature is supported in Standard 802.16e considering the Doppler effect, multipath, fading

and multicell interference environment. Several factors are taken care of, such as the dedicated control

channels for critical MAC and PHY functions, for example power control, timing control, ARQ

acknowledgements, uplink requests, and so on. In supporting handover, MS collects information related

to potential handover (HO) and transfers it to the network; the network collects the relevant information

(for example, PHYmeasurements fromBSs),makes a decision and executes the handover.Different types

of handover are supported. (1) Inter-channel HO: this is between channels (sectors) at the sameBS. In this
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instance BSmakes the HO decision and executes the handover. (2) Inter-cell soft HO: this is between two

BSs.Here the servingBSmakes theHOdecision and executes theHO. (3) Inter-cell hardHO: this iswhere

the MS fails to communicate to the serving BS, it performs a complete NWentry procedure with the best

possible BS; the new BS informs the old BS about the HO.

16.4.4 Power Control

In this standard, the power control mechanisms are used to improve the overall system work and this is

implemented at the base station, which sends the steering signal to the subscriber station (SS) to achieve a

pre-determined signal level at the BS. It is also required to reduce interferences with neighboring cells.

16.4.4.1 Operational Procedures

The operational sequences when the SS is switched on are described below and are shown in Figure 16.10.

1. Network Entry – To get the access to the network, SS needs to successfully complete the network

entry process with the desired BS. The network entry process is divided into several steps – DL

channel synchronization, initial ranging, capabilities negotiation, authentication message

exchange, registration, and IP connectivity stages. The network entry state machine moves to the
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reset state if it fails to succeed from a state. Once the network entry process is completed, the SS

creates one or more service flows to send data to the BS. Each of these stages are discussed below in

more detail.

a. Downlink channel synchronization – SS scans for a channel in the defined frequency list.

Generally, an SS is configured to use a specific BSwith a given set of operational parameters, when

operating in a licensed band. If the SSfinds aDL channel and is able to synchronize at the PHY level

(it detects the periodic frame preamble), then the MAC layer looks for DCD and UCD to get

information on modulation and other DL and UL parameters.

b. Initial ranging – Once the SS is synchronized with the DL channel and has received the DL

and UL MAP for a frame, it begins the initial ranging process by sending a ranging request

MACmessage on the initial ranging interval using the minimum transmission power and waits

for the response. If it does not receive a response, it sends the request again in a subsequent

frame, using higher transmission power. Eventually the SS receives a ranging response. The

response either indicates power and timing corrections that the SS must make or indicates

success. If the response indicates corrections, the SS makes these corrections and

sends another ranging request. If the response indicates success, the SS is ready to send

data on the UL.

c. Capabilities negotiation – Once the initial ranging is successfully completed, next SS sends a

capability request message to the BS describing its capabilities in terms of the supported

modulation levels, coding schemes and rates, and duplexing methods. The BS accepts or denies

the SS, based on its capabilities.

d. Authentication – After capability negotiation, the BS authenticates the SS and provides the

required data for enabling the data ciphering. The SS sends the X.509 certificate of the SS

manufacturer and a description of the supported cryptographic algorithms to its BS. The BS

validates the identity of the SS, determines the cipher algorithm and protocol that should be used,

and sends an authentication response to the SS. The response contains the keymaterial to be used by

the SS. The SS is required to periodically perform the authentication and key exchange procedures

to refresh its key material.

e. Registration – Once the authentication is successfully complete then the SS registers with the

network. After that the SS sends a registration request message to the BS, and the BS sends a

registration response to the SS. The registration exchange includes IP version support, SSmanaged

or non-managed support, ARQparameters support, classification option support, CRC support, and

flow control.

f. IP connectivity – Next the SS starts DHCP (IETF RFC 2131) to get the IP address and other

parameters to establish IP connectivity.

2. Transport Connection Creation – After completion of registration and the transfer of operational

parameters, transport connections are created. For pre-provisioned service flows, BS initiates the

connection creation process. The BS sends a dynamic service flow addition request message to the SS

and the SS sends a response to confirm the creation of the connection. However, SS initiates a

connection creation request for non-pre-provisioned service flows by sending a dynamic service flow

addition request message to the BS and BS responds to it with a confirmation.

16.5 4G Mobile System

The basic block diagram of a typical OFDM based multimedia mobile device is shown in Figure 16.11.

The band–band unit is the heart of the modern digital mobile device, which implements modulation–

demodulation, channel coding, error control, and other physical layer procedures, different transmission

protocol, user application processing, and system control.
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16.6 KeyChallenges inDesigning 4GMobile Systems andResearchAreas

Over the past decade the complexity of wireless systems has expanded tremendously to support many

complex applications and algorithms. Figure 16.12 shows the processing complexity explosions over the

wireless generations.
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The baseband SoC in a modern cell phone typically contains one or more general purpose processor

cores and one or more DSP cores. The processor core(s) may control 20–40 peripherals (many in the form

of intellectual property blocks) for such tasks as multimedia functions, digital camera interfaces,

cryptographic functions, 2D and 3D graphics processing and acceleration, and interfaces such as WiFi,

USB, and UART. The DSP core(s) typically have a number of associated accelerator peripherals for tasks

such as modulation, baseband filtering, channel decoding, and so forth.

Moore’s Law states that a chip’s transistor densitywill double every 18months. This sets an upper limit

on the rate that system performance can improve. Claude Shannon defined the theoretical limit of

information transmission in the presence of noise. Much of the complexity in next generation wireless

technology results from sophisticated signal-processing requirements. The algorithmic complexity

increases according to Shannon’s law while the silicon technology increases according to Moore’s law.

It is clear that there is an increasing gap between the algorithmic complexity and the processor

performance (Figure 16.13). The increased algorithmic complexities demands fhigher processing power,

which requires very high MIPS. The gap between the algorithmic complexity and the battery capacity

is even bigger. This critically demands efficient design of both more compact and more power

efficient architectures.

There are several challenges associated with the next generation (>3G systems) development and

among these the foremost one is the design of a 4G mobile device. The next generation applications are

looking for unique SoC solutions, which can offer low power, low cost, smaller size, high performance,

and tremendous flexibility.

. Why high performance?

With an ever increasing demand for more and more complex applications, support of high speed,

high capacity, real time, guaranteed QoS, and seamless communications requires a system with

high performance.
. Why low power?

In the case of a mobile power-voracious system, such as a multimedia phone, laptop, and so on, the

power consumption is high and there is limited battery capacity. So, the design of the system should be
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such that the power consumption should be reduced or at least optimized at every step of the system

design, wherever feasible. Reduction in power consumption provides several benefits, such as less heat

will be generated (which reduces the problems associated with the rise in temperature), prolongs the

battery life, and device reliability increases.
. Why flexibility?

There are applications (for example, 4G system) where devices are required to adapt their functionality

to the changing parameters of the communication link available at a given time (that is, bandwidth, error

rates, protocols, etc.). Therefore, these devices have to be flexible enough to accommodate various

multimedia services (for example, different video decompression schemes) and communication

capabilities (for example, cellularGSM, PCS, pico-cellular). At the same time, low-power consumption

will continue to be the predominant design challenge of mobile embedded systems.

Thus, the bottom line is – 4G needs highly flexible, high performance, low power mobile user equipment,

which is a major challenge.

16.7 Cognitive Radio

Over the last few years, there has been a considerable resurgence of interest in wireless communication.

This step forward has not only expanded the wireless communications market, but has also created

opportunities for newer products operating at different frequency bands. The main drawback of this

explosion in services is that there is an increase in electromagnetic waves and a crisis with respect to the

spectrum availability at frequencies that can be economically used. Access to the radio spectrum is

presently regulated either as licensed, where the rights to use specific spectral bands are granted in

exclusivity to an individual operator, or as unlicensed, where certain spectral bands are declared open for

free use by anyoperator or individual following specific rules. The drawbacks of this static frequencyband

allocation to any single service are: (a) inefficient use of the spectrum, (b) licensing for a new spectrum is

very expensive, slow and involved political process, and (c) more electromagnetic radiation leads to

health risks and potential biological effects.

Apart from the spectrum congestion issue, there are many other issues associated with today’s radios.

Among these, themost important issues are the hardware flexibility and lack of compatibility between the

various types of devices and different communications and network infrastructures. In particular, in

different countries, incompatiblewireless network technologiesmake it difficult to deploy global roaming

facilities effectively.

Another problem is trying to keep up with evolving link-layer communication (transmission) protocol

standards, such as 2.5G, 3G, and 4G. The legacy handsets currently on the market cannot be easily

upgraded to new features and/or services. Most are not even compatible with the new standards.

What is needed is a generic, programmable hardware base that would allow software to enable various

features, depending on the radio environments, where users would get tremendous mobility. The

communications industry is now looking for a way to create radios that can handle multiple frequency

bands, understandmultiple transmission protocols, be reconfigured on the fly, and be easily upgraded – all

in a single device design.

This would be in the form of a radio that can sense its environment, location, and intended use and then alter

its power, frequency, modulation and other parameters, so as to dynamically reuse the available spectrum.

Themove towards the re-configurability conceptwas initiated as an evolution of software defined radio.

Its aim is to provide essential mechanisms to terminals and networks, so as to enable them to adapt

dynamically, transparently, and securely to the most appropriate RAT depending on the current situation.

Cognitive radiowas initially thought of as an extension to software-defined radio (full cognitive radio), but

it is much smarter than SDR, as it dynamically senses and utilizes the available spectrum. We can

distinguish many types of cognitive radios.
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1. Full cognitive radio (“Mitola radio”): In which every possible parameter observed by the wireless

node and/or network is taken into account while making decision on transmission and/or reception

parameter change.

2. Spectrum sensing cognitive radio: This is a special example of full cognitive radio in which only the

radio frequency spectrum is observed.

Also depending on the parts of the spectrum available for cognitive radio we can distinguish it as:

3. Licensed band cognitive radio:When cognitive radio is capable of using bands assigned to licensed

users, apart from the utilization of unlicensed bands, such as the UNII band or ISM band. One such

example is the IEEE 802.15 Task Group specification.

4. Unlicensed band cognitive radio:When cognitive radio can only utilize unlicensed parts of the radio

frequency spectrum. An example of unlicensed band cognitive radio is IEEE 802.19.

Full cognitive radio has great potential as the next generation wireless radio to integrate these different

evolving and emergingwireless access technologies in a commonflexible/adaptable platform and to solve

the spectrum congestion problem, providing a multiplicity of possibilities for current and future services

and applications to users in a single terminal.

At present cognitive radio is in the research phase, and many more challenges still need to be solved

before the final product is launched.

16.7.1 System Overview

The functional model of cognitive radio is shown in Figure 16.14.

The radio hardware consists of a set of modules: antenna, RF transceiver, modem, INFOSEC module,

baseband/protocol processor, and user interface. This could be a software radio, SDR, or PDR. In

Figure 16.14, the baseband processor hosts the protocol and control software. The modem software

includes the modem with equalizer, among other physical layer processes. In addition, however, a

cognitive radio contains an internal model of its own hardware and software structure. The model of the

equalizer shownwould contain the codified knowledge about equalizers, including how the taps represent

the channel impulse response. Variable bindings between the equalizer model and the software equalizer

establish the interface between the reasoning capability and the operational software. Cognitive radio

enhances the flexibility of personal services through a radio knowledge representation language (RKRL).

The model-based reasoning capability that applies these RKRL frames to solve radio control problems

gives the radio its “cognitive” ability.
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16.7.2 System Architecture

The cognitive radio system architecture is shown in Figure 16.15.

The system design only covers the ISO/OSI layers – one (physical layer) and layer-2 (link layer).

Higher layers will be implemented as standard protocols such as UMTS, GSM,WLAN 802.11a/b/g/n,

802.15, and so on, and not specific to cognitive radios.

Generally, six main functions and two control channels will implement the core functionality of a

cognitive radio. The six system functions can be split between the physical and the link layer.Whereas the

physical layer is responsible for sensing the spectrum, detecting active primary users and estimating the

quality of the subchannels, the link layer has to deal with groupmanagement, link setup andmaintenance,

and handle the medium access of the subchannels.
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16.7.3 Key Challenges and Research Areas

The essential problem with spectrum sensing cognitive radio is the design of high quality spectrum

sensing devices and algorithms for exchanging spectrum sensing data between nodes. It has been shown

that a simple energy detector cannot guarantee accurate detection of signal presence. This calls for more

sophisticated spectrum sensing techniques. The information about spectrum sensing must be exchanged

between nodes regularly. The cognition cycle implies a large area of hard research problems for cognitive

radio. Parsing incoming messages requires natural language text processing. Scanning the user’s voice

channels for content that further defines the communications context requires speech processing.

Planning technology offers awide range of alternatives in temporal calculus, constraint based scheduling,

task planning, causality modeling, and so on. Resource allocation includes algebraic methods for wait-

free scheduling protocols, open distributed processing (ODP), and parallel virtual machines (PVM).

Finally, machine learning remains one of the core challenges in artificial intelligence research. The focus

of this cognitive radio research, then, is not on the development of any one of these technologies per se.

Rather, it is on the organization of cognition tasks and on the development of cognition data structures

needed to integrate contributions from these diverse disciplines for the context sensitive delivery of

wireless services by software radio.

Another obvious issue is the security of downloads. For example, given a script that describes a link-

layer protocol, there must be a phase in which the protocol is downloaded to the hardware and run as a

configurable protocol. The question is, how is that download secured? Obviously, it must be signed and

have digital authorization. Otherwise, downloads might be made to devices that could then broadcast on

unauthorized bands. Security issues facing SDR technology include encryption, user identification,

device authentication, and others.

Above all, the MIMO based OFDMmulti-band cognitive radio requires a very complex platform with

high digital signal processing capability to execute this intelligence, which needs amajor breakthrough in

the signal processing and semiconductor technology to offer a high processing power, high integration,

low power consumption, and low cost based system.

Some of the basic challenges in this radio design include: (1) an immediate, cost-effective solution that

doesn’t require agencies to buy new radios, for example, the same radiowill be used everywherewith any

networks; (2) energy efficient and will conserve battery power; (3) should be portable, lightweight, and

small; (4) powerful, cost-effective programmable digital signal processors (DSPs); (5) adaptive comput-

ing machines (ACMs), which handle multiple protocols by adjusting themselves to the algorithm or

mathematical equation being executed; (6) high-performance analog-to-digital converters (ADCs); and

(7) ultra-fast data-transfer interfaces.

At present research is continuing in the following areas: (1) cognitive radio system architectures; (2)

platforms and hardware implementations for the support of cognitive radio systems; (3) cognition cycle

optimization;(4)multi-band, spectrum-agile, and adaptive radio transceivers; (5) cognitive radio resource

management and dynamic spectrum sharing; (6) signal detection and interference avoidance (manage-

ment/algorithms); (7) spectral estimation and radio environment characterization; (8) efficient spectrum

utilization; (9) soft-spectrum adaptation technology; (10) radio access protocols and algorithms for the

PHY, MAC, and network layer; (11) cross-layer optimization for cognitive algorithms; (12) software

defined radio systems; (13) ultra-wideband (UWB) cognitive radio systems; (14) cognitive impulse radio

systems; (15) bio-inspired cognitive radio; and (16) linear network coding, cooperative coding andMIMO

techniques for cognitive radio.
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17

Competitive Edge in Mobile
Phone System Design

17.1 Introduction

In the previous chapters, we discussed the various aspects and internal details of mobile phones. In this

chapter wewill discuss the system design issues of a mobile phone. Today’s mobile handset system is not

just a piece of hardware or a bunch of software; rather, it is a combination of both hardware and software.

In the present competitive market the key factors to success are designing a system that can work with

minimum resources (such as memory size, MIPS, etc.) and can offer high performance in terms of

execution speed, low power consumption, high robustness, and reliability. It is not always a big deal to

write a piece of software to work on a system to be logically correct, but it is a really big deal to write a

piece of software that will work in an environment with limited resources (such as memory, MIPS) with

greater speed of operation and that is logically correct, and so this is a real challenge. This chapter

examines various factors contributing towards the development of a competitive mobile phone hardware

and software protocol stack. Both technical and non-technical aspects are considered. The key issues

addressed include protocol architecture, system performance in terms ofmemory, CPU, operating system

(OS), electrical power consumption, processing power (MIPS), cost, optimum hardware/software

partitioning, testing, and productization.

17.2 Key Challenges in Mobile Phone System Design

The key challenges of an efficient mobile phone system design are as follows.

. How much hardware do we need? Which CPU to use? Which and how much memory to use?

. How much to put in the hardware?

. How do we meet our deadlines?

. Faster hardware or cleverer software?

. How do we minimize power consumption? Turn off unnecessary logic? Reduce memory accesses?

. How to reduce the system cost?

. How to increase system efficiency?

Mobile Handset Design Sajal Kumar Das
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17.3 System Design Goal

The primary goal of a system designer should be to design a system that must confirm size and weight

limits, consume much less power, satisfy safety and reliability requirements, meet tight cost targets

and above all guarantee real time operation that is reactive to external events. Some requirements are

functional and some are non-functional requirements.

. Functional requirements: output as a function of input.

. Non-functional requirements: such as time required to compute output, size, weight, power con-

sumption; reliability, and so on.

The mobile phone system is a complex embedded system and the design goals of an embedded system

vary based on the system’s application area, such as:

a. Real time operation – Real time operation means the computation of the data should be completed

within a time limit. So, during the design of the system, theworst-case situation should always be taken

into account. With reactive computation the software executes in response to external events. These

events may be periodic, thus scheduling of events to guarantee performance may be possible.

b. Portability – The size and weight of the system plays an important role in the system design. In many

cases, especially in the mobile environment, it is always desirable that the system should be as small as

possible in size and weight.

c. Power consumption – For mobile devices, power consumption is a vital issue. Sufficient care should

be taken in the system design to reduce the power consumption in all possible ways.

d. Safety and reliability – The systems have associated risks with failure. However, the probability of

failure will be reduced, if the system is designed properly and tested rigorously before delivery. The

safe and reliable product enhances the customer’s faith and satisfaction. After taking all precautions,

failure may still happen, so there should be some way to quickly recover or to debug and make it

work again.

e. Cost – The systemmay be designed tomeet all the challenges and satisfy all the requirements. However,

it will not attract the customer’s attention if the cost is not low enough. Putting attention into a particular

stage cannnot drastically reduce the cost, so it has to be done at each andevery stage of the systemdesign.

A good designer has to manage all the issues to deliver a cost-effective system at the right time with the

right price.

17.4 Protocol Architecture Design Optimization

The most commonly used protocol architectural model is layered architecture. The layered architecture

specifies partitioning of the protocol into clearly defined layers based on functionality. It also defines the

interaction between the layers. Implementation of the layered architecture can vary and choosing a

suitable method depends on many factors, which need to be identified and analyzed. Alternative

architectures could also be considered.

17.4.1 Various Alternative Solutions

Simple protocols could be implementedwithout anRTOS. Such protocols will be implemented as a single

task with only a few interrupts, which may or may not be time critical. The same cannot be said for

complex protocols, including wireless protocols. This is where the concept of ISO-OSI layered

architecture comes into the picture. In this architecture, the protocol is partitioned into seven layers,

eachwith a specific function.Wireless protocols on user equipmentwill probably not have all seven layers
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of the OSI layering. Nevertheless, it is possible to group certain functions of protocol into a specific layer

of the OSI architecture. This is the work of standards bodies, such as ETSI and 3GPP.

It is clear that each layer has certain functions to perform, and also that each layer communicates to a

higher layer with a view to providing defined services to the latter. These services are provided via service

access points (SAP), which are the points of interface between the layers. The actual provision of services

is executed bymeans of exchange of messages, which are known as primitives. This concept is illustrated

in Figure 17.1. Table 17.1 explores the different ways in which layers, SAPs, and primitives can be

implemented. The table presents five options:

A. Each layer is implemented as a process with a certain priority. Processes are scheduled for execution

according to their priorities by the RTOS. Each process can share the same stack space or each one can

use a different stack space. The latter is the better method as it minimizes the context switching time.

SAPs are implemented as signals between processes carrying parameters. Signals are put in the

receiving process queue. Toomany processes can result in excessive signaling. On the other hand, too

few processes can result in increased complexity, compromising better efficiency.

B. All layers are combined into a single process. The layered concept is maintained by logically

separating the code and data within the same process. States are maintained as variables, one for each

layer or instance. Increased complexity is the result and programmersmust be extremely adept at their

job at designing, testing, and debugging. SAPs are implemented internally as variables, whose scope

spans more than one layer and it results in less signaling. In fact, the only signals are interrupts from

sources that are external to the protocol and the remainder of the SAPs are simply procedure calls.

C. Each layer is implemented as a processwith a certain priority but they share a single queue. There is no

clear reason why one would want to do this.

D. All layers are combined into a single process. The same variables could be duplicated across a few

layers. This redundancy could be removed bymaking themglobal to save data space. The compromise

made is increased complexity in managing these variables. The difference between this method

and option B is that in the latter option a variable that belongs to a particular layer is not accessible

to other layers. In essence, this is encapsulation, which is one of the cornerstones of object-

oriented methodology.

E. This option is a compromise between options A and B.

Data copied to
create lower layer

N Info

N+1 N+1 Data
pointer

N Info
pointer

N+1

N Data

NSAP Data pointers
passed

*

*

Layer N+1

Layer N

Data handling

Data to lower layer

+

Method 1
Data handling

Method 2

Figure 17.1 Layered architecture – comparing data copying and passing pointers
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The second architectural detail was considered with regard to managing the data through the protocol

stack, where a few points have to be noted.

When an SDU is delivered to theRLC, theRLCbreaks it into several PDUs and passes it toMAC.MAC

adds its required header to the PDU and passes it to layer-1. The RLC has two options:

1. Make a copy of the PDU and pass it to MAC.

2. Take a pointer indexed into the original SDU and pass the pointer to MAC.

Similarly, MAC has two options – either make a separate copy or pass the pointers to layer-1. MAC has

to pass the pointer to the header and also the pointer to the PDU. Where RLC headers are involved, RLC

will pass the pointers to the header and the PDU to the MAC. What layer-1 interface sees is a series of

pointers, length and offset for each, and the correct order for processing the pointers. Passing pointers

violates the layered concept as the MAC functions of bit-shifting and adding headers to the PDU will be

done at layer-1 and managed by layer-1 interface. However, this design is efficient as it requires less

copying of actual data. The overheads on protocol are reduced. Only one copy of the data is maintained

within the protocol stack. The time critical operations are now done in layer-1, which may be

implemented either in hardware or software. The pointers are finally released at layer-1 interface

based on the context of the pointers. If it is a pointer to an MAC header it is released immediately. If it is

a pointer to the RLC PDU, only the pointer to the RLC SDU can be released and this is done only by

the RLC.

Passing by pointers brings up some design issues that could argue against this particular option:

1. For each RLC PDU theremay be an acknowledgement. RLC should wait for a particular time and then

discard that SDU if no proper acknowledgment is received for the PDUs of the SDU. Discarding the

SDU could pose a problem as layer-1 interface could still be using some pointers to PDUs of the SDU.

Handling this scenario requires extra control within the stack.

2. Passing by the pointers mechanism is applicable only in the uplink.

Pointer passing works well for speech applications, where there is no segmentation and RLC operates

in the transparent mode – data can directly flow to the MAC and layer-1. It is also possible that data need

not go through the MAC and can go to layer-1 directly. If this happens, choosing the correct TFIs for all

transport channels on the CCTrCH now becomes a layer-1 function. No MAC headers are required.

Some recommendations are as follows.

1. Each layer need not be a process. Whether certain layers can be combined into a single task without

resulting in increased complexity must be explored. Sharing of variables across layers must also

be explored.

2. Protocol stack should preferably maintain only one copy of the data which is referenced by relevant

layers through pointers. Pointer management and signaling becomes complex. The viability of this

method must be analyzed in detail before it is implemented.

17.5 Hardware/Software Partitioning

The required functionality of a system can be designed by hardware and by software. The decision

whether to implement a function in hardware or software is usually a tradeoff between expense,

performance, and complexity. Everything that is implemented by software is flexible to being changed

at any stage of the design phase, because in today’s changing world the customer requirements also

change up until the end stage of the system design. So, if the design specification changes the software can

be easily changed to accommodate the new requirements or modify the required changes.
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However, the hardware is not so flexible, once the device is chosen and the circuit schematic, lay out,

PCB fabrication, and assembling of the devices on the board are done then that is it, no more changes can

be made, although the FPGA, EPLD, CPLD code can be changed.

Thus from the flexibility point of view obviously the software may be a good choice. However, this is

not enough, the software will run on the processor, so processor will require more processing power, for

example,MIPS to run the software. Pluswe also have to look at the speed of operation.Obviously, if it runs

in dedicated hardware, it will be faster. In addition, use of several hardware accelerators to perform

dedicated fixed tasks can help to reduce the load on the processor. Some procedures or operations are

better done in hardware than in software or vice versa. The partitioning depends closely on the system

architecture, time criticality, available processor MIPS, fixed or changeable specification, and several

other factors. Therefore there is a need to identify an efficient partitioning before the design of the

individual hardware and software.

A hardware implementation is good where less decision making is done and the tasks execute

frequently and are repetitive in nature. They should also be simple to implement with as few gates as

possible. Some operations are such that inherently there is some parallelism involved. This is also

beneficial towards a hardware implementation as gates can be clocked in parallel.

Shifting functions to hardware will reduce the load on the processor (ARM7, ARM9 or any DSP).

Another design consideration is that some functions are better run on a DSP than on ARM. Ciphering/

deciphering is one such function. Figure 17.2 gives a simple interface architecture between the processor

and the hardware blocks via DPRAM or DMA.

Two functions of the protocol stack are considered for hardware implementation:

1. Ciphering/deciphering:

a. This relates to 3G security where bits at MAC and higher layers are encrypted. The operation is

repetitive. A few instances of the implementation are required asmany logical channel paths within

the protocol can be ciphered in parallel.

b. The advantage is the speed, and a lesser load on the processor.

c. The disadvantage is that hardware costs will increase as many instances are required. Another

problem is that this solution is not easily scalable, if capabilities of the protocol stack changes.More

DPRAM will be required, the overall system power consumption may increase, and management

of data between the stack and the hardware blocks will not be easy to design. Correct ciphering

parameters must be given to the hardware blocks every time ciphering is required. These interface

overheads must be weighed against the advantages.

2. Bit-shifting:

a. It is the function ofMAC to add headers to the bit packets delivered to it byRLC. These headers need

not be octet-aligned and in this case shifting of bits is required. This can be a hardware function that

could be done in parallel. Parallelism can be based on bytes, words, double words or MAC SDUs.

Interface unit

{DPRAM/
DMA/...}

Cross-layer
data processing functions

Cusotm
H/W module

Protocol stack

Layer N+1

Layer N-1

Layer N

Figure 17.2 Hardware and software interfacing
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b. The advantage is the MAC will have time to perform its other time-critical functions. Greater

co-ordination between MAC and the layer-1 block doing the bit-shifting is needed.

c. The challenge is to pass the pointers and indices to the hardware block accurately. It must also be

possible to power down the hardware block at the control of the protocol stack.

It is possible to combine both operations discussed above into a single hardware block ifmessage passing is

donevia pointers across layers all theway to layer-1.Thisworkswell in the uplink butmaynot be feasible in

the downlink asMACandRLChave to decode the received informationbefore deciphering and bit-shifting

can be performed. In this case, it may be inefficient to do the operations in hardware as the decoded data

must be passed back to the hardware. The basic design strategy should be such that the hardware blocks do

not care if the data are meant for uplink or downlink. The hardware blocks take input data, the required

parameters, then do the necessary generic operations andgenerate the output. TheTFC selection algorithm,

which is heavily used byMAC in the uplink could be implemented in the hardware. This requires closer co-

ordination between MAC designers and layer-1 implementers. Layer-1 designers also need to understand

the details of the algorithm for accurate implementation. The algorithmdepends on lots of input parameters

and therefore the method by which these are passed to the hardware blocks need to be studied.

Manymodules are such that they have special processing needs and input parameters that are frequently

changing. This means that although a module may be implemented in hardware, the hardware has to be

interfaced carefully to the software controlling it. The inherent delays in hardware and software

handshaking must be analyzed to decide if such an implementation is efficient.

Some recommendations are as follows.

1. Generally, it is difficult to decide on the right partitioning unless appropriate performance metrics are

available for hardware and software implementations.

2. At the system level correct partitioning must lead to lower consumption, lower memory requirements,

be easy to maintain and interfaces and also be a cost effective design.

17.6 System Performance

System performance is measured in terms of the MIPS requirement, memory requirement for code

and data, power consumption, power management, and cost. These performance metrics are closely

related to each other and therefore it is important to understand the interdependencies and the

associated tradeoffs.

17.6.1 CPU Selection

Correct selection of the CPU is very important with respect to processing the power requirement, power

consumption, and systems cost.We need to find out, for example:WhatMIPS (millions of instruction per

second) is actually required? Is the application requiring more data multiplication and addition logic?

What is the on-chip peripheral that is needed? Is there any need of a barrel shifter? Depending on the

answers, the right processor should be chosen. Generally in a mobile phone we execute different

applications in addition to modem processing. So, for application processing and protocol processing

one or two RISC (reduced instruction set) processor/s (such as ARM) and for physical layer modem

processing one DSP (digital signal processor) can be used.

17.6.2 Memory Selection

It is recognized that a system will no longer use the same type of memory for the entire system. This is

because each memory type has certain advantages and each one is best suited to some specific system
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requirement. The choice will be made on the basis of the memory requirement, access speed, power

consumption, memory size, and cost. Table 17.2 compares the different memory technologies in terms of

the relevant performance metrics.

Several options can be considered for memory selection:

1. ISR, high priority tasks, time critical tasks will be put in memories with fast access times, such as

on-chip SRAM.

2. Repetitivemodule codes and look-up tables can be placed in on-chipROMto reduce the overall system

power consumption.

3. Less time critical functions, rarely called functions, heap and stack spaces can be placed in DRAM for

low cost and size.

4. The data section can be put in an external Flash and code in the internal memory.

The following possibilities for memory management are identified:

1. Store the data and code in the external Flash. Load the code and data into the on-chipmemory (SRAM/

DRAM) and run it from there. This results in faster operation but more internal memory space is

required. Power consumption for the chip will increase but power consumption for the system as a

whole may reduce.

2. It is also possible to store a compressed version of the program in the external memory instead of

storing an uncompressed version. At run time the programwill be uncompressed and copied into the

internal RAM (SRAM/DRAM). Executionwill be performed from the internal RAM. In this way the

external Flash size requirement will be less. However, initial loading of the program code for

execution will be delayed. Internal RAM space requirements to contain the program code are likely

to increase.

3. The usual method is to run the code from the external memory. This results in lesser internal memory

requirement and lower chip power consumption. However, the operationwill be slower and the system

power consumption may increase. Speed can be improved with the use of cache. Cache management

could be controlled to store the most recently used instructions or to store instructions that are time

critical and used often. The feasibility of implementing the latter option needs to be researched.

Instructions that are part of time-critical modules but are not often used could be in internal SRAM

instead of being stored in the cache.

4. We could have a separate memory management program residing in the internal memory space. The

function of this program is to copy the required software code every few clock cycles from the

external Flash to internal memory just before execution. This results in less internal memory

Table 17.2 Comparison of different memory technologies

Memory Access

time (ns)

Power

consumption

Cost Internal/external

Flash 70–200 Moderate High Ext. (may be internal also).

SRAM 10–40 Low Moderate Int. (may be external also)

Cache 2–6 Low Very high Int. (may be external also).

DRAM 50–100 High Low Int. (may be external also).

ROM 60–80 Very low Moderate Int. (may be external also).

DPRAM 10–40 Very high High Ext. (may be internal also).
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requirement. The complexity involved is in the implementation of the memory manager, which has

to be intelligent enough to copy the right code at the right time without adversely affecting the speed

of operation.

17.6.3 Operating System Selection

Theuseofanoperating systemisnotmandatory for small embeddedsystemprogramming.However,when

the software becomes complex, task numbers increase, time criticality requirements come into the picture,

and in such situations use of anOSbecome essential. The embeddedOSare small in size because they lack

many of the things that you find in desktop computing systems, such as a disk drive, graphical displays.

Selection of a proper OS makes the system more efficient, similarly improper selection may create an

extra burden to the system. Several issues have to be considered here like:

. Real-time requirement – TheOS should help to process the functionality on time tomeet the real-time

requirement for any application. The time elapsed between an interrupt is flagged and the interrupt is

serviced and is known as interrupt latency. This should be as minimum as possible (for an RTOS

generally it is of the order of 50 ms).
. Stability and robustness – Probably this is the most important feature in an OS. There are OSs which

will not work unless you reboot them twice a day. However, with an embedded system, you are not

supposed to reboot the machine again and again.
. Memorymanagement – In an embedded system, wherewe can not afford to have lots of memory, as it

increases cost and size, so, we have to utilize the limitedmemory in amore efficientway. This is whywe

use an OS which has a good memory management unit and a small code volume.
. Memory leaks – A memory leak occurs when a process requests a chunk of memory for temporary

usage, but then does not subsequently release it. Thus the system cannot use that memory until it is

released. This leads to a memory crisis.
. Sharing the memory – An OS with good memory sharing capabilities reduces memory

consumption considerably.
. Cost and support –Of course cost is also an issue. Itmight happen that the cost of theOS itself becomes

themajor part of the entire system’s cost. Sometimewe look for cheaper and freeOS.A freeOSdoes not

mean it is bad. Check for its support issues and see what exactly fits your needs.
. Choosing hardware –Choosing an efficient and economicOSdoes not solveyour problem.Before this

we should choose the correct hardware to run the selected OS, because, all OSs cannot run on

all processors.

17.6.4 Power Down Mode

Power down modes can be used to turn off the device when it is not involved in any task. Several types

of power down modes are possible: (1) disable the processor clock to the CPU, but allow the on chip

peripherals to remain active; (2) disable the clock to the CPU, and also disable some of the on chip

peripherals such as the timer, standard serial ports, TDM serial ports, but the buffered serial ports remain

active; and (3) disable the clock to the CPU, disable on chip peripherals, and PLL.

Sleep mode is an extension of the selective power down strategy. The activity of the entire system is

monitored rather than that of individual modules. If the system has been idle for some predetermined time

out of a duration, then the entire system is shut down and this mode is called sleep mode. During sleep

mode the systems’ inputs are monitored for activity, which will then trigger the systems to wake up and

resume processing. As there are some overheads in time and power associated with entering and leaving

the sleep mode, there are some tradeoffs to be made in setting the length of the desired time out of

the period.
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17.6.5 Adaptive Clocking/Voltage Schemes

Adapting clocking frequency and/or supply voltage can be used to meet system performance require-

ments. As performance requirements of a system typically vary over time, so the number of tasks and the

nature of the tasks changes over time. Hence all of the time it is not required to run the system at high

speed, rather it truly depends on the operation load at that instant. It is wasteful to run the system at

maximum performance all the time. Adapting the clocking frequency and adaptive supply voltage

schemes help to adjust dynamically the clock frequency and supply voltage of the system based on the

need, which helps to reduce power consumption.

17.6.6 Algorithm Selection

The choice of algorithm is themost highly leveraged decision inmeeting the power constraints. Selecting

the right algorithm reduces the power consumption and increases the operation speed dramatically.

The total power consumed by the device varies based on the program activity. The ability for an algorithm

to be parallelized is critical with respect to the speed of execution. The number of operations, operation

type, and memory access numbers are the primary factors that contribute to power consumption.

Basic computation complexity must be optimized in order to reduce MIPS requirements and the

power consumption.

17.6.7 MIPS Requirement

The MIPS requirement of the system is closely related to the size, cost, and power consumption. This is

the critical factor in any real-time system. MIPS requirements can be reduced through the following

possible techniques:

1. Shift process intensive operations such as ciphering, bit-shifting, and TFC selection from software

to hardware.

2. Optimize the code with respect to time and space.

a. Time – frequently called functions can be made inline, provided they are reasonably small.

b. Space – repetitive codes could be replaced with functions, especially if they are huge blocks

of code.

3. Avoid division, if possible.

4. Avoid floating point operations by using fixed point libraries.

5. Use global variables to avoid message passing or parameter passing across protocol layers.

Some recommendations are as follows.

1. The peak processing load should be reduced. Simpler algorithms should be used. Memory accesses

should be minimized.

2. MIPS requirement, power consumption, memory requirement, size, and cost are inter-related. All of

these must be considered in any analysis.

17.7 Adaptability

Different customers may want different solutions. The design should be adaptable to varying require-

ments with minimum rework and modifications. Adaptability is a general word. Different types of

adaptability are possible and these are addressed here. Figure 17.3 gives an illustration.
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17.7.1 Adaptable to Different Physical Layer Solutions

Layer-1 could be from the customer or a third party. Different vendors may develop the physical layer,

but with no change or with only minimal change the protocol software must be able to run on different

physical layers.

The layer-1 interface software can be divided into two parts:

1. Fixed portion – which is independent of the hardware related parameters such as memory locations,

size formatting, and so on.

2. Flexible portion – in which some parameters and settings can be changed according to the physical

layer properties. In this case, layer-1 interface has to be designed specifically to that particular layer-1

under consideration. Different layer-1 designs will need different drivers. A complete adaptability to

all layer-1 solutions is not feasible.

Given the above partitioning of the layer-1 interface, the objective should be to keep the design within the

fixed portion as much as possible and keep within the flexible portion as little as possible.

17.7.2 Adaptable to Different Applications

This protocol should support different real time applications (video, speech, etc.) and non-real time

applications (data, packet service, etc.). Instead of directly interfacing the IWU to the applications, the

IWU should be interfaced to the API of the application. The API can be developed using Java.We have to

define a generic interface between the API and IWU. Application developers will have to interface to the

stack through these generic interface calls. This is represented in Figure 17.3 as the “Generic application

Current
3G applications

Future
3G applications

Generic application handler

Multimode / quick customization to the
required air interface standard

Code adaptation to an
open standardPOSIX adaptation layer

Protocol interface
customized to layer-1

Microprocessor

Layer -1 implementation

Modular protocol stack
designed in SDL

Figure 17.3 Adaptability of protocol stack
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handler.” Of course this method will compromise on speed to some extent. In fact, the usual solution is

to have the API within the IWU. IWU isolates the specific requirements of each application from the

protocol stack. For example, for speech, the application may require the corrupted data to be delivered

to the higher layers. A generic signaling between IWU and lower layers should be able to control this

function without lower layers knowing the type of application they are servicing.

17.7.3 Adaptable to Different OS

The protocol stack should be independent of the chosen operating system. The commonly used operating

systems are Nucleus, eCOS, VxWorks, pSos, mNtron, Embedded Linux,Windows CE, and EPOC. There

are two possible solutions:

1. Each RTOS has a specific adaptation layer to the protocol stack that will translate the calls of the stack

to those recognized by the RTOS and vice versa. Depending on the need, the chosen RTOS can be

conditionally compiled.

2. Many commercial RTOS support POSIX system calls. The adaptation layer can be designed in terms

of POSIX calls, which can be used with any RTOS that supports POSIX. If an RTOS does not

support POSIX calls, a separate adaptation layer can be built for it and conditionally compiled as

explained earlier.

17.7.4 Adaptable to Different Air-Interface Standards

The protocol should be adaptable to different types of similar air-interface standards:WCDMA–TDDand

FDD mode, CDMA-2000, IS-95, TD-SCDMA, GSM, GPRS, DECT, and AMPS. If these standards

belong to the same technology group and the same RF band then the same physical devices can be used.

If the devices are of completely different technologies it may be difficult to support all of them using the

same protocol software. If they belong to the same category then the protocol software can be designed

to support different air interface standards. This adaptability will need changes in the MAC and layer-1.

Layer-1 interface software may require lesser changes.

Some recommendations are as follows.

1. Adaptability generally involves a compromise in terms of speed, extra code, and more work in the

initial phases of the project.

2. Complete adaptability to all platforms and solutions is not possible but generic interfaces can be

designed to reduce time to do porting.

3. A top down approach with clear partitioning and modularity are required before the protocol stack

can be considered for adaptability.

4. In general, it is also easier to implement adaptability efficiently at C-code level rather than

at SDL-level.

17.8 Verification, Validation, and Testing

Once the product has been developed, how can you be sure or be assured that the right product has been

built or delivered? Probably the appropriate answer to that is the system is verified and validated

throughout the product life cycle. This is why today advanced validation techniques are playing a pivotal

role in system development. Broadly speaking, validation is concerned with building the right product

and verification is concerned with building the product right. Verification involves reviews and meetings

to evaluate documents, plans, code, requirements and specifications, and so on. Validation ensures that
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functionality, as defined in the requirements, is the intended behavior of the product. Validation typically

involves actual testing and takes place after verifications are completed. The right amount of testing helps

to lower the development risks, improve product performance, ensure a high quality product, and reduce

development costs. For proper testing, different test models need to studied and evaluated, such as

functional requirements testing, compliance testing, interoperability testing, non-functional requirements

testing, reliability and robustness testing, and so on.

Broadly, two types of tests are identified:

. Conformance testing: The whole protocol software should be extensively tested to ensure confor-

mance to all the 3GPP requirements. Test scenarios must follow those specified in 3GPP documents. To

start with, the tests will be performed in-house but eventually it is better to perform these tests against a

UTRAN/GERAN model that is developed by a third party to ensure full 3GPP conformance. The tests

performed ensure the correct functionality of each layer. It is best to do unit testing of each module and

then testing after integration of all or somemodules,where all the interdependentmodules can be tested.
. Performance testing: Tests should be performed to specifically measure the performance of the

system. This can be done in a modular fashion, the performance being measured at every layer or

process of the stack and also being measured at the system level for different configurations and bit-

rates. Scenarios to be considered are the worst case that the stack can support and a typical case.

Some recommendations are as follows.

1. Tests should be performed at every stage of development. Modular testing should be done followed

by complete protocol testing after integration.

2. If the intention is to go into productization, device self-tests should be performed to enhance

device reliability.

Themain objective of this is to build the right product that provides consistent behavior and a quality user

experience. So, use of extensive testing in product developmentwill offer the right product to the customer

along with a feeling of satisfaction. This is the key to winning the market share and brand value.

17.9 Productization

Productization is a complex stage of any project, as it involves various activities, technical and otherwise.

It is essential to identify and understand the steps involved towards productization. Briefly, the following

criteria are necessary when moving towards productization:

1. Adaptability and easy customization to different customer needs configuration management and

version control

2. Exhaustive testing, debugging and validation

3. Product reliability

4. Advertisement and marketing

5. Customer support

6. Good documentation

Requirements from customers must be accurately recorded and be easily accessible by all designers. Any

changes in the requirements must be explicitlymade known to all affected designers. This alsomeans that

the person responsible for each of the deliverables must be clearly named.

A configuration management tool (such as ClearCase) is essential at all stages of the project. Any

bugs detected internally or reported by customers can be fixed at short notice based on the previously
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released version. Once the bugs are fixed, new releases or patches can be delivered. This greatly

contributes towards shorter response times in servicing customer needs. It is also recommended that if

productization is the end goal, it must be pursued from the outset. The industry must acknowledge the

work of the development team and this is only possible if the team actively contributes to the 3GPP

standardization process.

Some recommendations are as follows.

1. Productization needs more than just technical people.

2. Close contact with customers is crucial at all stages of development.

3. Configuration management is indispensable.

4. Defect tracking system is necessary.

At present, the mobile handset industry is the largest consumer electronics market in the world, with

almost one billion mobile handsets sold every year. The major players in the market are Nokia, Motorola,

Samsung, Sony Ericsson, Apple, and LG, who together account for over 80% of the shipments of the

devices. Their success is largely a result of their performance on a number of criteriawhich include: proper

market segmentation, introduction of killer applications, and R&D and cost control. Whether the market

grows or shrinks and competition increases still further, these factors will remain the key to success.

However, reduction in ASPs (average selling price) and convergence are obliging device vendors to

review their businesses in order to hold onto the lion’s share part of today’s market.
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