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Preface

We are currently witnessing an unprecedented growth in bandwidth demand, which is mainly driven by 
the development and proliferation of advanced broadband multimedia applications, including video-on-
demand, high-definition digital television (HDTV), multi-party videoconferencing, online gaming and 
many others. These multimedia digital services are highly bandwidth intensive, and therefore require 
underlying access network infrastructures that are capable of supporting the very high-speed data trans-
mission rates that are needed. It is apparent that today’s conventional broadband access communications 
networks (such as xDSL networks) will quickly become “bottlenecks” in terms of bandwidth provision.  
Hence, telecom providers are currently focusing on developing new network infrastructures that will 
constitute future-proof solutions in terms of the anticipated growth in bandwidth demand, but at the 
same time be economically viable.

Indeed, while most users currently enjoy relatively high speed communication services mostly through 
xDSL networks, purely copper-based access networks can be viewed as relatively short-term solutions 
since this aging infrastructure is rapidly approaching its fundamental speed limits. In contrast, fiber optics-
based technologies offer tremendously higher bandwidth, a fact that has long been recognized by all 
telecom providers at international level, which have upgraded their core networks to optical technologies. 
Having won the battle in core networks, optical networks are now entering the access networks arena, 
reducing or even totally eliminating the need for data transfer over conventional telephone wires.  

It should be emphasized that optical access networks are not a new concept, but instead have been 
considered as a solution for the subscriber access network for quite some time. Early proposals and 
developments can even be traced back to the early 80s. However, these were abandoned due to the 
technology not being mature enough, and most importantly, due to prohibitively high costs coupled 
with the fact that there was no actual bandwidth demand to necessitate the deployment of such networks 
at the time. Nevertheless, since then,  photonic and fiber-optic components technology has progressed 
remarkably and volume production has dramatically reduced costs. The cost of deploying such networks 
is also falling steadily, and coupled with the ever-increasing bandwidth demand, mass worldwide optical 
access networks deployment is now reality. Fiber access networks are capable of delivering extremely 
high bandwidth at large distances and can cater for all current and predicted future voice, data and video 
services requirements. In this sense, it can be said that “once fiber is installed, no significant further 
investments or re-engineering is likely to be required for decades”.

Also referred to as “Fiber-to-the-X” (FTTX, where X can be Home, Node, Building etc. depending 
on the degree of optical fiber penetration), such architectures offer a viable solution to the access network 
bottleneck problem, and promise extremely high bandwidth to the end-user. In addition, they future-proof 
the telecomunications operator’s investment, as they offer relatively easy upgrade and upscale, should 
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such a need arises in the future. Deployment projects are now underway in Asia, the USA and Europe, 
creating an international diversity of distinct business cases, which all provide major contribution to the 
global effort for promoting broadband and creating opportunities for an “Information Society for All”.

This book presents a comprehensive overview of the emerging optical access network solutions that 
promise to cater for current and predicted future voice, data and video services needs, and ultimately 
change the way we experience broadband. With a thematically wide selection of chapters that are written 
by renowned researchers of the field, the book provides a well-rounded and thorough overview of the 
current and upcoming state-of-the-art optical access networks, discussing technological, regulatory, busi-
ness and deployment aspects, based on current international trends, policies and applied measures. 

The core objective of the book is two-fold: It intends to discuss the challenge imposed by fibre-optic 
access networks worldwide as a strategic choice (or even as a “necessity” due to rapid technology and 
market development) of market operators, in order to provide immediate “responses” to the fast evo-
lutionary progress in bandwidth demand. To this aim, apart from the exact analysis of all underlying 
strategic initiatives, we discuss and evaluate specific technology trends in order to realize the expected 
beneficial use of optical access infrastructures, as a “modern” and viable network solution. On the other 
hand, we deal with current market cases and assess several potential opportunities observed at the global 
level, by discussing and analyzing specific cases (as currently appear in Asia, America and Europe). The 
current diversity among international markets can also reflect other trends explaining why in some cases 
such networks have been very rapidly deployed (and have already affected growth by contributing to 
the national economies) while in others there are still “limitations” and uncertainties, preventing from 
further growth. This option is quite important, especially in the scope of liberalized and competitive 
markets, as any further delay may result to negative results for further economy progress. 

The book presents a comprehensive overview of the emerging optical access network solutions, that 
promise to efficiently meet the anticipated growth in bandwidth demand by delivering extremely high 
data rates to end-users, and offering truly unprecedented levels of performance that can cater for all 
current and predicted future voice, data and video services.

The book provides comprehensive coverage of the area of optical access networks, covering not only 
technology, but also real-world deployment, business and economical issues. Hence, a very well-rounded 
source of information is concentrated on a single book

Written primarily from a general perspective and at the same time not aimed at the experienced 
engineer, a very wide audience can benefit from this book. Most technical background is included and 
explained within it, focusing only on the most important issues and avoiding unnecessary specialised 
technicalities. Overall,  the book provides up-to-date authoritative information in a single-source, and 
is useful for anyone who wishes to introduce himself or deepen and update his knowledge in this fas-
cinating field. Specifically, the book is intended to serve as a valuable source of information to readers 
coming from a wide range of different professional disciplines including postgraduate science and 
engineering students, academics and researchers, telecommunication engineers and technicians, com-
munication network planners and designers, ICT business development strategists,  telecommunication 
market analysts and many others.     

The book is organized into thirteen distinct chapters, which together capture a very wide range of 
timely issues regarding optical access networks. 

Chapter 1, by Ioannis P. Chochliouros, George A. Heliotis and Anastasia S. Spiliopoulou is entitled 
An Introduction to Optical Access Networks: Technological Overview and Regulatory Issues for Large-
Scale Deployment and gives comprehensive review of the emerging optical access solutions, focusing 
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mainly on passive optical network (PON) technologies and contrasting their capabilities to conventional 
copper-based broadband solutions. The chapter discusses the present global challenge for extended band-
width provision in the scope of the fast developing electronic communications sector, creating a fully 
converged environment and it examines several potential options imposed by distinct technologies, as 
currently adopted in the marketplace and experienced by the various categories of the “market actors”. 
The chapter also analyzes, in detail, the regulatory issues that surround the deployment of such next 
generation networks, and surveys current deployment efforts and applied policies, as well as potential 
perspectives for further growth and development, on a worldwide level (with distinct paradigms chosen 
from the international experience).   

Chapter 2, by William Yue and Brian Hunck of the Fujitsu Network Communications Inc. (USA) is 
entitled Optical Access Comes of Age in a Packet-Delivery World and reviews the current and upcom-
ing “flavors” of optical access networks and the migration from direct copper loops to such optical 
architectures. Competitive pressure to provide high-bandwidth services (such as video) to consumers, 
and Ethernet transport to enterprises, is forcing service providers to rebuild their access networks. To 
this aim, more optical fibers are being added in the last mile to meet these new bandwidth demands 
since legacy access networks have not been sufficient to support bandwidth-intensive applications. Key 
business drivers such as carrier competition, bandwidth needs, and reliability and service level agreement 
issues of optical technology are discussed. The chapter also considers the near future of optical access 
product trends and some key optical deployment options.

Chapter 3, by Gerasimos C. Pagiatakis of the School for Pedagogical and Technological Education, 
Greece, is entitled Active Optical Access Networks, and focuses on optical access networks in which 
the sharing of fibers among end-users is implemented by means of active equipment. In active optical 
access networks (AONs), user-side units, known as optical network units, are usually grouped in access 
synchronous digital hierarchy (SDH) rings and fiber-interconnected to a local exchange unit, known as 
optical line termination. In AONs (as well as in passive optical networks) the optical fiber (originally 
used in the trunk network) is introduced in the access domain, namely between the customer and the local 
exchange. Practically, this means that the huge bandwidth provided by the optical fiber becomes directly 
available to the normal user. Despite the obvious financial and techno-economical issues related to the 
massive deployment of optical access networks, the possibilities and challenges created are enormous. 
The chapter examines in detail the various units and modules that comprise an active optical access 
network as well as their respective role, and it presents the fundamental procedures for implementing 
such a network. 

Chapter 4, by Calvin C.K. Chan of the Chinese University of Hong Kong, Hong Kong, is entitled 
Wavelength Division Multiplexed Passive Optical Networks: Principles, Architectures and Technologies 
and presents a very comprehensive treatment of the principles and network architectures of Wavelength 
Division Multiplexed Passive Optical Networks (WDM-PONs), as well as a thorough discussion of 
their enabling technologies. Wavelength division multiplexing passive optical network has emerged as 
a promising solution to support a robust and large-scale next generation optical access network. It offers 
high-capacity data delivery and flexible bandwidth provisioning to all subscribers, so as to meet the ever-
increasing bandwidth requirements as well as the quality of service requirement of the next generation 
broadband access networks. The maturity and reduced cost of the WDM components available in the 
market are also among the major driving forces to enhance the feasibility and practicality of commercial 
deployment. Different feasible approaches to support the two-way transmission are discussed, as WDM-
PON seems as an “attractive solution” to realize fiber-to-the-home (FTTH) applications.



  xvii

Chapter 5, by Chi-Wai Chow of the National Chiao Tung University, Taiwan, is entitled Broadband 
Optical Access using Centralized Carrier Distribution and discusses the main characteristics, advantages 
and attractive features of WDM-PONs with centralized carrier distribution. Wavelength division multi-
plexed (WDM) PON improves the utilization of fiber bandwidth through the use of wavelength domain. 
A cost-effective solution in WDM PON would use the same components in each optical networking unit 
(ONU), which should thus be independent of the wavelength assigned by the network. Optical carriers 
are distributed from the head-end office to different ONUs to produce the upstream signals. Various 
solutions of colorless ONUs are discussed. The chapter also analyzes the technical challenges that these 
implementations present, focusing on Rayleigh backscattering (RB) induced impairments and proposing 
attractive solutions for their mitigation, with some novel PONs highlighted.   

Chapter 6, by Noemí Merayo, Patricia Fernández, Ramón J. Durán, Rubén M. Lorenzo, Ignacio de 
Miguel and Evaristo J. Abril by the University of Valladolid, Spain, is entitled Bandwidth Allocation 
Methods in Passive Optical Access Networks (PONs) and thoroughly discusses the various PON standards 
that exist as well as the technology for long-reach implementations, focusing on the main challenges 
that these present relative to bandwidth allocation methods, quality of service (QoS) and service level 
agreement (SLA) issues. PONs appear as quite suitable architectures to face today’s access challenges; 
this technology “shows” a very cost saving architecture, it provides a huge amount of bandwidth and 
efficiently supports QoS. In PON networks, as all subscribers share the same uplink channel, a medium 
access control protocol is required to provide a contention method to access the channel. As the 
performance of Time Division Multiplexing Access (TDMA) protocol is not good enough because traffic 
nature is heterogeneous, Dynamic Bandwidth Allocation (DBA) algorithms are proposed to overcome 
the problem. These algorithms are very efficient as they adapt the bandwidth assignment depending on 
the updated requirements and traffic conditions. 

Chapter 7, by Jun Zheng and Hussein T. Mouftah of the University of Ottawa, Canada, is entitled 
Dynamic Bandwidth Allocation for Ethernet Passive Optical Networks, and gives an extensive introduc-
tion to the critically important bandwidth allocation mechanisms in Ethernet-PON (EPON) systems. In 
an EPON system, multiple optical network units (ONUs) share a common upstream transmission chan-
nel for data transmission. To efficiently utilize the limited bandwidth of the upstream channel, a system 
must dynamically allocate the upstream bandwidth among multiple ONUs based on the instantaneous 
bandwidth demands and quality of service requirements of end users. The chapter discusses the major 
challenges in designing protocols for bandwidth allocation, and presents an overview of the state-of-the-
art dynamic bandwidth allocation (DBA) algorithms that are proposed for EPON implementations.    

Chapter 8, by Miklós Molnar, Fen Zhou and Bernard Cousin of the Institut de Recherche en Infor-
matique et Systèmes Aléatoires (INISA) and of the Université de Rennes-I, France, is entitled Multicast 
Routing in Optical Access Networks and discusses multicasting as an instrumental feature for the efficient 
delivery of multimedia services in future optical access networks. Widely available broadband services 
in the Internet require high capacity access networks and optical networking is able to efficiently provide 
the huge bandwidth required by multimedia applications, producing large amounts of data traffic, typi-
cally between several distinct types of terminals. Multicast is a bandwidth-efficient technique for one-
to-many or many-to-many communications, and will be instrumental in serving multimedia applications 
in future optical access networks, requiring robust and reliable connections together with compliance to 
QoS criteria. The chapter gives an extensive analysis of multicast routing methods in a variety of optical 
access network architectures, focusing on performance and dependability issues.  

Chapter 9, by Angélique Rissons and Jean-Claude Mollier of the Université de Toulouse, France, is 
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entitled The Vertical-Cavity Surface-Emitting Laser: A Key Component in Future Optical Access Net-
works and relates to photonic instrumentation that is utilized in optical access networks, focusing on the 
emerging and promising technology of Vertical Cavity Surface-Emitting Lasers (VCSELs). For more 
than ten years, the access network market is “attracted” by the VCSEL technology. This chapter aims 
at highlighting the tremendous emergence of the VCSEL technology in the FTTX systems, especially 
by providing an overview of the advances, the physical behavior, and the various structures regarding 
VCSELs. The technology, features and physical behaviour of these laser sources are thoroughly analyzed, 
highlighting their advantages and potential for use in optical access networks systems. Diverse system 
configurations to generate a signal for the optical access networks and potentials of network architec-
tures are discussed. The VCSEL is probably one of the most important and promising components of 
the “last-leg” optical access networks.

Chapter 10, by Vagia Kyriakidou, Aristidis Chipouras, Dimitris Katsianis and Thomas Sphicopoulos 
of the University of Athens, Greece, is entitled Business Models for Municipal Metro Networks: Theo-
retical and Financial Analysis, and gives a solid understanding of techno-economic evaluation of opti-
cal access networks. Broadband penetration is continuously increasing and operators have to face end 
users’ demand for more bandwidth. More specifically, in Europe, initiatives towards the development 
of optical networks infrastructures’ have been undertaken to address the need of faster and more 
telecommunications services. New infrastructures and equipment are required to deliver real broadband 
services to end users and, consequently, the implementation of appropriate business model seems to be 
meaningful tool for infrastructures as it could ensure commercial viability and limit investment’s risks. 
After reviewing important current cases of worldwide deployment, the chapter discusses and analyzes 
a variety of business models for the emerging optical access network markets, highlighting the main 
issues that should be addressed by the main actors involved, including telecommunication operators, 
infrastructure constructors, and so forth. 

Chapter 11, by Jürgen Schussmann and Thomas Schirl of the Carinthia University of Applied Sci-
ences, Austria, is entitled Modeling and Techno-Economic Evaluations of WDM-PONs, and considers 
the bandwidth and capacity requirements that are posed by future services, emphasizing and analyzing 
in detail the solutions that WDM-PON networks can offer. In the near future, broadband access net-
works will be required with data rates of over 1Gbit/s per customer. Currently, time-division multiple 
access passive optical networks (TDMA-PONs) are deployed; however, these networks cannot keep 
up with the requirements for the broadcasting of a great number of HDTV channels and the unicast-
ing of several triple-play services (i.e., voice, data and video). In contrast, WDM PONs will be able to 
provide these required high data rates per user causing higher costs than with TDM-PONs. The chapter 
presents detailed techno-economic evaluations of single- and multi-stage WDM-PONs, also discussing 
design issues and identifying and analyzing the most promising network architectures in terms of cost 
effectiveness. Access to these newly identified network architectures will prompt market introduction 
as well as market penetration helping Fiber-to-the-Home (FTTH) to become reality.

Chapter 12, by Christos Vassilopoulos of the Hellenic Telecommunications Organization S.A., Greece, 
is entitled The New Generation Access Network, and gives an extensive review of current and upcom-
ing access networks implementations, focusing on a strategic analysis of their prospects in view of the 
complicated multi-player telecommunications environment, involving telecommunications Operators 
(both Incumbent Local Exchange Carriers-ILECs and Competitive Local Exchange Carriers-CLECs), 
regulators and other pressure interest groups. The chapter offers a qualitative approach towards the 
development of the new generation access network, based on FTTx implementations. After a brief de-
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scription of the current state of traditional access networks and an estimation of the expected data rate 
per household in terms of services, the chapter examines all the available network technologies (FTTx), 
access technologies (xDSL, Ethernet and PON) for both point-to-point (P2P) and point-to-multipoint 
(P2MP) development schemes and their relevant implementations. The chapter also outlines different 
deployment strategies that could be followed for optimal development.  

Chapter 13, by Tetsuya Yokotani of the Mitsubishi Electric Corporation, Japan, is entitled “Next 
Generation Home Network and Home Gateway associated with Optical Access”, and discusses the im-
portance of home gateways for the efficient provisioning of services to the end-users of next generation 
access networks. As optical broadband access networks have been popularized, triple play services using 
IP technologies, such as Internet access, IP telephony, and IP video distributing services, have been also 
popularized. However, consumers expect new services for a more comfortable life. Especially, when 
QoS guarantee and high reliable services are provided in NGN (Next Generation Network) era, various 
home network services over NGN are deployed. For this purpose, the home gateway has been installed 
in consumer houses for the connection between access and home networks. The chapter analyzes in 
detail the functional characteristic, as well as the service features that home gateways should possess, 
that is: high performance for IP processing; compliance with the interface of carrier grade infrastructure 
including NGN; flexible platform for various services, and; easy management and maintenance. The 
chapter also discusses their standardization efforts and progress, and proposes evolution scenarios from 
the present to the future.   

The combination of the selected chapters included in the book (all composed by recognised experts in 
the relevant thematic “fields”) provides a detailed analysis of the relevant scope, bringing together ideas 
and experience from the academic and the business sector, thus “joining together” current market trends 
and research priorities, from a worldwide scope. As the proposed book covers a great variety of issues 
(i.e. technical, strategic, social, regulatory and business) all relevant to a major challenge for promoting 
broadband-based market evolution and deployment, it will provide essential facilities to any potential 
reader (mainly by offering exact and updated information to a great audience of potential recipients, 
of multiple origin, i.e. from researchers to market players, from students to authorities, etc.).  Thus, its 
“value” for new scientists, for investors and for market players will be extremely high.

As can be seen from the above short chapter summaries, the book provides a solid foundation on 
optical access networks, and also captures the great diversity of current issues affecting their real-world 
deployment and future perspectives. We trust that the book will prove valuable for those who will read 
it, and hope it will allow a thorough understanding of the current and upcoming FTTx implementations 
and will promote strategic thinking for future issues.

Ioannis P. Chochliouros
George A. Heliotis
The Editors
Athens, January 2009
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With the current continuously growing bandwidth demand, it is apparent that conventional broadband 
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INtrODUctION

We are currently witnessing an unprecedented 
growth in bandwidth demand, mainly driven by the 
development of advanced broadband multimedia 
applications, including video-on-demand (VoD), 
interactive high-definition digital television 
(HDTV) and related digital content, multi-party 
video-conferencing etc, as most of them are offered 
by the Internet in a converged global environment. 
These IP-based services are bandwidth intensive 
and require an underlying network infrastructure 
that is capable of supporting high-speed data trans-
mission rates (Hellberg, Greene, & Boyes, 2007). 
Hence, telecom providers are currently focusing 
on developing new network infrastructures that 
will constitute future-proof solutions in terms of 
the anticipated growth in bandwidth demand, but 
at the same time be economically viable (Choch-
liouros & Spiliopoulou, 2005).

Most users currently enjoy relatively high 
speed communication services mostly through 
DSL (Digital Subscriber Line) access technologies 
(Starr, Sorbara, Cioffi, & Silverman, 1999). What 
really fuelled DSL’s deployment is the fact that 
it allowed network operators to use their already 
laid copper infrastructure to provide broadband 
connectivity services to their customers, without 
actually needing to make large investments in ac-
cess infrastructure. However, DSL schemes may be 
considered as not so future-proof solutions, since 
the aging copper-based infrastructure is rapidly 
approaching its fundamental speed limits. For ex-
ample, the most recent DSL variant, VDSL2 (Very 
high speed DSL, version 2), represents the current 
state-of-the-art and can theoretically offer up to 
100 Mbps symmetric data transfer rates (though 
much less in real conditions), but only for very 
small distances (~300 meters). New services will 
possibly push data rates beyond the capabilities 
of such networks: for instance a multi-channel 
HDTV service will pose strong challenges in order 
to operate efficiently. In addition, the fact that 
high speed and large distances cannot be achieved 

simultaneously, results in solutions that are not 
economically favorable (for example requiring the 
installation of a large number of new neighborhood 
nodes). Furthermore, the emerging requirement 
for capacity symmetry for certain applications or 
businesses constitutes a significant challenge.

It is evident that these copper-based access 
networks create a bottleneck in terms of bandwidth 
and service provision between the operator and 
the (corporate or residential) end-user. Contrary to 
that, optical access architectures enable communi-
cation via optical fibers that extend all the way from 
the telecom operator premises to the customer’s 
home or office (or at least to close proximity), 
thus eliminating the need for data transfer over 
telephone wires. Such architectures offer a viable 
solution to the access network bottleneck problem 
(Green, 2006), and promise extremely high, sym-
metrical bandwidth to the end-user (Prat, Balaquer, 
Gene, Diaz, & Fiquerola, 2002). In addition, 
they future-proof the operator’s CAPEX (capital 
expenditures) investment, as they offer easy and 
low-cost speed upscale, should such a need arises 
in the future. While the cost of deploying optical 
access networks has been prohibitively high in the 
past (Frigo, Iannone, & Reichmann, 2004), this 
has been falling steadily, and such networks are 
now likely to be the dominant broadband access 
technology within the next decade.

EXIstING brOADbAND 
sOLUtIONs AND tHE NEED 
FOr MOrE bANDWIDtH

Today, the most widely deployed broadband access 
solutions are DSL and Cable TV (CATV) networks. 
DSL is truly the current “king” of broadband with 
more than 200 million lines provisioned worldwide 
as of June 2007 (DSL Forum, 2007), accounting for 
more than 65% of the total broadband installations. 
DSL deployment has been a major political issue 
and priority in many countries that view it as a 
critical ingredient for their efficient transition into 
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the modern knowledge-based economies and the 
future competitiveness of their industries. Indeed, 
DSL is now available in just about all developed 
countries, as well as in many countries that are 
now transitioning into market economies. In addi-
tion, DSL’s constantly dropping prices are greatly 
helping its further adoption (OECD, 2007). What 
really fuelled DSL’s deployment is the fact that 
it makes it possible for an operator to re-use its 
existing telephone wires so that they can deliver 
high bandwidth data services to end-users. In 
particular, since voice telephony is restricted to 
~ 4 KHz, DSL operates at frequencies above that 
(for example up to 1 MHz for ADSL or 30 MHz 
for VDSL2), with different regions of this range 
allocated for upstream (US) or downstream (DS) 
traffic. This has enabled operators to more fully 
utilize the capabilities of their already laid (for 
telephone purposes) copper infrastructure, and 
to provide relatively high-speed data services 
to their customers, without actually needing to 
make large investments in access infrastructure. 
Currently, there are many DSL connection vari-
ants, with ADSL offering a maximum upstream 
rate of 1 Mbps and a maximum downstream rate 
of 8 Mbps, and operating over a maximum dis-
tance of ~ 5.5 Km (ITU-T 1999a; 1999b). Most 
operators have already boosted the available data 
transfer rates by upgrading to ADSL2+, a major 
improvement over the standard ADSL that offers 
up to 3.5Mbps and 24 Mbps for the upstream 
and downstream directions respectively (ITU-T, 
2003b). Finally, the most recently standardized 
DSL variant, VDSL2 (ITU-T, 2006), represents 
the current state-of-the-art and can theoretically 
offer data rates of more than 200 Mbps (though 
much less in real conditions, especially in the 
upstream direction), but only for very small dis-
tances (Androulidakis, Kagklis, Doukoglou, & 
Skenter, 2004). For instance, VDSL2’s highest 
speed can only be achieved in loops shorter than 
~ 300 meters.

CATV networks are currently the second most 
popular broadband access technology, accounting 

for about 22% of the total broadband connections 
(Multimedia Research Group Inc., 2007). These 
are operated mostly by the cable TV industry, and 
they typically feature a hybrid fiber-coaxial (HFC) 
architecture. In particular, a fiber runs from the 
cable operator’s central office to a neighborhood’s 
optical node, from where the final drop to the 
subscriber is through a coaxial cable. The coaxial 
part of the network usually uses amplifiers, and 
splits the signal among many subscribers. The 
main limitation of CATV networks lies on the fact 
that they were not designed for data communica-
tions but merely for TV broadcasting. As such, 
they allocate most capacity to downstream traffic 
(for streaming channels) and only a small amount 
of bandwidth for upstream communications (as 
upstream traffic is minimal for TV distribution 
purposes), which also has to be shared among a 
large number of subscribers. Currently, a lot of 
effort is being devoted to the transformation of 
CATV networks for efficient data communica-
tions, so that they can compete with the newest 
DSL variants. Today most cable internet service is 
delivered via DOCSIS (Data Over Cable Service 
Interface Specifications) 1.1 (Data Over Cable 
Service Interface Specifications Group, 1999; 
ITU-T, 2004), while many operators are upgrading 
to DOCSIS 2.0 (ITU-T, 2002), which can offer 
up to 38 and 27 Mbps downstream and upstream 
respectively, but shared between many users (usu-
ally ~100 users). The recently agreed DOCSIS 3.0 
can significantly boost the data transmission rates 
of CATV networks but deployment has not started 
yet, though its introduction is much anticipated 
in the coming years.

Although both DSL and cable networks have 
been evolving rapidly over the years, and some of 
the progress has truly been outstanding, they can-
not always -and under all potential circumstances- 
be seen as definitive and future-proof access 
network solutions (de la Rosa, 2005). Currently, 
data traffic is increasing at phenomenal rates and 
we are now entering a new era of “triple-play” 
service bundles, where telecom operators or ser-
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vice providers offer data, video and voice services 
in a single package (Hellberg, Greene, & Boyes, 
2007). This bundling of services over a converged 
IP network will present a multitude of bandwidth 
challenges to the existing copper infrastructure. 
New services such as video-on-demand (VoD), 
interactive IPTV, HDTV, 3DTV, multi-party 
videoconferencing, telemedicine, online gaming 
and other bandwidth intensive applications will 
definitely drive data rates beyond the capabilities 
of our aging access networks (Hirosaki, Emura, 
Hayano, & Tsutsumi, 2003). For instance, a 
multi-channel HDTV service may require up to 
~100 Mbps to operate efficiently. With the current 
bandwidth growth rate of 42% per year, by 2020 
we may need an astonishing 2000 Mbps per home 
(George, 2006). Even if this growth rate slows 
down, it is evident that neither DSL nor cable 
networks have the “adequate” and/or the “full” 
ability to keep up with increasing bandwidth de-
mand and meet the challenges for future broadband 
applications. In addition, high speed and large 
distances cannot be achieved simultaneously with 
these technologies, resulting in solutions that are 
not always economically favourable (for example 
requiring the installation of a large number of new 
neighborhood nodes). Furthermore, the emerging 
requirement for capacity symmetry for certain ap-
plications or businesses constitutes a significant 
challenge for both technologies. Hence, multiple 
telecom operators in the international electronic 
communications arena have come to the point to 
consider that a “novel” solution is needed, able 
to adequately address users’ future needs as well 
as to constitute a future-proof investment of their 
resources (European Commission, 2006). Fibers 
are suited to this job. Having already won the battle 
for the backbone networks, it seems natural for 
fibers to be considered as a reliable solution for 
constituting some of the future access networks 
(Personick, 2002).

In this work we present an overview of the 
technology and innovative characteristics of opti-
cal access networks, focusing mainly on passive 

optical network (PON) implementations. We 
discuss the already established PON standards 
(namely BPON, GPON and EPON) as well the 
emerging wavelength division multiplexing-
based PONs (WDM-PONs). We then survey the 
current PON deployment efforts that are taking 
place worldwide, focusing mainly on the Eu-
ropean Community area, and we highlight the 
regulatory and policy obstacles that need to be 
overcome in order for Europe to tackle its slow 
FTTH (fiber-to-the-home) growth rate and stay on 
the broadband race, when compared to Asia and 
the USA (Abrams, Becker, Fujimoto, O’Byrne, 
& Piehler, 2005).

OPtIcAL AccEss NEtWOrKs

Optical access networks are not a new concept, 
but instead have been considered as a solution 
for the subscriber access network for quite some 
time. Early proposals and developments can 
even be traced back to the late 70s - early 80s 
(Shimada, Hashimoto, & Okada, 1987; Stern, 
Ballance, Faulkner, Hornung, Payne, & Oakley, 
1987). However, these were abandoned due to the 
technology not being mature enough, and most im-
portantly, due to prohibitively high costs coupled 
with the fact that there was no actual bandwidth 
demand to necessitate the deployment of such 
networks at the time. However, regarding deploy-
ment costs, photonic and fiber-optic components 
have progressed remarkably in more recent years 
and volume production has dramatically reduced 
their cost. As a result, the cost of deploying op-
tical access networks has fallen steadily to the 
point that worldwide deployment is now reality 
(Rashid, 2004). Fiber access networks are capable 
of delivering extremely high bandwidth at large 
distances beyond 20km and can cater for all cur-
rent and predicted future voice, data and video 
services requirements (Bayvel, 2000). In this 
sense, it can be said that once fiber is installed, no 
significant further investments or re-engineering 
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is likely to be required for decades. In addition, 
such networks offer quick and simple repair, low-
cost maintenance and easy upgrade.

Optical access networks come in many “fla-
vours” such as fiber-to-the-curb (FTTC), fiber-to-
the-building (FTTB), fiber-to-the-home (FTTH) 
etc., depending on how close is the optical fiber 
terminated to the end-user. A FTTN (fiber-to-the-
node) scheme, where a fiber is terminated close to 
the subscriber in a local node and the final drop is 
made through conventional copper wires (perhaps 
using VDSL2 for high speed transmission) may 
sound more cost effective and adequate for the 
current and near-future predicted needs (Gillespie, 
Orth, Profumo, & Webster, 1997). However, it 
might be that such solutions will not always be 
able to accommodate the future bandwidth re-
quirements of subscribers, imposed by demanding 
services such as HDTV, 3DTV, and that further 
penetration of fibers will be needed, to a certain 
extent. Hence, under certain circumstances, a fully 
optical access network (i.e. FTTH) may appear as 
a quite “challenging” implementation in the local 
loop, and a promising future-wise solution (Keiser, 
2006). Under this scope, we further discuss the 
FTTH perspective (Payne & Davey, 2002) in the 
following paragraphs.

We can distinguish three main FTTH de-
ployment architectures, which are illustrated in 
Figure 1. The simplest and most straightforward 
way to deploy fiber in the local access loop is 
to use a point-to-point topology (Figure 1a), in 
which single, dedicated fibers link the network 
operator’s local exchange with each end-user. 
It is evident that, though simple, this topology 
requires a very large number of fibers, as well 
as significant fiber termination space at the local 
exchange, making this solution quite expensive. 
In this sense, to reduce fiber deployment, it is pos-
sible to use a remote switch, which will act as a 
concentrator, close to the subscribers (Figure 1b). 
Assuming negligible distance from the switch to 
the subscribers, the deployment costs are lower, 
since now only a single fiber link is needed (the 

link between the network operator’s premises and 
the switch). This configuration does, however, 
have the drawback of the added extra expense of 
an active switch that needs to be placed in every 
neighborhood, as well as the extra operational 
expenditure of providing the electrical power 
needed for the switch to function. Therefore, a 
logical progression of this architecture would 
be one that does not require any active elements 
(like switches and concentrators) in the local loop. 
Such a point-to-multipoint architecture is shown 
in Figure 1c, and it is termed as Passive Optical 
Network (PON). In PONs, the neighborhood 
switches are replaced by inexpensive passive (i.e. 
requiring no electric power) splitters, whose only 
function is to split an incoming signal into many 
identical outputs (Effenberger, Ichibangase, & 
Yamashita, 2001]. PONs are viewed as possibly 
a very attractive solution for bringing fiber to the 
home, since they are comprised of only passive 
elements (fibers, splitters, splicers, etc.) and are 
therefore less costly. In addition to being capable 
of very high bandwidths, a PON can operate at 
distances of the order of 20km, significantly 
higher than the distances supported by high-speed 
DSL variants (Girard, 2005). Furthermore, PONs 
reduce installation and maintenance cost, whilst 
also allowing for easy upgrades to higher speeds, 
since upgrades need only be done centrally at the 
network operator’s central office where the rel-
evant active equipment is housed (Lin, 2006).

We can distinguish two main network ele-
ments in a PON implementation: The Optical Line 
Termination (OLT) and the Optical Network Unit 
(ONU). The OLT resides at the network opera-
tor’s premises, while each user has its own ONU. 
Besides the basic star topology depicted in Figure 
1c, addition of further splitters in a PON network 
allows the easy formation of many different point-
to-multipoint topologies to suit particular network 
needs, nicely illustrating the high flexibility of 
PON architecture.

The main drawback of PONs is the need for 
complex mechanisms to allow shared media access 
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to the subscribers so that data traffic collisions are 
avoided. This arises from the fact that although a 
PON is a point-to-multipoint topology from the 
OLT to the ONU (i.e. downstream direction), it 
is multipoint-to-point in the reverse (upstream) 
direction (Gumaste & Anthony, 2004). This 
simply means that data from two ONUs trans-
mitted simultaneously will enter the main fiber 
link at the same time and collide. The OLT will, 
therefore, be unable to distinguish them. Hence, 
it is evident that there needs to be a shared media 
access mechanism implemented in the upstream 
direction, so that data from each ONU can reach 
the OLT without colliding and getting distorted. 
Note that an elegant, though expensive, way to 
achieve this would be to use a Wavelength Divi-
sion Multiplexing (WDM) scheme, in which each 
ONU is allocated a particular wavelength, so that 
all ONUs can use the main fiber link simultane-
ously (Park, Lee, Jeong, Park, Ahn, & Song, 2004). 
The current preferred solution is based on a Time 
Division Multiplexing (TDM) scheme, in which 
each ONU is allowed to transmit data only at a 
particular time window dictated by the OLT. This 
means that only a single upstream wavelength is 
needed, which considerably lowers the associated 
costs as a universal type of ONU can be employed 
in every site.

Finally, should the need for more bandwidth 
is required in the future, the PON architecture 
allows for easy upscale. For example, this can be 
accomplished either through the use of statistical 
multiplexing or through a combination of WDM 
and TDM schemes in the access fiber (where 
different wavelengths carry different TDM PON 
streams) or even by using a WDM access scheme, 
where each subscriber is allocated a different 
wavelength as noted above (ITU-T, 2001). The 
latter is actually a very exciting proposition that 
promises to bring truly enormous bandwidth to 
the end-users by fully utilizing the fiber’s spectral 
windows. Such a proposition currently attracts a 
significant amount of research interest, concen-
trated mostly on lowering the high costs of such 

a scheme by replacing the need for an expensive 
light source (usually a tuneable distributed feed-
back laser) at the side of the end-user (Wagner & 
Kobrinski, 1989).

tYPEs OF PAssIVE 
OPtIcAL NEtWOrKs

There are currently three main PON standards: 
Broadband PON (BPON), Gigabit PON (GPON) 
and Ethernet PON (EPON). The first two are rati-
fied by the ITU (International Telecommunications 
Union), while the third from the IEEE (Institute of 
Electrical and Electronic Engineers). The initial 
specification for a PON-based optical network 
was actually called APON and described PON 
operation using Asynchronous Transfer Mode 
(ATM) encapsulation. This was first developed 
in the 1990s by the Full Service Access Network 
group (FSAN), an alliance between several major 
worldwide network operators. APON has since 
further developed, and its name was later changed 

Figure 1: FTTH deployment architectures: (a) 
point-to-point; (b) curb-switched active Ethernet, 
and; (c) passive optical Network (PON). 
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to the current BPON (broadband PON) (ITU-T, 
2005) to reflect the support for additional services 
other than ATM data traffic such as Ethernet ac-
cess, video content delivery etc.

The final BPON version provides speeds of up 
to 1244 and 622 Mbps downstream and upstream 
respectively, though the most common variant 
supports 622 Mbps of downstream traffic and 155 
Mbps of upstream bandwidth. As already stated, 
upstream and downstream BPON traffic uses ATM 
encapsulation. Since all cells transmitted from the 
OLT reach all ONUs, to provide security BPON 
uses an algorithm-based scheme to scramble 
downstream traffic. The upstream transmission 
is governed by a TDM scheme.

The GPON standard, first released in 2003 
(ITU-T, 2003a), allows for a significant bandwidth 
boost and can provide symmetric downstream/
upstream rates of up to 2488 Mbps, although the 
asymmetric variant of 2488/1244 Mbps down-
stream/upstream is the most common. The split 
ratio can be up to 1:128. The significant advantage 
of GPON is that it abandons the legacy ATM en-
capsulation, and instead utilizes the new GPON or 
Generic Encapsulation Mode (GEM) that allows 
framing of a mix of TDM cells and packets like 
Ethernet. ATM traffic is also still possible, since 
a GPON frame can carry ATM cells and GEM 
data simultaneously. Overall, GEM is a very well 
designed encapsulation method that can deliver 
delay-sensitive data such as video traffic with 
high efficiency.

Finally, the EPON standard (IEEE, 2004) was 
finalized in 2004 as part of the IEEE “Ethernet in 
the First Mile Project” and is the main competi-
tor to GPON. It uses standard Ethernet (802.3) 
framing and can offer symmetric downstream/
upstream rates of up to 1Gbps and split ratios of 
up to 1:64, while work on a 10 Gbps version has 
started recently. Since Ethernet is not meant for 
point-to-multipoint architectures, to account for 
the broadcasting downstream nature of PONs, 
EPON defines a new scheduling protocol, the 
Multi-Point Control Protocol (MPCP), that al-

locates transmission time to ONUs so that data 
collisions are avoided (Kramer, 2005).

It should be noted that all three PON standards 
are optically similar. They all use a simple WDM 
scheme to offer full duplex operation (i.e. simul-
taneous downstream and upstream traffic) over 
a single fiber, in which the 1310nm-centred band 
is used for upstream data, the 1490nm-centred 
band is used for downstream traffic, while the 
1550nm-centred band is reserved for future TV 
broadcasting.

The three PON standards are summarized in 
Table 1. A quick comparison with the features of 
VDSL2 illustrates how significantly higher are 
both the bandwidth offered by a PON implemen-
tation as well as the distance this bandwidth can 
be attained for.

WDM-PONs

The PON architecture allows for easy service 
upscale should the need for more even more 
bandwidth arises. This can be elegantly accom-
plished through a combination of WDM and 
TDM schemes in the access fiber (where different 
wavelengths carry different TDM PON streams) 
or even better by using a WDM access scheme, 
where each subscriber is allocated a different 
wavelength (ITU-T, 2001). Indeed, WDM-PONs 
are a very exciting proposition that represents the 
next generation in PON development, and promise 
to bring truly enormous bandwidth to the end-users 
by fully utilizing the fiber’s spectral windows 
(Zhang, Lin, Huo, Wang, & Chan, 2006).

As already noted, standard PONs (i.e. BPON, 
GPON and EPON) utilize single wavelengths for 
data communication. In particular, 1310 nm is 
used for upstream communication, whereas 1490 
nm is used in the downstream direction. Thus the 
bandwidth in these two wavelengths is inherently 
shared between all end-users. It is evident that the 
full bandwidth capacity of fibers is not utilized in 
such schemes. In contrast, in a WDM-PON each 
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ONU uses a dedicated separate wavelength to com-
municate with the appropriate OLT. In this way, a 
point-to-point connection is established between 
each ONU and the OLT, resulting in a dedicated 
communication channel for each end user, and 
hence a dedicated fixed bandwidth. The different 
wavelengths are routed from the OLT to the ap-
propriate ONUs and backward using a wavelength 
multiplexer/demultiplexer (e.g. a grating) at the 

splitting point. A simple illustration of a WDM-
PON is shown in Figure 2. It should be noted that 
there are no time synchronization requirements 
between the different wavelength channels, and 
that even the same wavelength could be used for 
both upstream and downstream traffic between 
each ONU-OLT connection, provided that noise 
from back-reflections (e.g. at fiber imperfections 
or connection points) are minimal.

Table 1. Passive Optical Networks Standards 

BPON GPON EPON

Standard ITU-T G.983 ITU-T G.984 IEEE 802.3ah

Upstream rate 622 Mbps 2488 Mbps 1250 Mbps

Downstream rate 1244 Mbps 2488 Mbps 1250 Mbps

Distance (Km) 20 20 20

Upstream λ (nm) 1310 1310 1310

Downstream λ (nm) 1490/1550 1490/1550 1490/1550

Upstream efficiency 87% 92% 65%

Downstream efficiency 87% 92% 72%

Transmission ATM Ethernet and/or ATM via GEM Ethernet

Voice support TDM over ATM (VoATM), 
TDM over IP (VoIP)

native TDM, TDM over ATM 
(VoATM), TDM over IP (VoIP)

TDM over IP (VoIP)

Video support RF overlay (over 1550nm), 
IPTV

RF overlay (over 1550nm), IPTV IPTV

Security (encryption) AES AES none specified

Network protection Standard Standard none specified

* Maximum values of transmission rates and operating distance are quoted

Figure 2. A simple WDM-PON implementation where multiple wavelengths are assigned for communica-
tion between the various Optical Network Units (ONUs) and the Optical Line Termination (OLT).
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Although WDM-PONs truly have the potential 
of supporting massive bandwidth rates as well 
as scalable operation and ease of customization, 
their major disadvantage is associated with the 
high costs of the required equipment. Hence, 
there is currently a significant amount of research 
interest on finding ways to lower the high costs 
of such schemes, mostly by addressing the need 
for expensive broadband light sources (Wagner 
& Kobrinski, 1989).

In particular, in the most straightforward 
WDM-PON implementation a dedicated wave-
length is assigned to each ONU in a fixed manner. 
As a result, for upstream communication each 
ONU needs to possess its own wavelength-specific 
light source. This necessitates the use of expensive 
widely tuneable laser diodes, which are usually 
high-cost Distributed Feedback (DFB) lasers that 
offer excellent performance since they support 
tuneable purely single-mode operation. Vertical-
Cavity Surface-Emitting Lasers (VCSELs), may 
provide a more attractive alternative as they 
offer lower-cost manufacturing. Importantly, 
and in addition to the high cost of the associated 
light sources, the requirement for a wavelength-
specific source at each ONU in WDM-PONs also 
dramatically increases the cost and the complex-
ity of administration and maintenance of such 
networks (e.g. manual reconfiguration of the 
ONU is required each time a change or upgrade 
is performed).

To lower the cost of WDM-PONs it is, there-
fore, highly desirable to use a so-called “color-
less” (i.e. not wavelength-specific) ONU. This 
means that identical ONUs can be distributed 
to all end-users, thus decreasing the ONU cost 
through mass production and also greatly reduc-
ing the operation, maintenance and upgrade costs. 
Several approaches have been proposed to achieve 
colorless ONUs. For example a spectral-slicing 
approach (Frigo, Iannone, & Reichmann, 1998) 
proposes the use of a broadband light source 
(e.g. a superluminescent LED) whose output is 
appropriately spectrally filtered at the remote 

node. This method, however, has a negative effect 
on the available optical power budget, which in 
turn decreases the operating network distance. 
Alternatively, a centralized light source at the OLT 
can be coupled with injection-locked Fabry-Perot 
lasers at the ONUs (Park, Lee, Jeong, Park, Ahn, 
& Song, 2004). Another very interesting approach 
is to re-use the downstream light emitted by the 
OLT as the upstream light that is provided by each 
ONU (Kani, Teshima, Akimoto, Takachio, Suzuki, 
Iwatsuki, & Ishii, 2003). In this approach a part 
of the original downstream light is re-modulated 
by the ONU to provide the upstream signal and 
sent back to the ONU. The major advantage of 
this approach is that it eliminates the need for the 
existence of a light source at the ONUs, hence 
greatly reducing the equipment and maintenance 
costs. Re-modulation at the ONU side can be 
achieved through the use of low cost reflective 
optical modulators, but again there is a penalty 
in the available optical budget achieved. Higher 
powers can be achieved if re-modulation is per-
formed through reflective semiconductor optical 
amplifiers (R-SOAs) (Healey, Townsend, Ford, 
Johnston, Townley et al., 2001).

DEPLOYMENt OF OPtIcAL 
AccEss NEtWOrKs IN AsIA AND 
tHE Us: A sUccEss stOrY

Remarkable progress has been achieved recently 
with regard to PON deployment, and mass world-
wide installations are now reality. Asia is clearly 
the leader in the area of very high-speeds deploy-
ments, with large scale deployments having been 
rolled out by Japanese and Korean incumbents, 
and more recently by alternative operators and 
power utilities in Japan. NTT (Nippon Telegraph 
& Telephone, Japan’s dominant network operator) 
pushed fibre optic cable deep into its network 
early on, with its two regional subsidiaries pro-
viding FTTH access based primarily on PON 
technologies.
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Currently, Japan is the world leader with re-
gard to FTTH adoption, even though cities like 
Tokyo are amongst the most densely populated 
and, hence, DSL could prove a strong opponent 
(Shinohara, 2005). By the end of 2006, NTT had 
over 7 million FTTH subscribers. Currently the 
FTTH annual growth rate (about 60%) is larger 
than that of DSL, and NTT expected the number 
of FTTH subscribers to exceed the number of 
DSL subscribers for the first time by the end of 
2007 (FTTH Council, 2007a). NTT presently 
has fibre coverage in 80% of its distribution area 
and says that it expects to have about 30 million 
FTTH subscribers by 2010 (Wieland, 2006). 
NTT, whose deployments include both EPONs 
and BPONs, also faces competition from very 
active alternative providers offering higher-speed 
FTTH connections but at a smaller scale. As of 
the end of 2007, FTTH subscribers exceeded 10 
million households in Japan, with nearly 300,000 
new subscribers per month. Recent studies have 
demonstrated that nearly 60,000 subscribers per 
month switch from DSL to FTTH in the national 
Japanese market (FTTH Council Europe, 2007). 
Currently, it is quite remarkable that 50% of 
Japanese end users have access either to VDSL or 
FTTH, with the Government’s “e-Japan” national 
plan aiming to establish Japan as a “fibre optic 
nation” by 2010; the local Government’s objective 
is to bring fibre to 30 million homes at a rate of 
3 million per year.

Apart from Japan, FTTH adoption has been 
very quick in other Asian countries as well, with 
South Korea and Hong-Kong leading the way. In 
particular, in South Korea, the incumbent telecom 
operator KT and other operators rely chiefly on 
bringing fibre optic cable to the basement of build-
ings, then extended by LAN (Ethernet) or VDSL. 
Japanese and Korean figures as “pioneers” can 
be explained by the support of public authorities, 
along with certain particular characteristics such as 
high population density in the large metropolitan 
areas of Tokyo and Seoul, and the prominence 
of high-rise buildings and aerial connections, all 

of which make for cost-effective FTTx projects. 
In total, Asia today accounts for about 70% of 
worldwide FTTH installations (FTTH Council, 
2007b).

In the US, the national regulatory authority 
made clear in 2001 that it would forebear from 
regulating fibre deployments for at least five 
years. This was followed by considerable fibre 
deployment to the home, especially by Verizon 
(www.verizon.com), and to the cabinet by other 
Bell companies, in the context of competition 
between those companies and cable. In particular, 
FTTH deployments were initially confined to 
trials in a few municipalities. The USA accounts 
for about 10% of the current worldwide FTTH 
installations, with the majority of them being 
GPON. The US FTTH growth rate has currently 
reached an astonishing 100% per year, with about 
1.3 million subscribers and 8 million connected 
homes on March 2007. The number of subscrib-
ers has overcome the limit of 2 million household 
subscribers as of the end of 2007 (FTTH Council 
Europe, 2007). The deployment is now advanc-
ing rapidly, being greatly helped by the Federal 
Communications Commission (FCC) decision 
to hand the incumbent local-exchange carriers 
(ILECs) a virtual monopoly on broadband services, 
provided that those services reach customers over 
new fiber-optic infrastructure, and the progressive 
elimination of unbundling local loop policy, that 
has in the past presented obstacles for large opera-
tors to invest in new optical-access technologies 
(Federal Communications Commission-FCC, 
2003). Currently, the US FTTH deployment is 
being led mostly by Verizon and AT&T (ex-SBC) 
who deploy GPONs, while other operators are 
following as well.

At the end of 2006, Verizon’s base could 
reach 900,000 subscribers, for 6 million homes 
passed. AT&T (Project Lightspeed), in the 
meantime, relies on FTTN solutions (for 17 
million homes) based on ADSL2+ or VDSL, 
except in greenfield areas (1 million FTTH 
households).
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Out-distanced in the broadband access market 
by cable modem operators, and handicapped com-
pared to European telecommunication operators 
by long copper loops, Verizon and AT&T are bank-
ing on the deployment of their new infrastructures 
to increase their market share and allow them 
to roll out services like HDTV. Their projects 
are benefiting from recent decisions from the 
courts and the FCC, absolving them of having to 
share the optical infrastructure with third parties 
(i.e. avoiding them the requirement to unbundle 
their new developed fiber-based infrastructures). 
However, in most parts of the country, they are 
nonetheless facing one sizeable obstacle, namely 
the obligation to negotiate franchise rights with 
each municipality (Montagne, 2006).

EUrOPEAN DEVELOPMENts

Compared with the FTTH growth in Asia and the 
USA, evidently Europe seems to be lagging in 
related developments. Growth is relatively slow, 
but encouraging progress has been achieved in 
some countries recently (Young, 2007). However, 
fortunes differ country by country.The annual 
FTTH growth rate in Europe is currently at about 
13% (significantly lower than that of the USA and 
Asia), and there were about 780,000 subscribers in 
Europe by the end of 2006, though the number of 
homes passed is about 3 million (FTTH Council 
Europe, 2007). However, 97% of these subscribers 
were located in just five countries, namely Swe-
den, Italy, Norway, Netherlands and Denmark that 
show the most mobility towards FTTH (Tauber, 
2007). The Nordic countries in particular all have 
comparatively large fibre rollouts achieved over 
a sustained period of network building. The rest 
of the continent is far behind, with a lot of coun-
tries not even having formulated plans for future 
deployment, due to certain reasons.

However, drivers for corresponding deploy-
ment exist -varying from country to country- 
including, for example, cable TV penetration, 

encroachment of VoIP traffic on telecommuni-
cations providers’ traditional voice business, the 
existence of national plans for broadband develop-
ment, client’s willingness to pay for broadband 
services and the level of intermodal competition 
in the market(s), the maturity of deregulation/
unbundling, the ease of construction-related is-
sues (i.e. cost and facility of civil works, in-house 
wiring, and so forth) etc. Some other factors 
affecting further development relate to the state 
and the “age” of existing network infrastructure, 
the length of the local loop, the distribution of 
number of users and the number of street cabinets 
for local exchange.

The challenge becomes of remarkable im-
portance as certain studies (Heavy Reading, 
2006) propose that about 16.3 million homes are 
expected to be connected to FTTH in Europe by 
the end of 2011, just over 8% of all European 
homes (by considering the 25 EU Member States 
at that time).

Recent approaches (IDATE, 2006) have 
demonstrated that civil engineering works can 
account for more than 70% of relevant network 
deployment costs. Furthermore, construction costs 
appear to be higher in Europe, than in other ter-
ritories (because in much of the US and in Japan 
it is possible to use aerial fiber). In order to reduce 
such costs, some private operators have decided to 
use existing passive infrastructures (for example, 
Milan and Paris sewer systems) to deploy fibre 
as close as possible to the buildings (Amendola 
& Pupillo, 2008). An alternative option might be 
the adoption of nationwide urban planning laws 
which require greater sharing of existing or new 
buried ducts (especially in Europe where there 
are no longer aerial deployments in urban areas). 
However, the latter option considers a “maturity” 
at the level of the market and cannot be easily 
applied at all cases, as there is a risk to “affect” 
investments in the market. Another difficulty when 
deploying fibre to the home is how to gain access 
to the building. Current approaches (i.e. negotiat-
ing installations one-by-one) are not always cost-
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effective for operators involved. This suggests the 
possibility to find a “harmonized” solution either 
at the national level or in each municipality (by 
reviewing urban planning laws and creating a 
system of “Building Certification”).

Europe’s slow FTTH adoption rate can be at-
tributed mainly to the reluctance of the incumbent 
operators to invest in such developments. Most 
European incumbents & alternative operators are 
currently heavily investing in large DSL roll-outs 
and are focusing their (often limited) financial 
resources on this technology, which is well suited 
to less densely populated areas compared to Asian 
countries. In fact, very few market operators have 
the appropriate resource to invest massively in 
FTTH deployments. Indeed, as Table 2 shows, 
the FTTH European market is dominated by 
municipality and utility installations (Ecobilan 
S.A., 2008), which have a very large share reach-
ing about 70%, while incumbent operators have 
only a minor share of only about 6.6% (IDATE, 
2006), (Houbby, 2006).

Concerning a more detailed European depic-
tion for the year 2007, several initiatives have 
been deployed in the scope of FTTH-related 
activities: For example, in France, four operators 
started to deploy fibre in Paris; in Netherlands, 
the Amsterdam CityNet company has started 
mass-deployment; in Denmark, several utility-
companies continued to deploy their FTTH-based 
networks; in Switzerland, EWZ, the power-utility-
company in Zurich, started to deploy fibre after 
more than 2/3 of the citizens have voted for FTTH 
in a referendum; in Germany, municipalities, 
utility-companies and several operators started 
to deploy FTTH; in Spain, Italy, Slovenia, the 

national incumbent operators have announced 
initiation of specific FTTH plans.

The reluctance of European incumbent opera-
tors to deploy optical access networks can be traced 
mostly to legislation issues arising from European 
policy (Chochliouros & Spiliopoulou, 2003), but 
also to a lack of vision and motivation (Commission 
of the European Communities, 2006). The latter 
originate from the fact that European incumbents 
have not yet been adequately convinced about 
the necessity of fiber-optic access networks, at 
least for today’s uses. Indeed, triple-play services, 
IPTV, VoD and other bandwidth intensive digital 
applications are relatively new in the European 
telecommunications arena. Most incumbents have 
either almost just started provisioning them or plan 
to do so in the near future. Hence, they are only 
now beginning to comprehend the explosion of 
bandwidth demand that will occur as such services 
proliferate and evolve, and the impact this will 
have on their aging copper networks. To remain 
competitive and profitable, there is an urgent need 
to upgrade their infrastructure (Distaso, Lupi, & 
Manenti, 2006).

However, the main deterrent for incumbent 
operators to deploy fiber in the access part has 
been the current relevant European policy and 
legislation environment (J.P. Morgan Securities, 
2006). In order to fulfill the vision of being the 
most dynamic knowledge-based economy by 
2010, the European Commission has initiated a 
number of relevant action plans (European Com-
mission, 2005a) that are based on the argument 
that enhanced development and innovation in 
the communication sector can only be achieved 
through increased market competition (European 

Table 2. European Investors in FTTx Installations (data collected for June 2006) 

Municipalities/Utilities 69.4%

Housing Companies 12.4%

Alternative Operators/ISPs 11.6%

Incumbent Operators 6.6%
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Commission, 2005b). Hence, as dictated by these 
action plans, incumbent operators in all European 
countries were “forced” to open their network 
infrastructure to all new entrants and provide 
them access at highly attractive prices that are 
dictated and monitored by newly established 
governmental authorities at national level. This, 
clearly, has had a major impact in the European 
telecom landscape. Indeed, multiple players have 
now entered the market and competition has 
increased significantly, although often at the ex-
pense of losses from the incumbents’ side due to 
the current policies being much more favorable 
to new entrants. In the broader European context, 
facilities-based or infrastructure-based competi-
tion implicates competition between providers of 
the same or “comparable” services, but delivered 
by different kinds of networks. So far, such form 
of competition has mainly relied on the unbun-
dling of the legacy copper network. Investment 
in other infrastructures like fiber-based ones are 
hampered by lack of investor confidence, due to 
regulatory uncertainty and its impact on pricing 
and the sustainability of new business models.

The part of the network that has been affected 
the most is, as expected, the access part (Cave, 
2007). This is due to the copper access networks 
being the most costly and difficult to deploy. 
Hence, under the recent policies, new entrants 
have gained a golden opportunity to use the already 
laid infrastructure at highly competitive prices. 
This enables them to directly reach the final end-
user, where large profit margins exist through the 
provisioning of a variety of data, voice and video 
services. In essence, new entrants have had the op-
portunity to obtain revenues without the burden of 
sunk costs and the risk of expensive infrastructure 
investments. The relevant access-network legis-
lative action has been called “Unbundling of the 
Local Loop - ULL” (European Commission, 2000; 
European Parliament & Council of the European 
Union, 2000) and has been employed by new 
entrants throughout Europe at varying degrees 
(Chochliouros & Spiliopoulou, 2002). The most 

common approach has been the bitstream access 
scheme, where a new entrant provisions DSL ser-
vices through access infrastructure that is totally 
owned by the incumbent operator. However, few 
new operators have installed their own DSLAMs 
(DSL Access Multiplexers) or switching equip-
ment, and consequently switched to shared- or 
full-access schemes, illustrating, unfortunately, 
the hesitation for significant investments by a 
large number of new entrants. It must be stressed, 
though, that the ULL policy has ultimately been a 
success: the price for a broadband DSL connec-
tion has fallen steadily over the recent years, and 
as a result broadband penetration in European 
households has significantly increased.

If, however, any deployed network infrastruc-
ture (independently of its specific nature) is com-
pletely new, the European regulation of December 
2000 (European Commission, 2000) that imposes 
ex-ante obligations does not apply.

It remains that services supported by the new 
specific infrastructure, as well as prices charged, 
should “differentiate” themselves significantly 
from services supported by ADSL access in the 
case where the operator is considered as “power-
ful” (i.e. having significant market power-“SMP”) 
in the relevant broadband market (European Parlia-
ment and Council of the European Union, 2002). 
If this occurs, the operator’s investment could 
be managed as an emerging market and not be 
subject to an ex-ante regulation imposing access 
at a controlled price and requiring cost-oriented 
tariffs. As it currently happens, however, there is 
no clear evidence to indicate that potential changes 
being made by an expected “review”/update to 
the current European regulatory framework will 
give European telecommunications operators 
greater flexibility, although a clearer regulatory 
stance on the issues will help steer the various 
players’ future decisions regarding various forms 
of FTTx deployments. The new European frame-
work for regulation of electronic communication 
services came into force in 2003 (Chochliouros 
& Spiliopoulou, 2003) and is already subject to 
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a debate over how it should be reformed from 
2010 (Cave, 2007).

A Recommendation on relevant markets 
(European Commission, 2003) identifies those 
markets which, in the European Commission’s 
view, may warrant ex-ante regulation. Unlike 
the previous regime, markets must be defined 
in accordance with the principles of competition 
law. The Recommendation practically “identi-
fies” three cumulative criteria for describing 
those markets which are suitable for ex-ante 
regulation: (i) high and non-transitory barriers to 
entry over the period of application of remedies; 
(ii) the expected persistence of such barriers to 
entry beyond that period, making the prospect of 
effective competition unlikely, and; (iii) the in-
ability of competition law adequately to address 
the particular issue.

The first version of the Recommendation 
(originally issued on 2003) identified 18 markets. 
The second version published in 2006, reduces it 
by a third, notably eliminating most retail markets 
(Commission of the European Communities, 
2006).

A stable and predictable regulatory and public 
policy environment is “key” to enabling any FTTx 
investment and is an important asset for all mar-
ket players, competitors as well as incumbents. 
Regulatory certainty may improve the conditions 
for investment and innovation and is, therefore, 
conducive to increase the competitive dynamics 
of the market.

In fact, under the current circumstances, the 
incumbent operators face regulatory uncertainty 
as the specifics of the actually applied ex-ante 
European regulation may significantly damage 
their business case(s), while the alternative op-
erators that have invested in the unbundling of 
the local loop are disadvantaged by the passive 
infrastructure assets already owned by incumbents, 
and their ULL investments might become obsolete 
as incumbent pursue FTTC or FTTH strategies. In 
fact, next generation access (NGA) deployment, 
able to fulfil all future market requirements, is still 

at an “early” stage in many EU Member States. 
Therefore, it is important to gain momentum the 
right moment for prospectively analysing the 
developments ongoing and any expected regula-
tory activity needs to reflect these developments. 
Regulatory clarity and predictability can so be 
considered as a prerequisite for an efficient invest-
ment in NGA networks, by restricting any risky 
nature (Amendola, & Pupillo, 2008).

The current EU ULL regulations have, thus, 
being positive overall for DSL access schemes, 
but are, however, proving a major obstacle for in-
cumbent operators to seriously consider deploying 
fiber access networks (Hogan & Hartson LLP, & 
Analysys Consulting Ltd., 2006). These operators 
have already suffered a significant market share 
loss due to ULL (Squire, Sanders, & Dempsey 
L.L.P., 2002). There is, indeed, little incentive 
now for them to embark on FTTH projects: if they 
are forced to share their new costly fiber access 
infrastructure with their competitors, the return on 
their investment will be much more challenging. 
Although the ULL policy does not apply to new 
fiber infrastructure (as already mentioned above), 
rather primarily in the copper access loop, the 
European Commission has yet to release clear 
regulation directions with regard to access fibers 
and, hence, the situation remains vague. Under 
these conditions, incumbent operators are largely 
hesitant in embarking into FTTH deployment (as 
also evidenced by their very low involvement rate 
illustrated in Table 2), which in turn greatly affects 
broadband development in Europe.

Taking advantage of the incumbent operators’ 
reluctance to deploy fiber, European municipali-
ties and utility companies have rushed to fulfill 
the need for high-speed data access by deploying 
their own FTTH networks (notably in the Nordic 
countries) (Fuller, 2006). Most of these networks 
operate on an open-access scheme that comprises 
three basic horizontal components, illustrated in 
Figure 3.

In particular, in such a scheme, the network 
is built and owned by a municipality or utility 
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company that acts as an infrastructure provider 
(Chochliouros, Spiliopoulou, & Lalopoulos, 
2005). An operator runs the network without 
being employed into any end-user services. The 
operator just offers access to various service pro-
viders that finally provide data and voice services 
to the subscribers. This can stimulate interest in 
the corresponding technology. Some representa-
tive and particularly successful citywide FTTH 
open-access scheme implementations are the 
Stokab in Sweden’s Stockholm (www.stokab.
se), the Reykjavik FTTH project in Iceland, and 
the Amsterdam’s CityNet FTTH installation 
in the Netherlands (www.citynet.nl). Although 
such open-access FTTH schemes have proven 
particularly successful in municipality owned 
networks, there is no evidence that they will be a 
viable economic model for operators and it is still 
an open question whether they can significantly 
affect the European market as a whole.

It needs to be stressed that such open-access 
municipality and power utility built networks, in-
volving public finance and governmental support, 
are not only based around financial considerations, 
but also have a strong public community character 
(Foxley, 2002). In particular, a strong objective of 
such implementations has been the local stimu-
lation of economic development, as high-speed 
interconnected cities are likely to attract much 
more businesses and industries (Arnaud, 2001).

Although utility and municipality installations 
have provided a good starting paradigm for optical 
access networks in Europe, it is evident that such 
efforts are not able to lead to mass fiber deploy-
ment, as they implicate a “specific” infrastructure 
deployment, not always able to efficiently cover 
any form of needs and/or requirements implicated 

by the fast growth of the global information 
society. There is no doubt that only a kind of 
“robust” involvement of incumbent operators is 
able to achieve such an important perspective and, 
consequently, Europe urgently needs to motivate 
them into embarking into such projects, by offering 
them appropriate and competitive incentives or 
terms/conditions for market deployment, espe-
cially by providing a clear regulatory framework. 
Otherwise, broadband development in Europe 
risks falling behind that of the USA or Asia, in 
turn affecting the future competitiveness of the 
region. A new (and properly updated) regulatory 
environment is needed now (Cave, Stumpf, & 
Valetti, 2006), one that will encourage invest-
ment and promote broader FTTx deployment by 
incumbents, but also able to stimulate alternative 
operators to participate in such developments as 
well (Jones, 2007). USA and Asia may provide 
good regulatory examples and/or (best) practices, 
where actions such as investment promotion and 
deregulation of new infrastructures, and restric-
tion of ULL policies, have motivated large FTTx 
developments without affecting the healthy com-
petition in the market.

In any case, several international approaches 
have so far demonstrated that deployment of fiber 
cannot be justified by short-term financial ratios, 
but rather by longer-term concerns about the 
shape of user demand and competitive pressures. 
The European Commission has already realized 
the need for an efficient new/updated regulatory 
framework, and the first rulings are expected 
very soon, as the current regulatory framework 
is actually under extended review. There is cur-
rently confidence that these rules will be drafted 
so as to efficiently enable Europe to enter the 

Figure 3. A carrier-neutral open-access FTTH scheme illustrating the three major operational roles
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worldwide optical access race and tackle its slow 
FTTx growth rate. The year 2009 might then be 
a period where further optical access deployment 
across Europe may occur.

Another positive note is that even in today’s 
“unclear” environment, some major European 
incumbents (WIK-Consult GmbH, 2007b) such 
as France Telecom2, Deutsche Telekom3 (WIK-
Consult GmbH, 2007a), and others4, have already 
embarked into pilot fiber-based projects (Mon-
tagne, 2006) and started deploying several types 
of optical access networks of various architectures 
(Ruderman, 2007), possibly feeling the pressure 
from the increased competition by the alternative 
operator-owned networks, as well as realizing 
the inevitable bandwidth demand rise that is 
expected. These operators are now deploying 
or making plans to deploy combined FTTN and 
VDSL solutions. It is important, here, to make an 
explicit distinguish between FTTN solutions and 
FTTH options. The former case deploys fibre optic 
cable all the way to an intermediate node located 
between the operator’s central office (CO) and 
the user’s terminal (The “node” is typically the 
street cabinet). Last mile connection termination 
is generally supplied by the phone line’s copper 
infrastructure and appropriate xDSL equipment, 
particularly with VDSL2 options.

By “shortening” the copper infrastructure 
(i.e., up to the street cabinet instead of the MDF 
(Main Distribution Frame)) it becomes possible 
to achieve transmission speeds of up to 50 Mbit/s 
upstream (5 Mbit/s downstream) with VDSL ac-
cess (for distances of 1,000 m or less from the 
street cabinet to the customer).

This type of configuration can guarantee and 
deliver very high speeds, but still depends on how 
close the node is to the user’s building (up to 100 
Mbps at less than 300 meters from the distribution 
node for VDSL2). When the intermediate node is 
a street cabinet, problems of coexistence can occur 
(signal disruption) with ADSL equipment installed 
by other operators, and lead to complex scenarios 
if the VDSL is unbundled. Also, FTTN+VDSL 

architectures remain asymmetrical. VDSL2 has 
begun to be deployed, with one of the largest scale 
roll-outs, as already mentioned, being undertaken 
by Deutsche Telekom in Germany. There are 
three main considerations for incumbents to roll 
out FTTN-based solutions (Amendola & Pupillo, 
2008): (i) First, due to the expected revenue upside, 
as incumbent operators believe that the superior 
capability of VDSL2 will allow them to charge 
premium prices; (ii) Secondly, due to cost savings 
from reduction in operating expenses and from the 
planned closure of many central offices when the 
VDSL2 network is completed, and; (iii) Thirdly, 
due to the responding strategic evaluation, as 
deployment of VDSL2 is a rational way to face 
competition from cable companies and defend 
market share against triple play cable offering.

As to FTTH, it is a solution that uses fibre optic 
cable from end-to-end between the central office 
and the user’s premises. FTTH networks can be 
deployed using two distinct configurations: point-
to-multipoint (fibre optic cable not dedicated to 
users but shared upstream of an intermediate node) 
or point-to-point (where each user has dedicated 
fibre optic cable from end-to-end). Concerning 
point-to-multipoint configurations, a distinction 
needs to be made between passive and active 
networks such as double star Ethernet.

Furthermore, FTTH deployment is strongly 
hindered by the cost of construction, which cur-
rently appears to be higher in Europe than in 
other territories. The main reason for this is that 
in much of the US and in Japan, it is possible to 
use aerial fiber. In many cities in Europe, cost of 
digging in fiber, including the final drop, is very 
high, and regulation in some cases may be oner-
ous, increasing this cost further.

There is still, obviously, the issue of which 
optical platform to deploy, and a common trend 
has not emerged yet. Most open-access munici-
pality networks have opted for simple point-to-
point active Ethernet as it provides a number of 
manageability advantages that are attractive for 
such shorter-scale carrier-neutral networks (Van 
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den Hoven, 2007). Incumbents, on the other hand, 
may possible follow the example of their US 
and Japanese counterparts, and choose a point-
to-multipoint PON solution, where the battle 
will be between GPON and EPON (Rubenstein, 
2005). There is also the question of whether 
to temporarily follow a FTTN hybrid solution 
(i.e. one that features deployment of fiber deep 
into the access network and the last drop to the 
subscriber is through the existing copper plant, 
possibly through VDSL) as a shorter-term less 
expensive solution.

In any case, further market growth and the 
expected exponential demand for bandwidth 
(mainly for video-related services) will affect 
deployment of all related infrastructures. The 
European regulation will play a very important 
role in determining the speed of the build-out, and 
decisions at both local and European level could 
have a major impact.

cONcLUsION

In this work, we have presented an overview of 
the emerging optical access network implementa-
tions, which promise to offer an innovative solu-
tion to the access network bottleneck problem. 
Such implementations can deliver exceptionally 
high bandwidth to the end-user, tremendously 
higher than any existing copper-wire based so-
lution. They can, therefore, create a plethora of 
new business opportunities and pave the way for 
the introduction of advanced services that will 
pertain to a truly broadband society. Mass de-
ployment projects are underway in Asia and the 
USA (with both continents featuring astonishingly 
high FTTH adoption rates), with passive optical 
networks being the preferred format. Europe is 
lagging in relevant developments, mainly due 
to the currently unclear European regulatory 
framework that is unable to predict the regulatory 
treatment of FTTH and consequently discourages 
incumbent operators in investing in these exciting 

technologies. Currently most deployed networks 
in Europe are owned by municipalities or utility 
companies and operate on open-access schemes. 
They are typically based on point-to-point ac-
tive Ethernet. There are also a number of trials 
being conducted by some incumbents, which are 
based on PON formats similar to USA and Asia. 
However, a new regulatory environment that re-
lates to new access fiber installations is urgently 
needed now, in order to foster investment and 
promote large-scale deployment if Europe is to 
tackle its slow FTTH growth rate and stay on the 
broadband race, benefiting industry, commerce, 
public services and the future competitiveness of 
its economy in general.

This regulatory environment should consider 
the nature of the innovative service markets that 
are likely to emerge due to these ultra high-speed 
access networks, and, very importantly, the high 
levels of upfront deployment CAPEX required 
from telecommunication operators. In this sense, 
it may be beneficial for EU policy to promote 
and encourage public investment in passive in-
frastructures (trenches, ducts, pipes etc) so as to 
lower the initial construction costs and provide 
incentives for a network operator wanting to enter 
the FTTx arena, who, in turn, should focus in 
providing the opto-electronic and other network 
related infrastructure.

Overall, the regulatory framework for FTTx 
should provide certainty to investing compa-
nies, stimulate innovation and investment, and 
increase competition. With regard to the latter, 
a decision should be made whether to promote 
infrastructure competition or services competition 
(or both) among telecommunication players, as 
this should determine also the degree to which 
publicly-funded facilities infrastructure building 
will be utilized. Another issue to consider will 
be the entrance of new players once initial FTTx 
installations are deployed. While continuous in-
frastructure investment and service competition 
should be promoted, this should not be done in 
a way that discourages initial large-scale instal-
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lation efforts, risking their long-term economic 
viability.

Obviously, the complexity of the issues sur-
rounding the FTTx market, makes the task of 
compiling an efficient EU regulation framework 
far from an easy one. However, it is of outmost im-
portance that the European Commission indicates 
fast which regulation direction will be taken, the 
type of competition that will be encouraged and 
the improvements to be undertaken, as this will 
shape Europe’s future networks and significantly 
affect its economy and business.
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ENDNOtEs

1 This chapter reflects the personal views and 
opinions of the authors, and does not rep-
resent the official views of their respective 
employing institution.

2  France Telecom began testing a pure FTTH 
solution (based on GPON) in Paris, the sur-
rounding area and the main cities as well 
(Lille, Lyon, Toulouse, Poitiers, Marseille) 
to cover several thousand subscribers in June 
2006. The solution was based on GPON 
technology. The original budget estimation 
was 270M€ till 2008, with a perspective of 
reaching 3 to 4.5 billions € till 2012. France 
Telecom is currently rolling out fibre in its 
ducts, which were inherited by the former 
monopoly. A certain number of these ducts 
are not occupied and can be used to roll 
out FTTH networks. At the time of the ini-
tiation of the project (2006), the company 
expected to pass 1 million homes by the end 
of 2008.

3  Deutsche Telekom (DT) was the first to 
announce a large scale plan (investment 
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of 3 billion Euros (with € 500 million of 
these for the first stage of the project) and 
objective to deploy very high speed access 
infrastructure based on VDSL2 in 10 cities 
by the end of 2006, and 50 cities by the end 
of 2007. The company intended to invest 
in a VDSL network (combining fibre optic 
to the curb/node and VDSL on the copper 
sub-loop to the subscriber), having exclusive 
access to the infrastructures deployed. This 
project has, however, created conflicts with 
the European Commission in Brussels which, 
running contrary to an agreement previously 
negotiated with German authorities, required 
that DT make its infrastructures available 
to third parties. The European Commission 
refused the original company’s request, cit-
ing application of the regulatory framework 
that requires access to be provided to any 
interested third party, even for partial use of 
the copper loop. The European Commission 
ordered the German government to “reverse” 
its initial decision to give DT exclusive use 
of its new FTTN-VDSL2 network. Nego-
tiations are nonetheless still possible over 
the tariffs that DT can set for access to the 
network, which will not necessarily be cost-
oriented, and could factor in the financial 
risks being shouldered by the operator. In 
the same scope, although France Telecom 
has announced a new infrastructure deploy-
ment based on VDSL2 technology, only a 
limited number of sites have been realized, 
on an experimental basis, until the European 
unbundling debate becomes clear.

4  Along with Deutsche Telekom, Swisscom 
in Switzerland was due to launch com-
mercial VDSL2 services in summer 2006, 
and planned on having half of all Swiss 
households covered by its VDSL network 
by 2007. KPN in Netherlands and Belgacom 
in Belgium have also chosen FTTN + VDSL 
solutions to deliver very high-speed access 
to the Internet. Among the major European 
nations, the UK, however, demonstrates the 
least inclination to “move” toward fiber, and 
although British Telecom (BT) has been 
experimenting with FTTH for almost two 
decades, it does not currently consider a 
specific case or scenario to deploy it. In fact, 
BT considers the “joined FTTC + VDSL” 
case as a “potential near-term solution”, 
apart from some specific direct FTTH de-
ployments (for some green-field builds). As 
municipal government is weak and depends 
on central funding, there are no significant 
local initiatives for fiber deployment.
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INtrODUctION

Optical access is the use of optical fiber to span the 
“local loop,” or “last mile” of network transmission 
between a central office or point of presence and the 
customer premises. The idea of using optical fiber 

to connect last-mile equipment to the customer edge 
has been pursued for decades, but critical economic 
factors have only recently aligned to facilitate large-
scale deployment.

Bandwidth demand is driven by new consumer 
and business applications such as High-Definition 
TV (HDTV), Web advertising, e-commerce, tele-
medicine, high-quality videoconferencing and 

AbstrAct

The access network is the last loop, or last mile, in the provider network between the central office (CO) 
or point of presence (PoP) and the customer premises. Competitive pressure to provide high-bandwidth 
services (such as video) to consumers, and Ethernet transport to enterprises, is forcing service providers 
to rebuild their access networks. More optical fibers are being added in the last mile to meet these new 
bandwidth demands since legacy access networks have not been sufficient to support bandwidth-intensive 
applications. This chapter reviews the multiple definitions of “optical access” and the migration from 
direct copper loops to a variety of optical architectures, including Synchronous Optical Networking 
(SONET), Synchronous Digital Hierarchy (SDH), Fiber to the x (FTTx), Ethernet and wavelength 
delivery. Key business drivers such as carrier competition, bandwidth needs, and the reliability and 
service level agreement issues of optical technology are covered. The chapter concludes by consider-
ing the near future of optical access product trends and key optical deployment options in applications 
such as cellular backhaul. The data presented in this chapter is mainly based on our recent deployment 
experience in the North American optical access market segment.
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interactive gaming. This demand creates new 
revenue opportunities for service providers, who 
are seeking ways to compensate for the steadily 
eroding revenue stream from traditional voice 
applications.

The traditional copper-based access network 
has gone through a number of technology upgrades 
in recent decades. Advances were made to drive ca-
pacity per loop from a single voice channel up to a 
full Digital Signal 1 (DS1), also known as T-carrier 
(T1), of 28 channels (ANSI, 1991). Copper span 
distances also have consistently been improved 
via repeated T1 and various High bit-rate Digital 
Subscriber Line (HDSLx) technologies. Finally, 
the embedded copper plant has been stretched to 
provide significant data services by the use of a 
family of Asymmetric Digital Subscriber Line 
(ADSL) and Very High Bit-rate DSL (VDSL) 
solutions. These advancements have extended the 
useful life of the copper-based access network, 
but they are not able to scale to the much greater 
bandwidth levels now being targeted for new data 
services (Yue & Mocerino, 2007, p.1).

Optical access technologies have also been 
undergoing generational improvements in the 
last ten years, as technology has migrated from 
equipment platforms, which were deployed previ-

ously in the core network. Optical access products 
have become more affordable, more feature-rich, 
and more broadly available from a wide range of 
vendors. Advancements in the manufacturing of 
fiber optic cable have also seen steady progress, 
which has led to higher quality and lower prices. 
This has virtually eliminated any price premium 
when a service provider considers copper or fiber 
installation in new access construction. Today fiber 
deployment is the strategic choice when service 
providers choose to invest in new infrastructure 
for both residential and business access.

The optical access network has finally deliv-
ered on the promise of becoming an effective and 
economical choice for network operators who are 
driving innovative new services to the customer 
edge. Figure 1 shows the multiservice offering 
delivered via the broadband access network.

bAcKGrOUND

In the last decade, unprecedented levels of Internet 
usage and the need for new broadband applica-
tions have created exploding demand for emerging 
digital video and high-speed data services. In the 
U.S., the Federal Communications Commission 

Figure 1. Multimedia Service Offering via Broadband Access Network
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(FCC) mandated a plan for television stations to 
convert from traditional, analog National Televi-
sion Standards Committee (NTSC) to Digital TV 
(DTV). This was completed mid-2009.

The world is entering the new broadband era; 
people across the globe are beginning to experi-
ence true broadband services. The ultimate goal 
is to deliver high-quality multimedia services, 
including voice, data and video, to users at home, 
in transit, or at their workplace. This universally 
accessible content will deliver a completely new 
user experience, which has never been possible 
before.

The increasing demand from users for this new 
experience affords service providers opportunities 
for expansion and increased revenue from digital 
video and data services. However, there are a 
number of hurdles that must be overcome before 
the access network infrastructure can provide a 
consistent, reliable, high-speed network between 
the customer and the application service centers. 
Service providers have already invested heavily 
in upgrading the transport bandwidth of their 
core networks. Reconfigurable Optical Add Drop 
Multiplexer (ROADM) and Dense Wavelength 
Division Multiplexer (DWDM) products have 
greatly expanded the capacity of core networks 
and simultaneously improved the flexibility of 
configuring transport paths. The process of upgrad-
ing the access network has lagged behind; relying 
instead on incremental improvements provided 
by changes in the use of existing copper-based 
access technologies.

Enterprise LANs, Wi-Fi hotspots, or campus 
Private Branch Exchange (PBX) networks can 
consume megabits to gigabits of transport through-
put. Existing copper-based technologies such as 
DSL or cable modem, over a standard 12,000-foot 
access loop, can only provide several megabits. 
This mismatch of required service to offered rate 
becomes the bandwidth bottleneck, limiting the 
service provider’s ability to deliver new broadband 
services, like HDTV, which require very high 
bandwidth to deliver good signal quality.

Fiber has been available for years, but the cable 
was expensive and there was limited customer 
demand for the few high-speed services offered by 
carriers. Fiber deployment was generally limited 
to dense metropolitan areas where a number of 
customers could be grouped together to amortize 
the high cost of fiber installation. This situation has 
changed because numerous factors have lowered 
the cost of fiber installation. For example, the 
price of fiber optic cable has been significantly 
reduced to eliminate any premium over copper 
cable; a wider variety of fiber cable types exist to 
fit application needs specifically; and fiber splic-
ing and termination procedures have improved, 
eliminating specialized training and reducing the 
time required for site installation. These advances 
have made fiber the media type of choice for new 
builds in a variety of industries like Telco plant, 
intra-building office, and residential neighbor-
hoods. Fiber is future-proof and can be scaled 
and upgraded to meet future demand in the same 
strand of glass, which protects the infrastructure 
investment.

Fiber penetration in the U.S. access network 
extends to only 10-12% overall. Remaining 
locations still have no fiber access facilities and 
represent a large opportunity for future optical 
fiber deployment to deliver broadband Ethernet 
and IP-based services.

Description of Optical Access

Optical Access is the use of optical fiber to span 
the “local loop,” or “last mile,” of a network. The 
access network is implemented with a wide vari-
ety of technologies and products for business and 
residential services like Passive Optical Network 
(PON), Wave Division Multiplexing (WDM), 
SONET/SDH (Telcordia, 2001) and Ethernet. 
Figure 2 shows samples of optical access prod-
ucts. This section discusses various optical access 
architectures and their impact.

Fiber-To-The-Home (FTTH), also known 
as Fiber-To-The-Premises (FTTP), is being de-
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ployed by many service providers to deliver a 
new generation of combined voice, video and 
data applications, or groups of services known 
as “triple play” over a single service connection. 
Typically a FTTH network is implemented us-
ing one of a variety of PON technologies (FTTH 
Council, 2006).

In a PON network an optical line termination 
(OLT) product is placed in the central office and 
connects to the service provider’s voice, video, 
and data transport facilities. The OLT extends a 
number of fiber optic connections to the access 
network where each fiber connects to a passive 
splitter. The signal is split onto 32 or more fiber 
optic feeder lines, each of which connects to an 
Optical Network Terminal (ONT) device typically 
located on the side of a home or business.

PON networks have many advantages. Their 
all-optical design allows for high bandwidth de-
livery. Passive devices at intermediate network 
points reduce operational issues associated with 
the deployment of power systems and correction 
of power interruptions. Centralized switching 
and management control at the OLT reduces 
operational complexity. Lastly, the ability of 
the OLT to scale to support hundreds of remote 
ONT devices reduces overall space, power and 
per-line costs.

A variety of PON technologies have evolved 
which are driving bandwidth ever higher and 

driving down the deployment costs per bit trans-
ported. Initial deployments of PON focused on 
ATM-based broadband PON (APON), which led 
to Broadband PON (BPON) (ITU-T, 2002; 2005a; 
2005b) and Ethernet PON (EPON) (Institute of 
Electrical and Electronic Engineers, 2004, p.25). 
BPON simplified operations and increased down-
link stream bandwidth to 622 Mbps but itself was 
exceeded by EPON, which is designed to provide 
an Ethernet-based system with 1.25 Gbps connec-
tions. However, when split into 32 or more ONTs, 
even these high-downlink bandwidths may not 
have the capacity to provide enough throughput 
to support a full assortment of triple play services. 
Specifically, the demands of HDTV services 
may quickly exhaust the available bandwidth. 
To address this concern, the Full-Service Access 
Network (FSAN/ITU-T) committee has defined 
the Gigabit PON (GPON) standard (ITU-T, 2003, 
p.2). The GPON standard increases downlink 
bandwidth up to 2.5 Gbps, increases the possible 
number of ONTs per splitter, and improves Quality 
of Service (QoS) compared to earlier generations. 
In North America, service providers are moving 
toward GPON as the preferred PON technology. 
However in Asia, EPON established substantial 
early deployment and is continuing to expand its 
footprint.

Looking forward, service providers are dis-
cussing options to provide 100 Mbps residential 

Figure 2: Optical Access Products
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access, which would enable delivery of premium 
bandwidth services and richer applications to 
residential customers. Both the IEEE and FSAN 
have begun studies of 10G PON systems as pos-
sible future enhancements to achieve these service 
provider goals.

However, even with the advantages provided 
by PON, the technology has shortcomings. Most 
notable is that it requires a full optical fiber con-
nection to every residential or business node. These 
connections are not commonly available today and 
require new construction and all the associated 
costs of acquiring right-of-way, trenching and 
installation, which can be very high.

A number of service providers are address-
ing this construction issue by taking a pragmatic 
approach and developing hybrid solutions that 
leverage the existing, installed residential copper 
access lines and pairing them with an optical access 
concentrator such as a DSLAM. These carriers are 
implementing a Fiber-To-The-Curb (FTTC) or 
similar Fiber-To-The-Node (FTTN) architecture. 
The FTTC network uses optical access solutions 
from a central office to a DSLAM node in the 
residential area that terminates the optical path. 
The DSLAM is responsible for differentiating 
the voice signal, which is sent to a voice switch, 
from the data signal, which is high-speed Internet 
access, Internet Protocol TV (IPTV) or Video 
On Demand (VOD), and is directed to a Layer 2 
switch1 or Layer 3 router.

On the subscriber side, the DSLAM uses xDSL 
to drive service connections over the existing right-
of-way copper residential lines to a DSL modem 
inside the residence or business. With advances 
in ADSL2, VDSL, and VDSL2 technologies the 
FTTC architecture is able to provide very high 
bandwidth connections by extending the opti-
cal access to nodes within neighborhoods and 
thereby shortening the length of the final copper 
connection.

A business case study was done to assess the 
rate of return on capital investment in GPON 
versus copper infrastructure (Han, Yue, & Smith, 

2006, p.3). The study reviews three competitive 
broadband access architectures (see Figure 3) and 
then analyzes the economic perspectives that in-
clude comparisons of revenue streams, cash flows 
and cumulative discounts and respective payback 
years. The study confirmed that the FTTC DSL 
required lower up-front investment expenses and 
generated a faster payback period. However, the 
FTTH PON solution exhibited a faster growth in 
cash flow and overcame the higher initial expenses 
in only a slightly longer payback period.

Another key technology in the optical access 
area is DWDM which can provide direct wave-
length service to business users who require very 
high bandwidth services. DWDM technology al-
lows service providers to add hundreds of signals 
to the same fiber by sending the signals at different 
wavelengths. The technology has traditionally 
been used for inter-office, national long haul, and 
transoceanic optical networks. However, vendors 
are adapting these large DWDM products into 
smaller product versions, at lower price points, 
for use in access networks. A variant of DWDM 
is Coarse Wave Division multiplexing (CWDM). 
This technology is similar to DWDM but multi-
plexes fewer optical wavelengths onto the optical 
fiber at wider frequencies, and thus allows for 
lower product cost while still delivering adequate 
high bandwidth for access applications. CWDM 
is specified by ITU-T G694.2 and can support as 
many as 20 wavelengths on the same fiber. The 
use of the same fiber to carry multiple signals with 
different wavelengths can offer a scalable, low-
cost, high-bandwidth solution to avoid deploying 
extra fiber during future upgrades (Hinderthur & 
Friedric, 2003, p.1).

The prevailing solution for optical access, 
however, remains SONET and SDH. SONET and 
SDH are mature (Telcordia, 2001), established 
circuit-based technologies and have been the 
industry optical transport standard for a number 
of years. These technologies dominate access and 
transport infrastructure for business and wireless 
backhaul applications. They have a large installed 
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base because of their reliability, low cost, and large 
pool of trained technicians in the market place. 
Additionally, the SONET/SDH standard has been 
resilient against replacement, given that the stan-
dard is highly scalable with in-service upgrades 
possible and because it has already been integrated 
with service providers’ Operation Support Systems 
(OSS). SONET and SDH are similar technologies 
with slight bandwidth and overhead structure dif-
ferences for use in different parts of the world. 
These optical solutions are optimized for prevailing 
Time-Division Multiplexing (TDM)/ Plesiochro-
nous Digital Hierarchy (PDH) voice circuits but 
are being adapted to support new high bandwidth 
“Ethernet over SONET/SDH” (EoS) services with 
new pluggable optical modules (Mocerino, 2006)

A continuation of this hybrid TDM/Ethernet 
hardware configuration approach will be desirable 
as service providers transition their networks to a 
fully Ethernet- or packet-based architecture (Yue 
& Hunck, 2005, p.6). The recent Multiservice 
Provisioning Platform (MSPP) class of product is 
designed to be an optimized, cost-saving solution. 
MSPPs consolidate video, data and voice services 
on the existing deployed SONET/SDH-based 
network infrastructure, to provide all-TDM and 
Ethernet services, such as DS1/E1, DS3/E3, Opti-
cal Carrier-N (OC-N) and Synchronous Transfer 
Mode (STM-N) (Yue & Gutierrez, 2003a, p.7).

MSPPs are the current standard in transport 
equipment, combining the functions of Add/Drop 
Multiplexers (ADMs), switching/grooming, and 

Figure 3. FTTx Network Architectures
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data interfaces into integrated platforms. These 
are much more compact and energy-efficient than 
previous generations that use separate pieces of 
equipment. Equipment vendors have also been 
extending their product families and developing 
“mini” and “micro” MSPPs in very small form 
factors to target access applications, providing 
highly reliable direct SONET/SDH delivery 
to business and cellular tower locations (Yue, 
2006a, p.4).

The diverse nature of access networks means 
that a single technology or architecture will not be 
ideal for all applications. However, it seems clear 
that the copper-based access network is slowly 
being replaced with optical access in its many 
forms. SONET/SDH is still a key metro and ac-
cess technology, which is excellent for low-speed 
aggregation with ring-based protection and band-
width sharing. DWDM/CWDM has begun to move 
into metro and access applications as prices for 
solutions continue to drop. These technologies will 
likely gain additional application space as end-user 
bandwidth demands continue to rise, since these 
xWDM solutions are ideal for high-bandwidth 

point-to-point applications such as storage area 
networking, Fortune10002 private networking, and 
full Gigabit Ethernet service. Figure 4 illustrates 
various optical access architectures involving 
direct SONET or wavelength services.

rEAsONs FOr DEPLOYING 
OPtIcAL AccEss ArcHItEctUrEs

Bandwidth demand and the proliferation of new, 
high-bandwidth applications are the main reasons 
for deploying an optical access architecture.

bandwidth Demand

Bandwidth demand has significantly increased 
in three connectivity areas: Fortune 1000 busi-
ness access, residential access, and cellular tower 
backhaul.

Fortune 1000 business access has been the 
traditional driving force behind optical access 
deployments. Large companies demanded optical 
access to their office locations and were willing 

Figure 4. Various Optical Access Architectures
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to pay a premium for dedicated, highly reliable, 
high-bandwidth connections, which were impos-
sible to provide with the copper-based access 
network.

Residential access has been slower to develop 
but is now arguably an even larger influence on 
optical access deployment than Fortune 1000 
business access. The copper-based access network 
gradually met the residential challenge with the 
introduction of ADSL and cable modem tech-
nologies. These technologies continued to make 
incremental improvements but are now approach-
ing their limits in term of cost and bandwidth. 
Recent residential network architectures that use 
high bandwidth are key drivers in the deploy-
ment of optical fiber from the central office to 
neighborhood cabinets, which then extend copper 
VDSLx to homes.

Finally, a new driver for optical access has been 
the growing bandwidth demand at cellular towers. 
As more users adopt cellular and subscribe to new 
mobile data services offered via Evolution-Data 
Optimized (EVDO), Worldwide Interoperabil-
ity for Microwave Access (WiMAX) and Long 
Term Evolution (LTE) networks, the bandwidth 
requirements of every cell site grow substantially 
(WiMAX Forum, 2007).

Optical systems are required to deliver the 
needed bandwidth and wireless carriers are asking 
backhaul service providers to provide Ethernet 
service offerings as an alternative to traditional 
DS1 circuit-based backhaul, which does not scale 
economically (Fujitsu Inc., 2006).

Emerging High-bandwidth 
broadband Applications

One residential application that is clearly gain-
ing dominance is HDTV programming. Digital 
broadcasting will become effective in the United 
States in 2009 and many homes already subscribe 
to digital television cable modem or xDSL systems. 
As digital television becomes the norm, service 
providers must differentiate their offerings by 

being able to offer consumers a high number of 
HDTV channel options. Today, each HDTV chan-
nel requires approximately 20 Mbps of bandwidth. 
Considering that many customers desire multiple 
simultaneous channels so that the family can view 
different programming on different television 
sets, it is apparent that this one application could 
consume most of the bandwidth on a residential 
access link (Han, Yue & Smith, 2006, p.3).

Traditional voice applications do not require 
much bandwidth, but new applications are com-
bining voice with video and data elements. For 
example, voice communication is now a part of 
instant messaging, e-learning, virtual conferenc-
ing, and webinar3 applications. Low latency, high 
quality and high bandwidth are required for these 
applications

Another new application that has become 
viable with the introduction of larger bandwidth 
to residential and business locations is improved 
security surveillance. Surveillance cameras which 
stream video into private networks or even the 
public Internet are gaining acceptance for home 
security, school security, business and even traffic 
monitoring. These emerging technologies, with 
high-bandwidth requirements, will help to protect 
lives and valuables.

Online gaming is another popular application 
that has grown into an extensive world market 
that drives bandwidth demand. New games are 
continually introduced with higher resolution 
graphics, more realistic animations, and expanded 
interactive play options. The user experience can 
also be improved by increased bandwidth, which 
serves to reduce latency and improve the game 
play response times.

Other new gadgets and devices like smart 
phones, MP3 players, and YouTube have increased 
exponentially the amount of music and movies 
downloaded worldwide. You can even watch 
TV series, soap opera and movies real time on 
a Web site.

For business enterprises, a number of drivers 
are fueling the need for added bandwidth con-



33

Optical Access Comes of Age in a Packet-Delivery World

nectivity. First, applications such as remote data 
backup of business-critical information to diverse 
physical storage locations have become a critical 
issue for companies of all sizes. A very high-speed 
uplink is required for this application.

Second, corporate expansion has fueled de-
mand for Metropolitan Area Networking and 
Wide Area Networking beyond just the Fortune 
5000-sized organization. There is increased 
demand for optical access bandwidth to many 
campus locations. Also many businesses expand 
globally and then require a private network to con-
nect different offices in a fast, secure and reliable 
way. Private networking like this has given rise to 
Virtual Private Network (VPN) services.

A VPN is a private network that uses a public 
network to connect remote sites or users. Instead 
of using a set of dedicated, costly leased lines, a 
VPN uses “virtual” connections routed through 
the carrier’s network, and even the Internet from 
the company’s private network to the remote site 
or employee. This application has been widely 
accepted by business enterprise and it has driven 
a demand by employees for “access” points such 
as at hotels and conference sites.

WiMAX, based on the IEEE 802.16 standard, 
and the Third-Generation Partnership Project’s 
Long-Term Evolution (3GPP LTE) are seen by 
the industry as the two leading technologies to be-
come the fourth-generation (4G) mobile standard. 
The ITU is still in the process of developing the 
4G specification, known as International Mobile 
Telecommunication – Advanced (IMT-A). Ratifi-
cation of this specification is not expected before 
the year 2010. The new expected capabilities of 
these IMT-A systems will be able to support ~100 
Mb/s peak data rate for high mobility access and 
~1 Gb/s for fixed or nomadic low-mobility access 
with high quality and secure connections. Figure 
5 shows the WiMAX and LTE path to IMT-A. It 
shows the huge performance improvement from 
2G to the 3G networks and then a leapfrog to the 
4G networks. Higher link speed and lower latency 
performance will help to dramatically improve 

the user experience. Internet browsing and file 
downloading experiences from the 4G network 
will be competitive with wireline broadband like 
DSL, cable, or Fiber to the Home (FTTH) in the 
near future.

Today most wireless service providers in the 
U.S. lease T1 facilities for the access network 
backhaul from cellular towers. Recent modest 
increases in backhaul bandwidth requirements 
have been meet by simply adding an additional 
leased T1 facility to each cellular tower. However, 
as wireless service provides look to the creation 
of new bandwidth intensive services they are 
beginning to upgrade wireless base stations to 
support 4G technologies such as WiMAX and LTE 
(WiMAX Forum, 2007). Increasing the number 
of leased T1 facilities to these 4G tower sites is 
not an economically attractive option given the 
high number of T1 lines required and the associ-
ated recurring monthly lease expenses. Instead, 
an optical access solution can be deployed which 
provides a single high bandwidth connection 
facility and a much-reduced monthly leased cost 
per bit transported.

We are on the threshold of the new broadband 
era. Applications and services drive bandwidth 
demand in the network. Data traffic is increas-
ing rapidly on broadband networks as more 
bandwidth-intensive services are launched. The 
user experience is determined by the end-to-end 
capability of the network. The increase in current 
network performance requirements could be ten-
fold in order to meet the true broadband services 
requirement. Optical access can offer faster speeds, 
lower cost per bit, and greater convenience with 
enhanced multimedia quality to the customers as 
compared to copper access.

DEscrIPtION OF EtHErNEt

Ethernet was initially developed as a LAN tech-
nology. The biggest challenge in deploying Eth-
ernet service in the Metro Area Network (MAN) 
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or Wide Area Network (WAN) is how to offer 
carrier-class features with a more reliable and 
manageable solution than Ethernet running in the 
LAN environment.

Many standards bodies, including the IEEE, 
ITU, Internet Engineering Task Force (IETF) and 
Metro Ethernet Forum (MEF), are working to de-
fine new capabilities to make Ethernet services as 
reliable as traditional TDM services. Ethernet has 
been successfully reinvented and applied in the 
service provider networks. Key features like QoS 
and Operations, Administration, and Management 
(OAM) have made Ethernet more carrier-grade 
than before. Ethernet has been used in this context 
as a service and a networking technology, not just 
an interface. The MEF has defined “Carrier Eth-
ernet” as a ubiquitous, standardized, carrier-class 
service defined by five attributes that distinguish 
Carrier Ethernet from familiar LAN-based Eth-
ernet. The five attributes are:

Standardized services• 
Quality of Service• 
Scalability• 
Service Management• 
Reliability• 

The MEF has so far defined two types of Eth-
ernet services that provide connectivity between 
two or multiple geographically dispersed locations 
and additional service types are being developed. 
The two currently defined MEF service types are 
E-Line and E-LAN. E-Line is a point-to-point 
private line service that provides Ethernet access 
to layer 3 services like IP VPN and Internet access. 
A point-to-point Ethernet Line service provides a 
symmetrical Ethernet connection between two sub-
scriber locations. A point-to-point E-Line service 
is similar to a permanent virtual circuit (PVC) type 
of connection, but is less expensive and simpler to 
manage than a Frame Relay or ATM PVC.

Figure 5. Path to IMT-A
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E-LAN service is a multipoint service that pro-
vides layer 2 VPN and transparent LAN services. 
E-LAN service provides Ethernet connectivity 
among multiple subscriber locations over the 
WAN, using Virtual LAN (VLAN) to segregate the 
subscriber traffic. E-LAN is much less expensive 
and simpler to implement and manage than on a 
Frame Relay and ATM network since E-LAN has 
a much lower equipment cost. Figure 6 illustrates 
the MEF definition of E-Line and E-LAN services 
(MEF Forum, 2008).

Enterprise users are attracted to carrier Ether-
net because it is expected to provide them with 
a universal jack that allows bandwidth growth, 
addition of connections, and addition of new 
services without requiring a service truck roll. 
These benefits will potentially save significant 
operation costs. For example, to increase band-

width to a customer today may require the physi-
cal addition of a T1 facility. This T1 deployment 
process may take multiple weeks to implement 
in a current network as the order rolls through the 
organization and equipment is deployed, verified, 
and turned-up for service.

As more and more services migrate to packet 
or IP-based technologies, Ethernet becomes the 
interface of choice for the next-generation packet-
based network (Yue, 2006b). An Ethernet interface 
can potentially be less expensive than a SONET 
interface and provides a more cost- efficient way 
to aggregate and backhaul residential services. 
Ethernet interfaces are also becoming a common 
interface on many type of products and can now 
be found in a wide variety of service provider 
networking equipment, such as video servers, 
switches, service routers, core routers, WiMAX 

Figure 6. MEF-defined E-Line & E-LAN services
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base stations, GPON OLT, DSLAMs and so on. 
Figure 7 illustrates Ethernet as the universal jack 
access interface.

However, in reality Ethernet is not yet a true 
replacement option. There are still problems to 
solve. Management of the new data network, for 
instance, will be a key issue. Additionally, service 
providers are comfortable with the current mode 
of circuit-based operations, and any change will 
require new training and education across many 
organizations in order to effectively deploy packet-
based solutions. Also, a successful Ethernet service 
offering will likely require carriers to be able to 
deliver a consistent and high quality service experi-
ence to customers across a wide geographic area 
in order to capture corporate metropolitan area 
networking and VPN business. This will require 
carriers to define common service characteristics 
across a variety of vendors’ equipment and will 
lead to vendor interoperability requirements as 

well as requirements for equipment protection 
and timing/synchronization coordination.

A number of service providers have already 
started down the path of delivering Ethernet 
services. The majority of deployments have fo-
cused on E-line solutions using either Ethernet 
over SONET/SDH dedicated circuits or Ethernet 
over WDM point-to-point wavelengths (Hub-
bard, 2008). These E-line solutions more closely 
model traditional circuit-based services and can 
be supported in existing operational support 
systems (OSS).

E-LAN solutions have also been deployed 
and are generally best effort services using dedi-
cated fiber optics over the last-mile connection 
to customer locations. These data centric service 
offerings differ considerably from circuit-based 
solutions and have often been managed outside of 
the traditional operation support systems of large 
service providers.

Figure 7. Ethernet as universal jack
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tHE NEED FOr A sErVIcE-
LEVEL AGrEEMENt (sLA)

A SLA is a formally negotiated agreement or 
contract between customers and their service 
provider, or between two service providers. An 
SLA usually specifies the levels of availability, 
throughput, delay, jitter, or other attributes of the 
service. Some SLAs even specify penalties in the 
case that these quality and reliability levels are 
violated.

Customer demand for SLAs has been increas-
ing over the last decade. As companies have ex-
panded their data networking needs they have often 
used VPN services rather than invest in their own 
network construction. This use of VPN services 
means that business critical data is carried over 
a network that the business does not control. An 
SLA allows a business to gain some measure of 
reporting and assurance from the service provider 
that the quality of the transport network will not 
impact their business operations.

SLAs, performance monitoring collection, 
fault isolation, and reporting have all been devel-
oped over time for the existing SONET/SDH and 
WDM transport networks. Service providers are 
now working with equipment vendors and various 
standards bodies to develop similar capabilities 
for the Carrier Ethernet network. Different data 
traffic types: voice, video and data, require dif-
ferent delay and jitter characteristics for best 
performance, which must be monitored (Yue & 
Gutierrez, 2003b). Also, traffic from a number of 
different customers may be multiplexed into the 
same physical port on a transport network piece 
of equipment. In this case, each customer’s traffic 
must be kept isolated from others but also provide 
information per flow on end-to-end performance. 
Finally, trouble shooting on problematic flows 
will be necessary without impacting service to 
all customers. Today, many service providers 
substantially over-provision their network capac-
ity so that congestion issues can be minimized, 
SLA performance can be guaranteed and penal-

ties avoided. However this comes with the cost 
of network inefficiency and does not scale well 
to extensive deployment models.

This SLA reporting requirement represents a 
considerable issue to be addressed before carrier 
Ethernet will achieve full deployment.

Apart from the network QoS requirement, suc-
cessful broadband deployment requires a highly 
reliable network infrastructure. It requires carrier-
grade service, which specifically means that the 
service must be operational with “five nines” of 
reliability (a telecommunications industry term 
for 99.999% circuit availability, meaning the 
percentage of the time a network is functional 
and available for use by its subscribers) on a 24x7 
basis, to minimize service impact to subscribers 
due to network outage. It requires low latency 
and jitter for voice and video traffic.

The high reliability for carrier-grade services 
includes scheduled and unscheduled maintenance 
events. Scheduled events include software up-
grade, program/data backup, routine/scheduled 
maintenance. Scheduled events include hardware 
fault repair, software patches, problem diagnostics 
and some deferred maintenance repair.

Quick automated recovery and restoration of 
service after a fault greatly increases reliability. 
The quicker the recovery, the more often the system 
or service can go down and still meet the “five 
nines” criteria. System redundancy and robust 
upgrade procedures can provide a fast recovery 
time and minimize service interruption. High 
Mean Time Before Failure (MTBF) components 
that have very low probability of failure lead 
to maximal system reliability (McCabe, 2007, 
p.114).

Ethernet as a replacement 
for t1 in broadband backhaul 
for cellular base stations

One of the primary broadband wireless applica-
tions is to backhaul traffic from the base station 
(BS) into the core network. The present model for 
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most wireless operators is to lease T1 lines from 
the Local Exchange Carriers (LECs) to backhaul 
the wireless traffic. The current cost of leasing a T1 
circuit can be expensive, especially in rural areas. 
Additional T1 circuits must be added, at significant 
cost, to provide increased backhaul bandwidth 
as new high bandwidth wireless services such as 
Internet access, gaming, and email are adopted. 
These new services will increasingly be available 
to consumers as cell towers are upgraded to high 
bandwidth wireless radios that use Universal 
Mobile Telecommunications System (UMTS)/ 
third generation (3G) cellular technologies, Wi-
Fi, LTE (3GPP, 2007) and WiMAX (IEEE, 2005) 
technologies.

Wireless operators are looking for ways to 
reduce their operating expenses and avoid the poor 
scaling of simply adding additional T1 circuits. 
The use of optical access solutions to deliver 
carrier Ethernet ports for these applications will 
provide a lower price per transported bit. Also, 
these solutions will typically support easy up-
grades of bandwidth from 1Mbps up to 1000Mbps 
via a port provisioning process performed by a 
technician at a central management center rather 
than requiring a site truck-roll.

As more wireless applications become IP-
based, wireless operators will move their optical 
access and core infrastructure to IP based solutions 
(Eisenach, 2008, p.11). Table 1 shows the vari-
ous backhaul capacity requirements for current 
and future wireless networks. As next generation 
broadband WiMAX and LTE networks start to 
roll out, the backhaul bandwidth requirements are 

expected to hit at least 30Mb/s+ per cell site and 
then scale to hundred of megabits per second for 
future expansion (Han & Yue, 2006).

The data shows that when the wireless network 
migrates to 3G+ technologies, which require much 
higher backhaul capacity per cell site, the number 
of T1s needed in each site becomes unmanageable 
and is not cost-effective.

Optical carrier Ethernet becomes the choice 
for backhauling next generation broadband wire-
less traffic (Han & Yue, 2006). The physical layer 
will be either fiber or microwave for Ethernet 
transport. However, since Ethernet is still not a 
true replacement option during the transition, a 
hybrid TDM/Ethernet hardware configuration 
approach will be desirable as service providers 
transition their networks to a fuller Ethernet or 
packet based network. Figure 8 shows this; the 
service provider uses T1 interfaces to backhaul 
their GSM (2G) and UMTS (3G) traffic and in 
parallel uses Ethernet to backhaul 4G broadband 
traffic (like WiMAX or LTE) over the traditional 
SONET access network.

In another case, if the service provider is 
more comfortable with an Ethernet-only imple-
mentation, a second Outside Plant (OSP) cabinet 
containing the Ethernet network element (NE) 
is required at the tower. This NE provides the 
optical Ethernet access to the network. T1 traffic 
is transported via circuit emulation over Ethernet 
connection (MEF, 2008). (see Figure 9).

Backhaul bandwidth is a big problem to solve. 
Ethernet and IP will eventually be the transport 
protocol of choice whether the traffic is backhauled 

Table 1. Wireless Backhaul Capacity 

Voice 
Spectrum 

(Mhz)

Data 
Spectrum 

(MHz)

Voice Spectral 
Efficiency (bit/

Hz)

Data Spectral 
Efficiency (bit/

Hz)

Total Bandwidth 
(Mb/s) (assume 3 

sectors, peak usage: 
70%)

#T1s

GSM 2G 1.2 NA 0.52 NA 1.3 1

GSM / Edge 2.75G 1.2 2.3 0.52 1 6.1 4

HSDPA 3G NA 5 NA 2 21.0 14

LTE NA 5 NA 3.8 39.9 26
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via copper or fiber or microwave facilities when 
carrier-class Ethernet is ready to provide a high 
bandwidth and reliable backhaul link to connect 
the radio access network to the core network.

tHE FUtUrE OF OPtIcAL AccEss

Optical access solutions will continue to evolve 
in a number of directions to better service the 
distinctive needs of residential, business, and 
cell-tower backhaul applications.

Residential networks will continue to be 
driven by an ever-expanding appetite for band-
width as additional video, music, and social 
networking applications are conceived and 

adopted. Advances in Voice over IP and in the 
delivery of 911 services over IP will continue 
to drive residential focus towards a data centric 
environment.

Meeting this need will challenge service pro-
viders to enhance existing technology standards 
without complete infrastructure reinvestment. 
For example, continued advancements are un-
der study for extending PON span transmission 
distances and increasing splitting ratios; VDSL 
copper loop bonding to increase bandwidth and 
multiple-input-multiple-output (MIMO) tech-
niques for crosstalk cancellation; as well as new 
Data Over Cable Service Interface Specification 
(DOCSIS) 3.0 upgrades for cable providers all 
increase available bandwidth.

Figure 8. Wireless Backhaul Access Network with SONET Transport

Figure 9. Wireless Backhaul Access Network with Optical Ethernet
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The business access and cell-tower backhaul 
market segments are also beginning to converge 
on IP and Ethernet as a higher bandwidth solution 
with lower overall cost. Optical access products 
will be the primary elements to deliver these 
solutions. One key issue will be for service pro-
viders to make this transition without requiring 
a complete replacement of existing infrastruc-
ture. With that goal in mind, a number of hybrid 
optical access products will be introduced to 
help bridge the transition from the traditional 
SONET/SDH dominated access world to one 
that can also support true carrier-class Ethernet 
transport. A combination of SONET/SDH, packet, 
and wavelength service options integrated into a 
single base platform will simplify operations for 
large carriers. A single platform, deployed in an 
outside plant cabinet, could be initially configured 
for today’s SONET/SDH service delivery and 
be expanded with additional packet services or 
dedicated wavelength service in a simple “card-
add” process as needed. The lengthy site survey 
and installation process would be eliminated for 
a service provider to deploy additional cabinets 
for each service type as the network migration 
progresses.

cONcLUsION

Emerging broadband services and the need for 
CAPEX and OPEX savings drives the vision 
of an optical access network. The evolution of 
technology towards IP and Ethernet as a con-
verged transport solution is beginning to erase 
the barriers that traditionally drove the need to 
deploy different networks for different applica-
tions. Service providers are competing across 
the application spectrum and are bundling voice, 
data, video and even wireless services together 
to survive in this new environment where there 
is much less revenue per bit transported across a 
network. The need for a low-cost, operationally 
efficient, and performance-guaranteed network 

creates many challenges for service providers and 
equipment vendors. The next-generation, optical 
access market is still in its early stages. However, 
the increased penetration of the new packet-based 
broadband wireline and wireless technologies such 
as WDM, EoS, DSL, PON, UMTS, and WiMAX 
can help to bring an all-optical access network 
closer to reality.
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ENDNOtEs

1  Layer 2 switches and Layer 3 routers are 
computers that provide connectivity be-
tween networks or parts of networks. They 
transport, route and forward traffic over the 
network based on communications protocols 

such as Ethernet Media Access Control 
(MAC) addressing.

2  The Fortune 1000 is a list of the 1000 larg-
est companies in the United States, ranked 
by publicly available revenue figures. This 
list is maintained by Fortune magazine. The 
term “Fortune 1000” is also used generically 
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INtrODUctION: bAcKGrOUND

This chapter deals with the active optical access 
networks, usually referred to as AONs. In this type 
of optical access networks, sharing of optical fibers 
among users is implemented by means of active 
equipment, as opposed to the multiple-passive-

splitter approach employed in passive optical 
networks –PONs– (Venieris, 2007).

Generally speaking, an optical access network 
can be considered as the optoelectronic infrastructure 
installed in the access part of the telecom network, 
that is the part between the subscriber and the local 
exchange (Figure 1). This infrastructure contains 
both active equipment, (installed in the customer 
premises, the local exchange and sometimes in 

AbstrAct

In this chapter, active optical access networks (AONs) are examined. AONs are a special type of optical 
access networks in which the sharing of optical fibers among users is implemented by means of active 
equipment (as opposed to passive optical networks –PONs– where sharing is achieved by using multiple 
passive splitters). In active optical access networks, user-side units, known as Optical Network Units 
(ONUs), are usually grouped in access Synchronous Digital Hierarchy (SDH) rings and fiber-interconnected 
to a local exchange unit, known as Optical Line Termination (OLT). In AONs (as well as in PONs) the 
optical fiber (originally used in the trunk network) is introduced in the access domain, namely between 
the customer and the local exchange. Practically, this means that the huge bandwidth provided by the 
optical fiber becomes directly available to the normal user. Despite the obvious financial and techno-
economical issues related to the massive deployment of optical access networks, the possibilities and 
challenges created are enormous. This chapter examines the various units and modules composing an 
active optical access network and presents the basic procedures for implementing such a network.
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between) and optical fibers used to interconnect 
the above equipment. This situation should be 
contrasted to the conventional (copper) access 
network which is basically passive and merely 
contains the twisted-pair cable or cables installed 
between the subscriber and the local exchange.

From the topology point of view, the simplest 
optical access network would be a “direct-fiber” 
access network in which each customer would 
get his/her own pair of fibers (one fiber used for 
each direction of transmission). Such networks 
could provide very large bandwidths (nowadays 
a bandwidth-distance product of 500 Gbps.km is 
feasible), however they would be very costly due 
to the amount of fiber and active equipment used. 
Indeed, “direct-fiber” networks (also referred to 
as “star-topology” networks) are only deployed 
in cases where either the service area is small or 
key-account customers are to be served.

Usually, in optical access networks the “shared-
fiber” approach is used which anticipates the 
sharing of fiber (as well as active equipment) to 
reduce costs. It is not until the fiber cable gets 
relatively close to the customer that is split into 
customer-dedicated pairs of fibers. In active opti-
cal access networks, this split is implemented by 
means of active equipment (as opposed to passive 
optical access networks where sharing is achieved 
by using multiple passive splitters).

With the explosive spread of Internet and the 
increasing demand in data connections and broad-
band services, as well as the appearance of more 
and more bandwidth-demanding applications, it is 
evident that copper-based access solutions (such as 
DSLs) may soon become inadequate. By exploit-

ing the huge capacity of the optical fiber, optical 
access networks seem to be the only solution to 
meet the fast-increasing bandwidth demands.

The idea of using optical fibers in the access 
part of the telecom network goes back to the 
early 1990s when the optical fiber had already 
established itself as the dominant transmission 
medium for the trunk network. Though the advent 
and fast spread of copper access technologies 
(mainly DSLs) in the early 2000s made, at least 
temporarily, the use of optical access technolo-
gies a less obvious choice, it appears now that 
these two initially competing technologies may 
be used either in different domains (installation 
of DSLs might be preferable where fast provi-
sion of services is necessary or the deployment 
of optical cables is costly or problematic) or in a 
combined manner to optimize bandwidth provided 
versus cost.

Generally speaking, the basic advantage of 
optical access networks (PONs or AONs) as 
compared with other access technologies (copper 
or wireless) is the huge bandwidth provided by 
the optical fiber, while their main drawback is the 
high cost of the active equipment and the need 
for massive fibre deployment in the access area. 
Optical access networks can offer bit rates over 
1 Gbit/s which make possible the provision of 
services such as Fast Internet, Video on Demand 
(VoD) and “triple-play” services1.

When referring to optical access networks 
(either active or passive), the term “Fiber In The 
Loop” (FITL) is generally used to imply the in-
troduction of fiber-optics either in the whole or 
in some part of the access network (local loop).2 
Depending on the extent to which the fiber tech-
nology covers the local loop (that is, where the 
electrical-optical interface is put) various alterna-
tive and more specific terms can be used. Thus 
the term “Fiber To The Curb” (FTTC) refers to 
the arrangement where only the primary part of 
the access network becomes optical (the optical 
fiber reaches the outdoor main distribution frame). 
When optical fibers are deployed up to the build-

Figure 1. An abstract view of an active optical 
access network
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ing basement, the term “Fiber To The Building” 
(FTTB) is used while the situation where the fiber 
reaches the office itself is described as “Fiber To 
The Office” (FTTO). In turn, FTTB and FTTO 
may be considered as special cases of the “Fiber 
To The Home” (FTTH) or “Fiber To The Premises” 
(FTTP) arrangements.

In the section to follow, the general structure 
of AONs is presented. The following sections 
deal with the basic components of such net-
works, namely the ONU and the OLT as well as 
with management and deployment issues. Next 
the possibility of using AONs as a platform for 
implementing combined access solutions as well 
as the use of wavelength-division multiplexing 
(WDM) technology are examined. The chapter 
continues with a comparison of AONs to alterna-
tive access technologies and solutions as well as 
the examination of recent developments in AONs 
deployment world-wide. The chapter closes with 
some concluding remarks.

tHE GENErAL strUctUrE 
OF ActIVE OPtIcAL 
AccEss NEtWOrKs

As already stated, an optical access network 
is, generally, the optoelectronic infrastructure 
between the subscriber and the local exchange 
(Figure 1). Through an optical access network, 
the customer must be provided with all available 
services (whether narrowband or broadband), 
without having to replace his/her own equipment 
(telephone sets, ISDN devices, modems etc.).

To achieve this:

The optical access network (whether ac-• 
tive or passive) must provide all the nec-
essary user interfaces for the provision of 
the available telecom services (whether 
narrowband or broadband). Such services 
may be:

Usual dial-up services such as Plain  ◦

Old Telephony Service (POTS) and 
associated services (e.g. cardphones).
In ternat ional -Service-Digi ta l - ◦
Network (ISDN) related services 
whether Basic-Rate-Access (BRA) or 
Primary-Rate-Access (PRA)3.
Analog leased line services ◦ 4.
Narrowband data services (of the  ◦
Nx64 kbit/s type with N = 1, …, 31)
Broadband services (currently imple- ◦
mented through digital subscriber 
loops - DSLs)

 ◦ Cable television (CATV) if such ser-
vice is already provided.

The optical access network must provide • 
the necessary interfaces to the available 
telecom networks, such as the telephone 
network and the various data networks.
The optical access network must provide • 
interfaces to the management network and 
it must be manageable locally as well as 
remotely.

Finally, an optical access network must be flex-
ible and versatile (in order to be easily adaptable to 
the fast-changing telecommunication landscape) 
as well as expandable (to meet the fast-increasing 
demand in telecommunication services).

In its most common design, an optical access 
network (whether active or passive) comprises 
three basic units, the “Optical Network Unit” 
(ONU), the “Optical Line Termination” (OLT) 
and the transport network in between them (Fig-
ure 2). Normally, a number of ONUs (that may 
be installed near or inside the users’ premises) 
are interconnected, via the transport network, 
to a single OLT installed inside the telephone 
exchange building.

The ONU is the optical-access-network ter-
mination towards customer’s side (Figure 2). An 
ONU may be installed either inside a customer’s 
premises (indoor ONU – FTTB/FTTO/FTTH/
FTTP arrangements) or at an outdoor location 
(outdoor ONU – FTTC situation). Regardless 
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of its type, an ONU provides three (3) groups of 
interfaces (i) customer interfaces (towards cus-
tomer equipment), (ii) transport network interfaces 
(towards the optical transport network) and (iii) 
management interfaces towards the management 
network to enable local as well as remote manage-
ment of the ONU equipment.

The OLT is the access network termination 
towards the various telecom networks (Figure 
3). The OLT is installed in the local exchange 
premises and, through the transport network, it 
is interconnected to the ONUs of the area served 
by the local exchange. An OLT provides three 
(3) groups of interfaces, (i) transport network 
interfaces (towards the optical transport network), 

(ii) telecom network interfaces (towards the tele-
phone and data networks), and (iii) management 
interfaces to the management network. In most 
access networks, the network interface between 
the OLT and the local exchange is of the V5.x 
type (V5.1 or V5.2).

The transport network contains the transmis-
sion equipment as well as the optical cable (or 
cables) interconnecting the ONUs to the OLT. 
It is exactly the transport network which char-
acterizes an access network as passive (PON) 
or active (AON). In most AONs, the transport 
network is of the Synchronous-Digital-Hierarchy 
(SDH) type (Horrocks & Scarr, 1994), usually of 
STM-1 (≈155 Mbit/s) or (more rarely) STM-4 

Figure 2. The general structure of an active optical access network using an SDH transport network

Figure 3. Narrowband and transport (SDH-type) multiplexers of an ONU
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(4xSTM-1 ≈ 622 Mbit/s) capacity5. Such transport 
networks are organized in SDH rings, each one 
containing a number of ONUs and terminating at 
the network OLT. Each SDH ring contains two 
pairs of fibers (working pair and protection pair) 
while the ONUs and the OLT are equipped with 
Add-Drop Multiplexers (ADMs) either ADM-1 
or ADM-4 6.

In specific cases (e.g. remote ONUs or small-
bandwidth applications) Plesiochronous-Digital-
Hierarchy (PDH) connections (Horrocks & Scarr, 
1994) may be used having capacity either at the E1 
(≈ 2 Mbit/s) or (more rarely) the E3 (≈ 34 Mbit/s) 
level7. These transport connections are of the point-
to-point type and are implemented by using OLTE 
(Optical Line Termination Equipment) devices in 
both the ONU and the OLT. OLTEs are capable 
of providing a NxE1 (usually N = 1 or 2) or E3 
(≈ 34 Mbit/s) rate and they are interconnected 
either through a single fiber (by using different 
wavelengths for each direction of transmission) 
or a pair of fibers (one fiber per direction).

Alternative implementations may anticipate 
the point-to-point connections of some ONUs 
to a concentration node (usually called “Opti-
cal Distribution Terminal” –ODT–) which is, in 
turn, interconnected to the OLT through an SDH 
transport ring. In such arrangements, the point-
to-point interconnection of the ONUs to the ODT 
is usually implemented by means of OLTEs (of 
NxE1 or E3 capacity).

tHE OPtIcAL NEtWOrK 
UNIt (ONU)

ONU structure and 
Functional Description

Regardless of its type (indoor, outdoor) and 
capacity, an ONU (Figure 3) generally contains 
the following modules (Intracom, 1998; Siemens 
1998; Vassilopoulos & Pagiatakis, 2002; Pagiata-
kis, 2004):

The narrowband multiplexers. These, in • 
turn include:

The Line Cards (LCs) that provide  ◦
the necessary user interfaces (tele-
phone, ISDN etc.).
The multiplexing unit that multi- ◦
plexes the individual user signals into 
higher-order signals (most usually, 
E1).

The transport multiplexer. Since, in most • 
active networks, the transport network is of 
the SDH type, the transport multiplexer is 
either an ADM-1 or, more rarely, an ADM-
4. Such multiplexers provide four (4) op-
tical interfaces to be interconnected to the 
working and the protection fiber pair.

Apart from the above multiplexing and trans-
mission equipment, an ONU contains:

Power-supply equipment. Normally, an • 
ONU is connected to the public electricity 
network (230 VAC in Europe) and contains 
an AC/DC converter as well as a power 
distribution unit to supply the active equip-
ment with the necessary DC power.
Batteries for supplying the ONU with • 
power in case of failure of the electricity 
network.
Management and supervision equipment • 
that enables the interconnection of the 
ONU to the management network and, 
thus, its monitoring and testing either lo-
cally or remotely.

Finally, an ONU contains a number of distribu-
tion frames, such as the Main Distribution Frame 
(MDF), the Digital Distribution Frame (DDF) 
and the Optical Distribution Frame (ODF). The 
above distribution frames are used, respectively, 
for symmetric twisted pairs, coaxial cables and 
optical cables8.

ONU operation can be summarized as follows: 
The narrowband multiplexers collect (by means 
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of the respective line cards) individual user sig-
nals (such as POTS, ISDN or data signals) and 
(by means of the multiplexing unit) multiplex 
them into E1 signals. E1 signals are, in turn, 
interconnected to the electrical interfaces of the 
transport ADM and are mapped (multiplexed) 
into the SDH aggregate signal (STM-1 or STM-
4). Regarding the opposite (receiving) direction, 
the optical STM-1 or STM-4 aggregate signal is 
demultiplexed (by the ADM) into a number of 
E1 signals which are, in turn, demultiplexed (by 
the narrowband multiplexers) into the individual 
signals (POTS, ISDN or data) to be provided 
the user.

The Narrowband Multiplexers

As already mentioned, an ONU narrowband 
multiplexer collects the individual user signals 
(POTS, ISDN, data) and multiplexes them into 
E1 signals (standardized according to ITU-Recs 
G.703 and G.704). In the receiving direction, a 
narrowband multiplexer demultiplexes the E1 
signals (received by the ONU ADM) into the 
individual POTS, ISDN or data signals that are 
finally provided to the user (see Figure 4).

The type of line cards contained into a nar-
rowband multiplexer depends on the services to 
be provided to the interconnected user. The most 
usual types are the following:

Figure 4. Line Cards with POTS, “U” or Voice-Frequency (VF) interfaces.



50

Active Optical Access Networks

Line cards with conventional telephony • 
(POTS) interfaces: Such line cards are 
suitable for providing telephony (POTS) 
or cardphone services. They can be also 
interconnected to dial-up modems.
Line cards with “U” interfaces: Such line • 
cards can be connected to NT1s (for the 
provision of ISDN-BRA services) as well 
as to Network Termination Units (NTUs) 
for the provision of data services at bit-
rates of 64 or 128 kbit/s (usually two data 
circuits of 64 kbit/s or a single circuit of 
128 kbit/s is possible).
Line cards with voice-frequency (VF) in-• 
terfaces: Such line cards are suitable for 
users with analog leased-line connections 
as well as data services through voice-fre-
quency modems.
Line cards with Nx64 kbit/s interfaces (N = • 
3, …, 31): Such line cards are suitable for 
the provision of data services at bit-rates 
from 192 to 1984 kbit/s.

At this point, the following remarks can be 
made:

The user preserves his/her equipment (e.g. • 
telephones, cardphones, ISDN devices, 
modems, NT1s etc.).
Each line card is usually capable of provid-• 
ing more than one user interfaces.

If the user is already provided with E1 ser-• 
vices (e.g. a private telephone exchange 
–PBX– with ISDN–PRA facility), user 
equipment (in this case the PBX) is di-
rectly interconnected to an E1 interface of 
the ONU ADM. If the distance between the 
user and the ONU is such that the attenu-
ation of the E1 signal exceeds a predeter-
mined value (e.g. 6 dB at 1 kHz), HDSL de-
vices have to be installed between the user 
and the ADM-1 (see Figure 5). Usually, an 
HDSL modem with one or two E1 user in-
terfaces is installed at the customer’s prem-
ises while an HDSL card is installed in the 
ONU)9.

An important function of the narrowband mul-
tiplexer is the determination of the E1 interfaces 
between the ONU and the OLT. The following 
arrangements can be made:

An open (standardized) interface (such • 
as the V5.1) is used between the ONU 
and the OLT. The same interface may be 
used between the OLT and the telephone 
exchange.
A proprietary interface may be used be-• 
tween the ONU and the OLT. This may be 
done to allow concentration in the ONU-
OLT part of the network thus reducing the 
number of E1 signals required and, in turn, 

Figure 5. Provision of E1 services (2048 Mbit/s) through an ONU. HDSL devices are used in case signal 
attenuation between the user and the ONU exceeds a prescribed value (e.g. 6 dB at 1 kHz)
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the number of SDH rings (thus economiz-
ing in OLT SDH equipment). Since the in-
terface between the OLT and the telephone 
exchange must be an open one (V5.1 or 
V5.2) a “protocol converter” must be in-
stalled between the OLT and the local ex-
change equipment (as explained below, this 
converter may be the OLT cross-connect).

For the installation of narrowband multiplex-
ers, subracks are used that are, in turn, installed 
into the ONU racks. Each subrack may contain 
one or more narrowband multiplexers (each one 
with the necessary line cards and the multiplex-
ing unit) as well as power supply and possibly 
monitoring cards (see Figure 6).

The Add-Drop Multiplexer (ADM)

As already mentioned, ADMs maps (multiplexes) 
E1 signals (created by the narrowband multiplex-
ers) or (more rarely) E3 signals into an STM-1 or 
STM-4 optical signal. In the receiving direction, 
ADMs demultiplex the received STM-1 or STM-4 
optical signal into the E1 or E3 component signals 
which are, in turn, demultiplexed, by the nar-
rowband multiplexers, into the individual service 
signals (telephony, IDSN, data).

An important advantage of the ADMs is the 
provision of an alternative (protection) path be-
tween the ONU and the OLT. Indeed, an ADM 
has two pairs of optical interfaces, the “east” and 
“west” pair, one of which is interconnected to the 
working path and the other to the protection path. 
In case of a failure in the working path, traffic is 
automatically routed to the protection path (typical 
switching time about 50 ms).

Physically, an ADM-1 or ADM-4 consists of 
a number of cards installed in a subrack. These 
are the tributary cards (for E1 or E3 signals) the 
optical card(s) interconnected to the working and 
the protection fiber pair as well as power supply 
and supervision cards (Figure 7).

ONU Power Supply

Usually, ONUs are directly power-supplied by 
the electrical network (230 VAC in Europe). 
ONUs contain an AC/DC converter (to convert 
the AC power to –48 or –60 VDC, depending on 
the telecom network power-supply voltage) as 
well as a power distribution unit to supply the 

Figure 6. Schematic of a typical subrack of a 
narrowband multiplexer. In this subrack, it is 
considered that each line card provides 15 tele-
phone interfaces, hence two (2) such cards (30 
subscribers) are interconnected to one multi-
plexing unit. The above subrack can serve up to 
120 subscribers and produce up to four (4) E1 
signals that are, in turn, interconnected to the E1 
interfaces of the ADM
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active equipment with the necessary DC power 
(usually ± 5 VDC).

Though ONU’s power consumption depends 
on the number of served users and the telecom 
services provided, an indoor ONU requires about 
1–2 kW of power and is usually connected to the 
electricity network typically through a 3x6 mm2 
cable with a 25 A fuse. Grounding is done by 
means of a 16 mm2 cable.

An ONU may also have batteries to provide the 
necessary power back-up in case of failure of the 
power-supply networks. Depending on the number 
of users and the telecom traffic, batteries may 
power the ONU for 4 up to 8 hours. Despite the 
obvious advantage of providing power back-up, 
batteries add to the cost of the ONU (they also need 

regular maintenance while their life-time is rather 
limited) that is why their possible use is usually 
considered on a cost versus benefit basis.

ONU Supervision

Each ONU has a supervision unit for the moni-
toring of its active and power-supply equipment. 
This unit may also perform diagnostic tests in the 
“user-ONU” (copper) part of the access network. 
Through the supervision unit, an ONU can be 
managed either locally or remotely.

Figure 7. Schematic of a typical ADM-1 subrack. The two (2) 21xE1 tributary cards are interconnected 
to the E1 interfaces of the narrowband multiplexers and are also internally interconnected to the opti-
cal (STM-1) card. The latter has four (4) optical interfaces for the working and the protection (“east” 
and “west”) fiber pairs.
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The ONU Distribution Frames

As already stated, an ONU contains an MDF for 
copper twisted-pairs, a DDF for the interconnec-
tion of coaxial cables and an ODF for intercon-
necting optical fibers.

The MDF is mainly used for the interconnec-
tion of the ONU’s active equipment (essentially 
the line cards) with either the building distribution 
frame (indoor ONUs) or the secondary network 
(outdoor ONUs). In any case, the ONU’s MDF 
is usually divided in two (2) parts, the equipment 
part (to be interconnected to the line cards) and 
the network part (to be interconnected to either 
the building distribution frame or the second-
ary network). Obviously, for the provision of 
telecom services the two parts must be properly 
interconnected.

The MDF is, by far, the biggest distribution 
frame in the ONU and its size becomes critical, 
especially in outdoor ONUs where space is always 
limited. The evaluation of the necessary number 
of twisted-pair interfaces is based on the possible 
number of line-card user-interfaces. An equal 
number of interfaces has to be provided in the 
equipment part of the MDF while in the network 
part the number may be a little larger (say by 
20%) to allow the provision of services remaining 
on copper (in which case the ONU’s MDF may 
be used for the interconnection of secondary to 
primary copper cables). As an example, an out-
door ONU with 500-telephone-circuits capacity 
must have an MDF with 500 + 1.20x500 = 1100 
twisted-pair interfaces10.

ONU types

Depending on the installation site, ONUs can be 
classified into two main categories:

The outdoor • ONUs (used in FTTC access 
networks)
The indoor • ONUs (used in FTTB/
FTTO/FTTH/FTTP networks)

The outdoor ONUs are installed in outdoor 
places (such as pavements) and basically replace 
the conventional outdoor distribution frames. In 
such arrangements the optical access network only 
covers the primary part of the subscriber network, 
the secondary part remaining on copper (“Fiber 
To The Curb” or FTTC topology).

Due to the fact that outdoor ONUs are exposed 
to adverse environmental conditions, the ONU 
equipment is housed in specially fabricated en-
closures. Depending on its size and the services 
provided, an outdoor ONU may serve from about 
100 to 750 subscribers. The typical size of an 
outdoor ONU (for 500 subscribers) is W x D x 
H = 800 x 400 x 1500 mm.

In contrast to the outdoor ONUs, indoor ONUs 
are installed in the customers’ premises (for ex-
ample, in the basement or the telecommunication 
room if such a room exists) and usually serve 
the telecom needs of the building where they 
are installed (“Fiber To The Building/Office/
Home/Premises” or FTTB/FTTO/FTTH/FTTP 
arrangement).

Indoor ONUs have modular structure (they 
consist of individual racks) and they are expand-
able to up to 1000 or even 2000 subscribers (Figure 
8). Depending on its size and the services provided, 
an indoor ONU usually contains two (2) or three 
(3) racks each one having dimensions W x D x 
H = 600 x 300 x 2200 mm (total size W x D x H 
= (1200–1800) x 300 x 2200 mm).

It must be noted that indoor and outdoor ONUs 
are basically equipped with similar equipment. The 
main difference is the fact that for outdoor ONUs, 
space and environmental protection become much 
more critical parameters than for indoor ONUs.

ONU Interconnection to 
the Optical Network

For the ONU interconnection to the optical net-
work, a subscriber optical cable (usually up to 12 
fibers) with length up to about 200 m is used. This 
subscriber cable is connected to the core optical 
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cable (that runs through the whole access network 
area) by means of an accessible interconnection 
box installed in a manhole.

For the interconnection of the subscriber to 
the core optical cable, various approaches may 

be adopted. A possible solution may anticipate 
the connection of four (4) subscriber fibers to two 
core fibers (in order both a working and a protec-
tion path are provided), the remaining subscriber 
fibers left for future use. Usually, for every two 

Figure 8. Schematic of a typical indoor ONU (interconnected to an SDH transport network).

Figure 9. Interconnection of the ONU to the subscriber and the core fiber cable (schematic).
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(2) interconnected core fibers, two (2) more may 
be also reserved for future use, in which case a 
96-fiber (48-pair) core cable can provide up to 24 
optical access rings (Figure 9).

The interconnection of the ONU to the sub-
scriber optical cable can be done as follows:

For indoor • ONUs, a wall-mounted ODF 
(with capacity, at least equal to that of 
the subscriber cable) is installed near the 
ONU (at a distance of a few meters). At 
this ODF, the subscriber optical cable is 
terminated. Then the optical interfaces of 
the ONU ADM are interconnected to the 
ODF by means of patchcords.
In outdoor • ONUs, an ODF is installed in-
side the ONU. This ODF is used for the 
termination of the subscriber optical cable 
(coming from underground) and its inter-
connection (through patchcords) to the op-
tical interfaces of the ADM.

tHE OPtIcAL LINE 
tErMINAtION (OLt)

The Optical Line Termination (OLT) can be con-
sidered as the optical-access-network termination 
towards telecom network side. It is installed at the 
local exchange premises and it is interconnected 

to all the ONUs of the optical access network 
serving a specific area.

The OLT basically contains the transport 
ADMs and possibly a cross-connect (Figure 10). 
The number of ADMs is equal to the number of 
SDH rings that form the access network served 
by the OLT. On the other hand, the use of the 
cross-connect is compulsory if the interface used 
between the ONU and the OLT is different than that 
used between the OLT and the telephone exchange 
(Intracom, 1998; Pagiatakis, 2004; Siemens 1998; 
Vassilopoulos & Pagiatakis, 2002).

OLT operation can be summarized as follows: 
In an access network based on an SDH-type 
transport network, ONUs are interconnected to 
the OLT through optical SDH rings. The OLT has 
one ADM for each one of those rings. This ADM 
receives the STM optical signal coming from the 
respective SDH ring and demultiplexes them into 
its tributaries (usually E1 signals). These tributar-
ies (that consist of time-slots carrying individual 
user signals such as POTS, ISDN and data) are 
directed to an 1/0 cross-connect which “regroups” 
time-slots and, at the same time, converts the “in-
ternal” (between the ONU and the OLT) interface 
to the interface used between the OLT and the 
telephone exchange (usually V5.1 or V5.2)11.

Regarding cross-connect the following re-
marks can be made:

Figure 10. Block diagram of a typical OLT (though the number of the OLT ADMs is equal to the number 
of the access network rings, only a single ADM-1 has been drawn for the sake of simplicity).
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In some optical access products, a pro-• 
prietary interface may be set between the 
ONU and the OLT. This may be done to 
allow concentration in the ONU-OLT part 
of the network thus reducing the number 
of E1 signals required and, in turn, the 
number of SDH rings (thus economizing 
in OLT SDH equipment). In such arrange-
ments, the cross-connect basically acts as 
an interface converter and converts the in-
ternal (ONU-OLT) proprietary interface to 
the open (standardized) one (V5.1 or V5.2) 
needed for the communication between the 
OLT and the telephone exchange.
If the optical access network uses an open • 
interface between the ONU and the OLT, 
the use of cross-connects may be avoid-
ed. However, lack of concentration in the 
ONU-OLT part leads to a larger number of 
E1 signals and, in turn, to more rings and 
additional SDH equipment for the OLT.

The power-supply of the OLT is done by means 
of the local exchange power-supply arrangement 
(−48 or –60 VDC). Most usually, this arrangement 
anticipates the use of batteries (for power back-
up) as well as UPSs.

Physically, OLTs have a modular structure 
in the sense that they consist of individual racks 
and are expandable according to the needs of the 
specific optical access network they serve (Figure 
11). The interconnection of the OLT to the core 
optical cable (in fact, the interconnection of the 
optical interfaces of the OLT ADMs to the respec-
tive optical rings) is done through an ODF while 
the interconnection of the OLT to the telephone 
exchange (and the data network nodes) is done 
through a DDF. Both the ODF and the DDF are 
usually installed in separate racks in the OLT 
location (Vassilopoulos & Pagiatakis, 2001).

MANAGEMENt OF ActIVE 
OPtIcAL AccEss NEtWOrKs

Regarding optical access networks, the term 
“management” includes all the solutions and 
possibilities for the configuration, supervision 
and maintenance (either locally or remotely) of 
those networks.

Local management is usually performed by 
means of a laptop through a standardized manage-
ment interface. Local management can be done 
either on a specific ONU (in which case it only 
regards this specific ONU) or on the OLT (in 
which case, the remote management of all ONUs 
interconnected to the OLT is possible).

Central (remote) management of an optical 
access network offers more possibilities and it is 
usually performed at the OLT site. A possible solu-
tion is the development of a Local-Area Network 
(LAN), usually of the Ethernet type, consisting 
of a server and a number of clients, the number 
depending on the size and capacity of the access 
network (Siemens, 1998).

bLOcK DIAGrAM OF AN ActIVE 
OPtIcAL AccEss NEtWOrK

Based on sections above, a full block diagram of an 
active optical access network is as in Figure 12.

DEPLOYMENt OF ActIVE 
OPtIcAL AccEss NEtWOrKs

basic Parameters

The basic parameters for the design of an active 
optical access network mainly depend on the 
choices and decisions made by the telecom car-
rier. Such choices may refer to:

The telecom services to be provided. For • 
example, a telecom carrier may decide that 
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either all or only some types of services 
will be implemented through the optical 
access network. The “all-services” scenar-
io may be chosen in green-field areas or in 
areas where the conventional (copper) net-
work is either inadequate or obsolete. On 
the other hand, in regions where the cop-
per network has the necessary capacity, the 
telecom carrier may decide that only some 
types of services (e.g. the data ones) will 
be provided through the optical network.
The user profile. The telecom carrier may • 
decide that either all or only a special cate-
gory of users (e.g. key-account customers) 
will be connected. This kind of choice may 

be done following of a “cost-benefit” anal-
ysis (cost of network deployment versus 
revenues for the services provided). This 
kind of choice also depends on the state 
and capacity of the conventional (copper) 
infrastructure.
The areas where the optical access network • 
is to be deployed. Such a choice is usually 
dictated by factors such as the quality and the 
available capacity of the existing network 
(in comparison with expected demand in 
telecom services), the cost and disturbance 
to be caused by installation works etc.
The type of the • ONUs to be installed (in-
door, outdoor or both).

Figure 11. Schematic of a typical OLT (ODF and DDF are installed in separate racks and are not shown 
for the sake of simplicity).
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The technology and the capacity of the • 
transport network. Regarding active op-
tical networks, SDH transport networks 
seem the obvious choice with an STM-1 
capacity being sufficient for most of the 
ONU-OLT rings.
The extent to which the capacity of the • 
transport network is to be covered. For 
example, it may be decided that only up 
to 70% of the rings’ capacity will be ini-
tially covered to allow for possible expan-
sion of the customer base or the services 
provided.
The possibility of using alternative access • 
technologies (such as DSLs or wireless 
local loops) either independently or in a 
combined manner (for example, it may be 
decided that DSLAMs are installed inside 
the ONUs to reduce the copper length thus 
increasing the bit-rate provided to the DSL 
user)12.

As an example, consider an optical access 
network that uses a 96-fiber cable and thus can 
support up to 24 SDH rings (on the basis that for 

each used fiber-pair, one fiber-pair is reserved 
for future use). If each ring has an STM-1 (63 
E1 signals) capacity of which about 70% (44 E1 
signals) is to be initially covered, the ring can 
provide up to 44 x 30 = 1320 telephone circuits. 
This means that the whole network (24 rings) can 
accommodate up to 24 x 1320 = 31680 telephone 
circuits and it is expandable (with the same number 
of used fibers) to 24 x 63 x 30 = 45360 circuits 
(here the telephone circuit is merely used as a 
reference unit in order to determine the ONU’s 
and the network’s equivalent capacity).

Implementation Procedure

General Remarks

Once some basic parameters (such as the above) 
have been determined, the basic steps for imple-
menting an optical access network are the follow-
ing (Vassilopoulos & Pagiatakis, 2001):

Network planning: A detailed survey of • 
possible customers and services is car-
ried out and, based on this survey, the 

Figure 12. Block diagram of a typical optical access network (a single ONU is depicted for the sake of 
simplicity).
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distribution of the ONUs across the access 
network is determined.
Network dimensioning: The number and • 
capacity of core and subscriber fiber ca-
bles are determined and a detailed list of 
equipment for the ONUs and the OLT is 
formed.
Equipment purchasing.• 
Cable installation: The core and sub-• 
scriber fiber-cables are installed and 
interconnected.
Installation of the management system • 
(usually at the OLT site).
Installation and commissioning of the • 
OLT.
Installation and commissioning of the • 
ONUs.
Switching of telecom services from the con-• 
ventional (copper) to the optical network.

The above steps are briefly described below.

Network Planning

The customers to be interconnected are deter-
mined and the telecom services to be provided are 
written down in detail (e.g. number of telephone 
and ISDN-BRA or PRA connections, number 
and type of data circuits etc.). The distribution 
of the ONUs throughout the access network area 
is determined.

Network Dimensioning – 
Purchasing of Equipment

A detailed installation study for the core fiber 
cable is performed. Among others, the cable 
capacity (total number of fibers), the cable route 
as well as the fiber allocation per customer are 
determined.

A detailed list of the necessary equipment (both 
active and passive) is made. The equipment is, then, 
purchased from the chosen manufacturer(s).

Cable Installation

The core cable is installed. This may be the most 
difficult and time-consuming phase due to the 
problems caused by installation works in urban 
environments.

The subscriber cables are installed at the chosen 
customer premises. This includes the installation 
of indoor ODFs as well as the interconnection 
between of the subscriber cable to the core cable 
(through accessible underground interconnection 
boxes).

Installation and Commissioning 
of the OLT

A detailed study for the OLT installation is per-
formed. This study determines the installation site 
as well as the preparation and installation works 
to be done (racks and power supply, multiplexing 
and transmission equipment, distribution frames 
etc.). For the OLT site, proper air-conditioning is 
necessary (in order the temperature and humidity 
be preserved within acceptable limits) as well as 
power back-up by batteries and UPSs.

The appropriate databases for the OLT and the 
telephone exchange are developed.

The OLT and the telephone exchange are 
interconnected through a DDF (Figure 13). This 
distribution frame must have enough interfaces 
for the interconnection of the E1 signals provided 
by the OLT. The necessary number of interfaces is 
calculated using the formula Number of E1 inter-
faces = (Number of OLT ADMs) x 63 + (Number 
of cross-connect inputs and outputs).

The OLT is interconnected to the management 
system.

The OLT is cable interconnected to the core 
optical cable and thus to the access network ONUs 
through the ODF (figure 13).

Preliminary tests are performed to ensure that 
the OLT is properly working.
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Installation and Commissioning 
of the ONUs

Installation sites, whether indoor or outdoor, are 
chosen. For indoor ONUs, the appropriate tem-
perature is 15–25°C and the relative humidity is 
below 50%. Air-conditioning is recommended for 
all sites that do not fulfill the above requirements. 
Outdoor ONUs are installed in suitable outdoor 
locations (e.g. on pavements) ideally at the site 
of the conventional (copper) distribution frame to 
be replaced by the ONU. The ONU cabin must be 
protected against accidental or deliberate damage. 
Thermal insulation as well as ventilation of the 
cabin must be such that the active equipment of the 
ONU remains operational under adverse weather 
conditions (excessively high or low temperature 
as well as high relative humidity). Also, outdoor 
ONUs must be externally power-supplied and 
may have batteries for power back-up.

The ONUs are installed and connected to the 
power-supply network.

The ONUs are interconnected to the subscriber 
fiber cable which is, in turn connected to the core 
fiber cable. ONUs are put into operation and tests 
are performed to ensure that the ONUs are properly 

working and interconnected to the OLT.
Telecom services are switched from the con-

ventional (copper) to the optical access network 
(Figure 14). This may cause a short interruption in 
the provision of telecom services. Depending on 
the ONU type (indoor or outdoor) the following 
works are usually done:

• Indoor ONUs: At the location of an indoor 
ONU, the telecom carrier has already in-
stalled an MDF (where the copper cable 
serving the building has been terminated) 
while the building has its own distribution 
frame for the interconnection of the indoor 
cabling. Obviously, for the provision of 
telecommunication services to the build-
ing tenants, the two distribution frames 
must have been interconnected. Service 
switching from the conventional (copper) 
subscriber network to the optical access 
network requires the disconnection of the 
copper cable from the telecom carrier MDF 
and the connection of the building distribu-
tion frame to the MDF of the ONU.

• Outdoor ONUs: For the provision of servic-
es through an outdoor ONU, the (copper) 

Figure 13. Interconnection between the transport network and the OLT (through the ODF) and the OLT 
and the local exchange (through a DDF). In the OLT, only a single ADM-1 has been drawn for the sake 
of simplicity.
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outdoor distribution frame is disconnected 
and the subscribers are interconnected to 
the ONU MDF.

ActIVE OPtIcAL AccEss 
NEtWOrKs As A PLAtFOrM 
FOr IMPLEMENtING cOMbINED 
AccEss sOLUtIONs

An important merit of the active optical access 
networks is the fact that they can be used as a 
platform for employing alternative access tech-
nologies and eventually implementing integrated 
access solutions.

As already stated, an ONU can be used to house 
DSLAMs (for the provision of DSL services) 
as well as fiber nodes (for access to the CATV 
network). Regarding the DSL case, by installing 
a DSLAM inside an ONU, the copper length is 
largely reduced (in most cases, to less than 500 
m) and thus the downstream bit-rate available to 
the user can be largely increased (Figure 15).

Active optical access networks (usually of the 
FTTC type) can be used to provide VDSL2 ser-
vices (at rates commonly in excess of 50 Mbit/s) 
by housing VDSL2 multiplexers.

Other implementations may anticipate the 
installation of wireless equipment in some out-

door ONUs to enable interconnection of remote 
customers or customers inaccessible by cable.

tHE UsE OF WDM 
tEcHNOLOGIEs IN ActIVE 
OPtIcAL AccEss NEtWOrKs

WDM is a relatively new multiplexing technique 
that enables the simultaneous transmission of 
multiple digital signals, through the same fiber 
pair, by using different wavelengths. The WDM 
technique is widely used in the trunk network 
where (in the format of Dense WDM or DWDM) 
it can achieve aggregate rates of the order of 
Tbit/s (e.g. by multiplexing of 128 wavelengths 
each one carrying an STM-64 ≈ 10 Gbit/s digital 
signal) (EXFO, 2000).

Though basically a trunk network technology, 
WDM may also lend itself for use in the metro 
and the access domain (Kani et al., 1993; Saleh 
& Simmons, 1999)13, particularly in the Coarse 
WDM (CWDM) format (multiplexing of up 
to 20 wavelengths in the 1270-1610 range). In 
metro and access networks, bandwidth may not 
be the issue (a single pair of fibers is capable of 
providing up to 500 Gbps.km while the distances 
are usually less than 40 km), however the use of 

Figure 14. Switching of services from the conventional (copper) subscriber network to an indoor ONU 
(schematic). The secondary cable and the telecom carrier MDF are removed after the switching of 
services to the ONU.
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multiple wavelengths may give the possibility to 
new-coming service providers to hire capacity, in 
the form of individual wavelengths, rather than 
investing on infrastructures of their own.

Though the possible use of WDM in the access 
network is discussed as a medium or long-term 
solution, some scenaria have already been ex-
amined that anticipate the use of different wave-
lengths on either a “wavelength-per-customer” 
or a “wavelengths-per-service” basis (Eurescom, 
Project P917, 2000). Regarding the wavelength-
per-customer solution, the allocation of different 
wavelengths to different customers (essentially 
to different ONUs) can be achieved by means of 
multi-wavelength access rings equipped with add-
drop nodes that can transmit (drop) or receive (add) 
the particular wavelengths to/from the respective 
ONUs (Figure 16).

Figure 15. Possible use of the optical access network as a platform for the provision of DSL services 
(schematic). The DSLAM is installed inside the ONU and splits the POTS from the data signals. POTS 
signals are directed to the proper line cards and are multiplexed by the E1 multiplexer. Data signals 
are multiplexed by the DSLAM (to a NxE1 or E3 signal) which is, in turn, interconnected to the ONU 
ADM.

Figure 16. Possible use of WDM in the access 
network – the “wavelength-per-customer” sce-
nario (schematic). The access ring is fed with 
four (4) wavelengths each one carrying an STM-1 
signal. Optical Add-Drop Multiplexers (OADMs) 
are used to add and drop the proper wavelength 
to the respective ONU. 
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A cOMPArIsON OF ActIVE 
OPtIcAL AccEss NEtWOrKs 
tO ALtErNAtIVE AccEss 
tEcHNOLOGIEs

Fiber access technologies can be viewed as the 
last step in the digitisation of the local loop which 
started back in the 1980s with the development 
of ISDN (OTE, 2000). These technologies are 
capable of providing access to broadband and 
combined services such as Fast Internet, VoD and 
“triple-play” (Green, 2004).

Comparing the various access network tech-
nologies (basically optical, DSL and wireless) is 
not a straightforward manner due to the various 
technical and economical factors and criteria that 
have to be taken into account regarding such a 
comparison. It is also evident that, in most cases, 
a comparative evaluation of the available access 
solution must be done on a case-by-case basis 
(for example, a residential area may have to be 
considered in an entirely different manner that an 
industrial or a key-account-customer one).

The main advantages of active optical access 
networks (as compared to DSL and wireless access 
technologies) are: (i) the huge bandwidth they 
can provide, (ii) the secure and highly reliable 
connections the can offer (reliability enhanced 
by the path-protection provided by SDH transport 
networks), (iii) the maturity and standardisation of 
SDH technology used in the transport network and 
(iv) their flexibility, versatility and expandability. 
The main disadvantages of active optical networks 
are: (i) their rather high cost per customer (espe-
cially in the initial phases of deployment) and (ii) 
the rather long time-frame for their deployment 
(mainly due to the necessary cable installation 
works). As compared to PONs, active optical ac-
cess networks are a more mature and standardized 
technology and can generally cover larger areas 
however they may be more costly mainly due to 
the use of SDH transport networks (as opposed 
to the multiple splitters used by PONs).

ActIVE OPtIcAL AccEss 
NEtWOrKs bY cOUNtrY

Apart from maybe Japan, where FTTH has become 
the dominant technology for providing broadband 
services, the introduction of the optical fiber in 
the access network is either in the planning or in 
the pilot phase. The main reason for that seems 
to be the big investments needed for the massive 
deployment of fiber in access network as well as 
the fact that, up to a point, broadband services can 
be provided through the existing copper network 
by means of DSL technologies.

Active optical access networks have already 
been deployed in Sweden where there are plans 
to connect more than 100,000 apartments over 
the next coming years. In Greece, active networks 
already serve about 30,000 subscribers in areas 
of Athens, Salonica and other cities and plans 
have been announced to connect up to 2,000,000 
subscribers by 2013. Projects of various scales 
(mainly trials, pilot or small-scale projects) have 
been or are being implemented in almost all 
European countries, the USA, Hong-Kong and 
South Korea to name a few. Plans to employ 
VDSL2 solutions have already announced in most 
European countries, the USA, Canada, Australia 
and New Zealand. Though the situation may vary 
from country to country, offered services range 
from the conventional telephony and data services 
to Voice-over-IP (VoIP), Fast Internet, Cable TV, 
HDTV, VoD etc. (Fiber to the premises by coun-
try. Wikipedia, the free encyclopedia; Very High 
Speed Digital Subscriber Line 2. Wikipedia, the 
free encyclopedia).

cONcLUDING rEMArKs

Active optical access networks offer significant 
advantages over alternative access technologies, 
the most notable ones being huge bandwidth and 
high reliability, versatility and expandability. DSL 
technologies also seem well suited for the rapid 
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provision of high-bit-rate services to domestic 
customers, however they are already reaching 
their limits not to mention that a large part of the 
conventional copper network is near the end of 
its expected lifetime. Of course, the extensive 
introduction of FITL technology (whether AON 
or PON) in the access domain will depend, 
among others, on the willingness of government 
organizations and private companies to undertake 
the massive investments needed for a large-scale 
deployment of fiber-optic equipment in the access 
area (the proper cabling of the buildings’ interior 
and its interconnection to the outer fiber network 
is also a very important issue, Gauthey, 2007). 
However, the significant advantages of optical 
access networks together with the fact that a fair 
number of successful pilot projects have been 
already carried out in Europe, the USA and other 
parts of the world make FITL technologies not a 
high-end solution aiming at the far-away future 
but a way to provide advanced and attractive 
services in the short and medium term (Van den 
Hoven, 2008).
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AbbrEVIAtION LIst

ADM: Add-Drop Multiplexer
AON: Active Optical (access) Network
CATV: CAble TeleVision
CWDM: Coarse Wavelength Division Mul-

tiplexing
DDF: Digital Distribution Frame
DSL: Digital Subscriber Line
DSLAM: Digital Subscriber Line Access 

Multiplexer
DWDM: Dense Wavelength Division Mul-

tiplexing
FITL: Fiber In The Loop
FTTB: Fiber To The Building
FTTC: Fiber To The Curb
FTTH: Fiber To The Home
FTTP: Fiber To The Premises
HDSL: High-bit-rate Digital Subscriber 

Line
HDTV: High Definition TeleVision
ISDN-BRA: Integrated Services Digital Net-

work – Basic Rate Access
ISDN-PRA: Integrated Services Digital Net-

work – Primary Rate Access
LC: Line Card
MDF: Main Distribution Frame
OADM: Optical Add-Drop Multiplexer
ODF: Optical Distribution Frame
ODT: Optical Distribution Terminal
OLT: Optical Line Termination
OLTE: Optical Line Termination Equip-

ment
ONU: Optical Network Unit
PDH: Plesiochronous Digital Hierarchy
PON: Passive Optical (access) Network
POTS: Plain Old Telephone Service
SDH: Synchronous Digital Hierarchy
STM: Synchronous Transfer Module
VDSL: Very-high-speed Digital Subscriber 

Line 2
VF: Voice Frequency
VoIP: Voice over IP
WDM: Wavelength Division Multiplexing

ENDNOtEs

1  “Triple play” refers to the combined provi-
sion of telephony, Fast Internet and video 
services.

2  Both “local loop” and “access network” 
refer to the part of the telecom network that 
lies between the subscriber and the local 
exchange. The term “local loop” is mainly 
used in connection with the conventional 
telephone network while the term “access 
network” usually refers to upgraded local 
loops using optical, copper or wireless 
technologies. In any case, a local loop (or 
access network) consist of the “primary” 
network (the part of the local loop between 
the local exchange and the outdoor distri-
bution frame), the secondary network (the 
part between the outdoor distribution frame 
and the building distribution frame) and the 
“tertiary” network (the part between the 
building distribution frame and the customer 
equipment, e.g. the telephone set).

3  ISDN is provided either through a Basic-Rate 
Access (BRA) or a Primary-Rate Access 
(PRA). BRA provides the equivalent of two 
(2) digital telephone (B) channels, each at a 
64 kbit/s rate, and a signalling (D) channel 
at a 16 kbit/s rate (2B+D connection). In 
turn, PRA provides 30 digital telephone (B) 
channels and a signalling (D) channel, each 
one at a 64 kbit/s rate (30B+D connection). 
BRA requires the installation (by the service 
provider) of an NT1 device that becomes 
the interface between the customer equip-
ment and the telephone network (the NT1 
interface towards the telephone network is 
referred to as the “U” interface).

4  Analog leased lines are direct analog connec-
tions either 2-wire or 4-wire. Analog leased 
lines may be used to provide a permanent 
connection between computers (equipped 
with modems). Physically, such lines may 
pass through local exchange premises but 
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they bypass telephone exchange equip-
ment.

5  Synchronous Digital Hierarchy (SDH) an-
ticipates the following signal levels: STM-1 
(155,52 ≈ 155 Mbit/s), STM-4 (4xSTM-1 = 
622,08 ≈ 622 Mbit/s), STM-16 (4xSTM-4 = 
2,48832 ≈ 2,5 Gbit/s), STM-64 (4xSTM-16 
= 9,9533 Gbit/s ≈ 10 Gbit/s) and STM-256 
(4xSTM-64 = 39,813 Gbit/s ≈ 40 Gbit/s).

6  Add-Drop Multiplexers – level 1 (ADM-1s) 
map (multiplex) E1, E3 or E4 signals into 
an STM-1 aggregate signal. More specifi-
cally, up to 63 E1 or 3 E3 signals can be 
mapped into an STM-1 signal. It is also 
possible to multiplex a combination of E1 
and E3 signals based on the rule that one 
(1) E3 signal “replaces” 21 E1 signals. It 
is also possible to map one (1) E4 signal 
(≈ 140 Mbit/s) into an aggregate STM-1 
signal. ADMs of higher level can multiplex 
a multiple number of E1, E3 or E4 signals 
and also STM signals of lower levels. E1, 
E3 or E4 signals multiplexed into STM 
signals are called “tributaries”. When the 
aggregate (STM) signal is optical (which 
is most usually the case), the ADM provide 
four (4) optical interfaces, two (2) for the 
working and two (2) for the protection fiber 
pair (the interfaces being sometimes referred 
to as “east” and “west” pair).

7  Plesiochronous Digital Hierarchy (PDH) – 
European version anticipates the following 
signal levels: E1 (2,048 ≈ 2 Mbit/s), E2 (4xE1 
= 8,448 ≈ 8 Mbit/s), E3 (4xE2 = 34,368 ≈ 34 
Mbit/s), E4 (4xE4 = 139,264 ≈ 140 Mbit/s) 
and Ε5 (564,992 ≈ 565 Mbit/s).

8  Distribution frames are, essentially, pas-
sive “connection matrices” that are used 
in order to enhance the modularity of the 
telecommunication networks. Main Dis-
tribution Frames (MDFs) are used for the 
interconnection of copper twisted pairs, 
Digital Distribution Frames (DDFs) are used 
for the interconnection of coaxial cables 

while Optical Distribution Frames (ODFs) 
are used for the interconnection of optical 
fibers. An ONU usually has an MDF for 
the interconnection of the copper subscriber 
network to the analog interfaces of the nar-
rowband multiplexers (in essence, the analog 
interfaces of the line cards), a DDF for the 
interconnection of the E1 interfaces of the 
narrowband multiplexers to the ADM and 
an ODF for the interconnection of the opti-
cal interfaces of the ADM to the subscriber 
optical cable.

9  HDSL (High-bit rate Digital Subscriber 
Line) refers to a technique used to increase 
the maximum reach of E1 signal over nor-
mal twisted-pair cables. The most common 
implementation includes the installation of 
an HDSL modem and an HDSL card at the 
customer’s and the local exchange premises 
respectively. This HDSL equipment divides 
the E1 signal into two sub-signals each one 
having a bit-rate of 1168 kbit/s and trans-
ported over a separate twisted pair. These 
lower-rate signals can reach a distance of 
about 2.7 km on common twisted pairs (of 
0.4 mm diameter) without regeneration.

10  Since the exact capacity of an ONU depends 
on the services that provides, the telephone 
circuit (to be exact the 64 kbit/s bit-rate) 
is commonly used as a reference unit to 
determine ONU’s capacity. For example 
a capacity a 500-telephone-circuit ONU is 
capable of providing either 500 telephone 
circuits or (equivalently) 250 ISDN-BRA 
connections or 500 64kbit/s data-circuits 
etc.

11  When characterising cross-connects as M/N, 
M denotes the hierarchy level of input/output 
signals and N denotes the level to which 
input/output signals are decomposed inside 
the cross-connect. Thus 1/0 cross-connect 
means that E1 input signals are internally de-
composed into 64 kbit/s (E0) signals before 
being regrouped into E1 output signals.
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12  A DSLAMs is a multiplexer normally in-
stalled at the local exchange that enables the 
provision of DSL services. The interconnec-
tion between the user-side equipment (e.g. 
the DSL modem) and the DSLAM is done 
by means of the existing copper telephone 
cables. Installing the DSLAM inside an ONU 
brings the DSLAM closer to the customer 
thus reducing the copper length and increas-
ing the bit-rate provided.

13  The WDM technique, as applied in the trunk 
telecom network, employs the 3rd optical 

window (around 1550 nm) to allow for the 
possible use of fibre amplifiers. Due to the 
large number and the close spacing of the 
wavelengths used, this particular version of 
WDM is usually referred to as Dense WDM. 
However, in the metro and access network 
where the distances are short (hence, there 
is no need for fibre amplifiers) the full range 
between 1270 and 1610 nm is used while 
the number of possible wavelengths to be 
used is less than 20 (Coarse WDM).
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INtrODUctION

Nowadays, access to the Internet has become an 
indispensable part of the daily lives in modern cities. 
Wide deployment of access network infrastructure 
has enabled the service providers to connect to all of 
the enterprise and residential users, thus the number 
of Internet users as well as the market of broadband 
access have experienced an explosive growth over 

the recent years. In addition to the conventional voice 
and broadcast video traffic, the current network is 
also carrying various real-time network services and 
interactive media-rich applications. Therefore, the 
demand of bandwidth in the current and next gen-
eration Internet is ever-increasing drastically. The 
current predominant broadband access technologies 
deployed, including digital subscriber line (DSL), 
and community antenna television (CATV), have 
their limitations in terms of bandwidth upgrade-
ability, network scalability and robustness. As the 

AbstrAct

Wavelength division multiplexed passive optical network has emerged as a promising solution to support 
a robust and large-scale next generation optical access network. It offers high-capacity data delivery and 
flexible bandwidth provisioning to all subscribers, so as to meet the ever-increasing bandwidth require-
ments as well as the quality of service requirements of the next generation broadband access networks. 
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network services and applications are getting more 
data-centric and involve more real-time interac-
tive communications among all parties, the next 
generation broadband access solutions should 
be flexible, scalable and robust enough to meet 
the high bandwidth requirement and assure good 
quality of service for the data traffic.

Passive optical network (PON) (Effenberger et 
al., 2007) is a promising solution to enable high-
speed broadband access. It is based on fiber-optic 
technology which unleashes the enormous trans-
mission bandwidth in the optical fiber. Therefore, 
it solves the bandwidth bottleneck of the current 
copper-based access solutions and provides higher 
bandwidth to meet the traffic demand in the access 
networks. A PON is typically a point-to-multipoint 
optical network on which the optical line terminal 
(OLT) or the central office (CO) delivers services, 
via a long fiber feeder, to the remote node (RN), 
where the optical power is split and fed into 
multiple distribution fibers to reach many optical 
network units (ONUs) at the subscriber side. The 
infrastructure between the OLT and the ONUs 
does not require any electric power supply, thus 
can greatly ease the network management of the 
outside plant facilities. A single wavelength is 
employed at the OLT to carry the downstream 
traffic, mainly for service distribution, while a 
relatively lower bit rate upstream wavelength is 
also employed at the ONU to carry the requests 
from the subscribers back to the OLT. Both the 
upstream and the downstream bandwidths have to 
be time-shared among all ONUs, to keep the cost of 
the access network low and economically feasible 
for subscribers. In order to make PONs more eco-
nomical, the full service access network (FSAN) 
consortium was formed by several telecommuni-
cation operators in 1995, so as to standardize the 
common requirements and services for PONs. The 
FSAN recommendations were later adopted by the 
International Telecommunication Union (ITU) as 
the ITU-T G.983 Broadband PON (B-PON) stan-
dards (ITU-T Recommendation G.983.1, 1998; 
ITU-T Recommendation G.983.2, 2000; ITU-T 

Recommendation G.983.3, 1998). In a B-PON, 
the separation between the OLT and the ONU is 
20 km and each OLT can serve up to 32 ONUs. 
The downstream traffic at 622-Mb/s is carried 
by a 1.49-μm optical carrier, while the upstream 
traffic at 155-Mb/s is carried by a 1.3-μm optical 
carrier, both of which adopt time-division multiple 
access (TDMA) for bandwidth sharing among 
all ONUs. The 1.55-μm wavelength window is 
reserved for analog video overlay. In 2003, ITU 
has released the ITU-T G.984 recommendations 
for the next generation PON, called Gigabit-
capable PON (G-PON) (ITU-T Recommendation 
G.984.1, 2003; ITU-T Recommendation G.984.2, 
2003; ITU-T Recommendation G.984.3, 2003), 
in which the transmission speeds in downstream 
and upstream directions are increased to 2.5 Gb/s 
and 1.25 Gb/s / 2.5 Gb/s, respectively. It has also 
adopted the framing mechanism based on generic 
framing procedure (GFP). In 2001, IEEE 802.3 
standard group also started the 802.3ah working 
group (IEEE 802.3ah EFM), to standardize the 
transport of Ethernet frames on PONs (EPON) 
(Kramer & Pesavento, 2002), due to the popular-
ity of Ethernet in both metro and access arenas. 
It specifies a symmetric transmission speed of 1 
Gb/s for both downstream and upstream traffic, 
with 16 ONUs per OLT. In recent years, the ad-
vent of the 10-Gb/s Ethernet technology is also 
enhancing the transmission speed of PONs to the 
10-Gb/s regime.

In general, all of these PON standards men-
tioned above are based on simple power split-
ting at the RN and adopt TDMA to share the 
transmission bandwidth among all ONUs. The 
number of ONUs supported is limited by the 
power budget as well as the bandwidth sharing. 
Moreover, media access control (MAC) protocol 
is needed to coordinate the transmission of the 
upstream data packets from all ONUs so as to 
avoid any possible collision at the RN. The work 
in (Kramer, Mukherjee, & Pesavento, 2002) is a 
good example of a dynamic bandwidth allocation 
protocol designed for EPON. Furthermore, the 
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transmission distance between each ONU and 
the OLT may vary, which lead to variation in the 
signal power as well as the phase alignment of 
the received upstream data frames at the OLT. 
Therefore, ranging procedure has been proposed 
to achieve the upstream traffic synchronization. In 
addition, burst mode receivers are adopted at the 
OLT to adapt their gain according to the received 
peak intensity as well as to recover the clock and 
phase of the received upstream data frames.

With the ever-increasing bandwidth demand 
in broadband access and the recent availability 
of low cost optical components, it is becoming 
feasible and practical to upgrade the PONs by 
employing wavelength division multiplexing 
(WDM) technique such that each ONU is served 
by a dedicated set of wavelengths to communicate 
with the OLT. Therefore, WDM passive optical 
networks (WDM-PON) (Banerjee et al., 2005) 
has recently attracted much attention from both 
research community as well as service providers. 
In a WDM-PON, each ONU can enjoy a dedicated 
bandwidth, which is scalable according to the 
need of the individual ONU. The ranging prob-
lem in conventional PONs is eliminated since all 
upstream wavelengths are multiplexed at the RN 
without any signal collision. These further enhance 
the system capacity and network flexibility. Sym-
metric two-way communication is supported and 
enables the optical access networks not only for 
service distribution, but also for data networking. 
Therefore, WDM-PON is a promising solution to 
support a robust and large-scale next generation 
optical access network.

In this chapter, we will provide a comprehen-
sive discussion on the basic principles, network 
architectures, and various enabling technologies. 
We will describe the basic principles of WDM-
PON as well as the WDM architecture and tech-
nologies suitable for WDM-PON. Various feasible 
schemes and enabling technologies to achieve the 
downstream and the upstream transmissions will 
be reviewed.

PrINcIPLEs OF WDM-PON

Figure 1 shows the network architecture of a 
WDM-PON in a tree-topology. In a WDM-PON, 
each ONU will be served by a dedicated set of 
wavelengths to communicate with the OLT. Its 
architecture is similar to that of a PON except 
that the power splitter at the RN is replaced 
by a WDM multiplexer. The OLT collects the 
information from the outside networks and pro-
visions the broadband services to all subscrib-
ers. The WDM source at the OLT generates the 
downstream wavelength channels for all ONUs 
and they are carried on a fiber feeder to the RN 
where the individual wavelengths are routed to 
their destined ONUs, via the WDM multiplexer 
and the respective distribution fibers. Each ONU, 
which is usually resided at the basement of the 
buildings or houses, contains a pair of optical 
transceivers. The optical receiver detects the 
destined downstream wavelength and retrieves 
the received data. Sometimes, the received data 
may be further distributed to more subscribers 
in the same access area, via other media, such as 
digital subscriber line or mobile connections, etc. 
The optical transmitter at the ONU modulates the 
upstream data on a designated upstream wave-
length before being transmitted back to the OLT, 
via the RN. All the upstream wavelengths are 
then detected at the OLT, via the WDM receiver. 
In general, the connection between the OLT and 
an ONU is realized by the dedicated set of wave-
lengths on a point-to-point basis, thus no sharing 
of bandwidth among the ONUs is needed while 
enhanced privacy is achieved. Also, there is no 
point-to-multipoint MAC protocol required. The 
data rates for the wavelengths may be different, 
hence the bandwidth for each ONU is scalable 
according to the need and different varieties of 
services can be supported.
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WDM tEcHNOLOGIEs 
FOr WDM-PONs

In order to support multiple wavelengths as well as 
the feature of wavelength routing in WDM-PONs, 
WDM based devices and technologies are very 
crucial. In this section, we will discuss some of 
the WDM technologies for WDM-PONs.

Wavelength Grids

In WDM-PONs, the channels are represented 
by distinct wavelengths over the transmission 
window of fiber. The wavelengths are defined in 
equally-spaced wavelength grids, standardized by 
ITU (ITU-T Recommendation G.692, 1998). The 
most commonly used channel spacing for dense-
WDM (DWDM) is 100 GHz or 200 GHz. There 
are also standards for 50-GHz or even narrower 
channel spacing. However, with such narrow 
channel spacing, the DWDM wavelengths have 
to be well-stabilized, by means of temperature 
stabilization or wavelength locking techniques, 

to avoid any possible wavelength drift due to en-
vironmental changes, especially when the ONUs 
are deployed in the field. Any wavelength drift 
will lead to severe crosstalk to the neighboring 
channels. Moreover, the drifted wavelength will 
also get deviated from the filter passband of the 
in-line WDM components, such as the wavelength 
multiplexers/demultiplexers, optical filters, etc. 
So, the signal power will be largely filtered off and 
the signal will also be severely distorted. In order 
to relax such stringent requirement, coarse-WDM 
(CWDM) (ITU-T Recommendation G.695, 2003) 
has been standardized to provide 18 wavelengths, 
spaced by 20 nm, over the fiber transmission 
window from 1271 nm to 1611 nm (ITU-T Rec-
ommendation G.694.2, 2002). Such wide channel 
spacing inevitably allows large wavelength drift, 
thus the wavelength transmitters do not need to be 
incorporated with a temperature control circuit. 
This greatly reduces the cost and the power con-
sumption of the transmitters. However, relatively 
higher loss at the shorter wavelengths limits the 
power budget and the limited number of available 

Figure 1. A typical WDM-PON
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CWDM wavelengths restricts scalability. Besides, 
as some of the CWDM wavelengths are chosen 
around the high water absorption spectrum (around 
1400 nm) of the conventional optical fiber, a new 
kind of optical fiber with the water absorption 
peak removed should be employed to avoid the 
excessive absorption. As the CWDM components 
require a wide passband (~13 nm), CWDM mul-
tiplexers and CWDM add-drop multiplexers are 
mostly realized by thin-film technology.

Wavelength Multiplexers 
/ Demultiplexers

Most of the technologies to realize wavelength 
multiplexers or demultiplexers are based on pla-
nar lightwave circuit (PLC) as they have good 
potential for monolithic integration with other 
components. Examples are arrayed waveguide 
gratings (AWG) (Smit & Van Dam, 1996), 
thin-film filters or multilayer interference filters 
(Gerken & Miller, 2003), echelle grating, diffrac-
tion grating (Soole et al., 1994), etc. Apart from 
PLC technologies, wavelength demultiplexers can 
also be implemented using fiber Bragg gratings 
(FBGs) (Bilodeau et al., 1995). In order to ensure 
the devices made by these technologies to be practi-
cal and deployable in optical access networks, two 
critical issues, namely the polarization sensitivity 
and the thermal sensitivity, have to be carefully 
considered. Polarization dependency leads to 
severe polarization dependent loss while thermal 
dependency leads to mismatch between the laser 
wavelength and the multiplexer passband, which 
translates to high loss in signal power and also 
possibly filtering-induced distortion. Recently, 
various techniques have been reported to achieve 
polarization insensitive (Spiekman, L. H. et al., 
1996; Takahashi, Hibino, Ohmori, & Kawachi, 
1993) or athermal (Inoue et al., 1997; Keil et al., 
2001; Lo & Kuo, 2003; Ooba, Hibino, Inoue, & 
Sugita, 2000; Pedersen, Demeester, & Smit, 1996) 
wavelength multiplexers. Thus, they are suitable 
to be deployed in the field.

In particular, AWG is a promising device to 
support wavelength multi-/demultiplexing in large 
channel count at the RN. It routes each specific 
wavelength to a unique output port. It is based on 
silica-on-silicon technology with low propagation 
loss (<0.05 dB/cm) and high fiber coupling ef-
ficiency. An important feature of AWG is the free 
spectral range (FSR) which defines the wavelength 
periodicity. A cyclic AWG supports multiple 
wavelengths, spaced by an integer multiple of 
the FSR, at the same output port, as illustrated 
in Figure 2. This cyclic property enables special 
wavelength assignment and routing mechanism 
on the same AWG at the RN.

NEtWOrK ArcHItEctUrEs 
FOr WDM-PONs

The tree-shaped network architecture, as shown 
in Figure 1, is the most common approach to 
realize a WDM-PON, as it is the most similar 
to the conventional PONs. Hence, any migra-
tion of the PON to WDM-PON can be achieved 
by simply incorporating wavelength-dependent 
devices at the OLT, the RN and the ONUs. Nev-
ertheless, there are several other feasible network 
architectures proposed for WDM-PONs over the 
recent years.

The earliest proposal of WDM-PON in tree 
topology was the passive photonic loop (PPL) 
(Wagner, Kobrinski, Robe, Lemberg, & Smoot, 
1988; Wagner & Lemberg, 1989), as shown in Fig-
ure 3, in which the OLT was carrying the services, 
via a long feeder, to a remote node where both the 
downstream and the upstream wavelengths were 
routed by a single passive wavelength multiplexer 
to and from their destined subscribers or ONUs, 
respectively. Therefore, in each connection be-
tween the OLT and an ONU, only one common 
piece of feeder fiber and one piece of distribution 
fiber were required to carry both the downstream 
and the upstream wavelengths. Alternatively, a 
pair of feeder fiber and distribution fibers might 
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be employed to separate the downstream and the 
upstream wavelengths. This approach required a 
pair of wavelength multiplexers at the RN, one to 
demultiplex the downstream wavelengths and the 
other to multiplex the upstream wavelengths.

In (Feldman, Harstead, Jiang, Wood, & Zirn-
gibl, 1998; Giles et al., 1996), an interesting 
WDM-PON architecture, named as composite 
PON (CPON), was proposed. It employed WDM 
in the 1550-nm band for the downstream traffic 
and a single wavelength in the 1300-nm band to 
support the upstream traffic, shared via TDMA, 
as shown in Figure 4. At the RN, there required 
a WDM demultiplexer to route the downstream 

wavelengths and one power splitter to combine 
the upstream signals from all transmitting ONUs. 
Examples of integrated device combining the 
WDM router and power splitter were demonstrated 
in (Inoue, Himeno, Moriwaki, & Kawachi, 1995; 
Zirngibl, Doerr, & Joyner, 1998). In addition, a 
burst-mode receiver was required at the OLT to 
receive the upstream signal and synchronize the 
data frames from different transmitting ONUs.

In (Mayer, Martinelli, Pattavina, & Salvadori, 
2000), a multi-stage WDM-PON architecture was 
proposed. Several AWGs with smaller port-count 
were arranged in multiple stages and by making 
use of the cyclic wavelength routing property of 

Figure 2. Schematic diagram illustrating the operation of a wavelength router: (left) Interconnectivity 
scheme (ai denotes the signal at input port a with frequency i) and (right) frequency response. (©2008, 
IEEE. Used with permission.)

Figure 3. Passive photonic loop (PPL) architecture employing wavelength multi/demultiplexing and 
routing at the remote node. (©2008, IEEE. Used with permission.)
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the AWG, reuse of a given wavelength for more 
than one ONUs was possible. Figure 5 shows an 
example of a multi-stage WDM-PONs with 32 
ONUs, using two laser sources, each generating 
the same set of 16 wavelengths. This approach 
offered good scalability to support more ONUs 
by simply employing more wavelengths or having 
more stages of AWGs.

Apart from these architectures in tree-topology, 
WDM-PONs can also be realized using ring to-
pology (An et al., 2004; Iannone at al., 2000). In 
the transparent WDM network featuring shared 
virtual rings (Iannone at al., 2000), a network 
hub node and multiple access nodes (ANs) were 
connected in series in form of a ring, as shown in 
Figure 6. The network hub node sent out multiple 
wavelength channels, each of which was destined 
for one particular AN. A wavelength add-drop 
multiplexer was needed at each AN to select the 
assigned wavelength channel for both downstream 
signal reception and upstream transmission. Sev-
eral end station nodes could be attached to one 
AN in form of a sub-ring, on which they shared 
the same wavelength carrier. Thus, this approach 
was simply a ring topology physically, but the 
connections between the network hub node and 
the ANs were logically a star topology. Another 

example is a network prototype, called SUCCESS 
(An et al., 2004), in which the end stations were 
attached to the ANs in tree or star topology. So, it 
was simply multiple conventional PONs attached 
to a WDM ring. This approach employed dynamic 
wavelength allocation and a scheduling algorithm 
to provide flexible bandwidth sharing across 
multiple attached PONs. This could enhance the 
network scalability.

Network survivability is also a crucial issue 
in network management of WDM-PONs. Any 
component or fiber failure would lead to huge 
loss of data or even business. Subscribers are 
now requesting high-availability services and 
connections. Thus, the networks should provide 
resilience against failures, for instance, in case 
of possible catastrophic events such as fire or 
flooding. In order to facilitate effective and 
prompt network protection and restoration, it is 
desirable to perform network survivability mea-
sures in the optical layer. For PON applications, 
equipment failure at either OLT or ONU can be 
easily remedied by having a backup unit in the 
controlled environment. However, in case of any 
fiber cut, it would take a relatively long time to 
perform the repair. Therefore, survivable network 
architectures for WDM-PONs (Chan, 2007) have 

Figure 4. A single-fiber CPON. The downstream transmission uses dense WDM in the 1.5-μm wave-
length window, and upstream uses power-combining in the 1.3-μm window. (©2008, IEEE. Used with 
permission.)
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Figure 5. An example of a multi-stage AWG-based WDM-PON using 16 wavelength values to support 
32 ONUs. (©2008, IEEE, OSA. Used with permission.)

Figure 6. A transparent WDM network featuring shared virtual rings. (©2008, IEEE. Used with permis-
sion.)
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recently been introduced to protect the networks 
against any fiber cut.

In addition to the above WDM-PON archi-
tectures, there have been many other interesting 
proposals in which different approaches have been 
adopted to generate and deliver the downstream 
and the upstream signals. The concepts of central-
ized light sources, as well as colorless or sourceless 
ONUs, have also been introduced. They will be 
discussed in the following two sections.

WAVELENGtH sOUrcEs At OLt 
FOr DOWNstrEAM trANsMIssION

In a WDM-PON, the OLT has to host one or 
more WDM sources so as to generate multiple 
wavelengths to carry the respective point-to-point 
downstream traffic to different destined ONUs. The 
number of the downstream wavelengths required 
at the OLT is at least the number of the connected 
ONUs. These wavelengths have to match the filter 
passbands of the WDM multiplexer employed at 
the RN so as to route the individual downstream 
wavelengths to their respective ONUs. There are 
several categories of the WDM sources to support 
downstream transmission:

Discrete Laser Diodes or 
Laser Diode Array

The most common approach to implement the 
downstream transmitters is to employ a number 
of single optical longitudinal mode laser diodes, 
such as distributed feedback (DFB) laser diodes. 
Each of the laser modules has high modula-
tion bandwidth and emits light at its designated 
wavelength with narrow linewidth (less than a 
few MHz). Therefore, large channel count with 
narrow wavelength spacing is allowed. To sta-
bilize the emitted wavelengths, each laser diode 
has to be mounted on a thermal electric cooler 
(TEC) module or requires wavelength locking 
mechanism. The emission wavelengths have to 

be chosen to match with the filter passbands of 
the WDM multiplexer at the OLT as well as that 
at the RN. However, wavelength inventory and 
management is required at the OLT. Vertical cav-
ity surface-emitting laser (VCSEL) is a low-cost 
option for single-longitudinal laser. VCSELs at 
850 nm and 1310 nm are commercially available. 
However, VCSELs at 1550 nm are still not yet 
mature enough to be commercially adopted. In 
order to make the transmitter more compact in 
size, one possible way is to integrate multiple laser 
sources in form of integrated laser arrays, such as 
DFB laser array (Zah et al., 1992) and VCSEL 
array (Hofmann et al., 2008). However, the num-
ber of laser diodes integrated is usually limited. 
Besides, Fabry-Pérot (FP) laser diodes (Wang, 
Chapuran, & Menendez, 1991) is also a low-cost 
option as a downstream transmitter. However, due 
to its intrinsic property of multi-longitudinal laser 
modes, it requires large wavelength spacing among 
the channels and mode partition noise is also a 
limitation factor of its performance. One feasible 
method to improve its performance is by means 
of injection locking, which will be discussed in 
the later subsection.

tunable Lasers

Tunable laser is an attractive option to generate 
a number of wavelengths using only one optical 
module. This can greatly ease the inventory of la-
sers with different wavelengths. There are several 
kinds of tunable lasers. External-cavity tunable 
lasers based on external grating (Kouroger, Imai, 
Widyatmoko, Shimizu, & Ohtsu, 2000; Wang, 
Seah, Murukeshan, & Chao, 2006) can give a 
wide tunable range with high wavelength accuracy. 
Another approach is to integrate an AWG and an 
amplifier array to form a laser module, known as 
multi-frequency laser (MFL) (Zirngibl, 1998). 
Wavelength selection can be achieved by turn-
ing on the individual amplifiers (Zirngibl et al., 
1994). However, these two approaches suffer from 
limited modulation rate and the issue of long-term 
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stability, due to their long cavity lengths. On the 
other hand, DFB and distributed Bragg reflector 
(DBR) lasers can achieve tunable wavelength 
output by means of thermal control or driving 
current control (Hong, Kim, & Makino, 1998). 
Wavelength tuning based on thermal control has 
very slow response time, while driving current 
control can improve the wavelength tuning time 
to the order of nanoseconds. By adopting multi-
section laser design, such as superstructure-grating 
DBR laser (Öberg et al., 1995) and grating-assisted 
directional coupler with rear sampled grating 
reflector (GCSR) laser (Rigole et al., 1995), etc., 
wavelength tuning can be more flexibly achieved. 
However, they are susceptible to mode-hopping, 
which degrades the transmission performance. 
In general, tunable laser can ease the inventory 
management of lasers, but precise wavelength 
tuning control is required. It has also found ap-
plication as a backup laser source for protection 
in WDM systems (Delorme, 2000).

broadband Light source 
for spectral slicing

Instead of using wavelength-specific optical 
sources, broadband light source (BLS) can be 
employed to generate multiple individual wave-
lengths by means of spectral slicing technique 
(Zirngibl, Doerr, & Stulz, 1996) via narrowband 
optical filters, such as Fabry-Perot filter or AWG. 
There are several feasible options for the BLS, 
namely, superluminescent light emitting diode 
(LED) (Glance et al., 1996; Han, Son, Lim, Choi, 
& Chung, 2004; Iannone, Frigo, & Darcie, 1995; 
Liou, Koren, Burrows, Zyskind, & Dreyer, 1997; 
Liou et al., 1998; Reeve, Hunwicks, Methley, 
Bickers, & Hornung, 1988; Wagner, & Chapuran, 
1990), amplified spontaneous emission (ASE) 
from Erbium-doped fiber amplifier (EDFA) 
(Jung, Shin, Lee, & Chung, 1998; Lee, Chung, & 
DiGiovanni, 1993) and reflective semiconductor 
optical amplifier (RSOA) (Park et al., 2007). In 
(Lee, Kim, Han, & Lee, 2006), the high-power 

EDFA ASE light was passed through a piece 
of nonlinear dispersion-shifted fiber to further 
broaden the incoherent spectrum to 130 nm, by 
means of continuous-wave (CW) supercontinuum 
generation. The generated broadband spectrum 
was spectrally sliced into more than 100 channels 
by use of a Lyot-Sagnac filter with a wavelength 
spacing of 1 nm and a channel bandwidth of 0.5 nm. 
In general, the main drawbacks of using spectral 
slicing of broadband incoherent sources to gener-
ate the downstream wavelengths were the limited 
transmission distance as well as limited bit-rate (< 
1 Gb/s), due to the presence of various kinds of 
noises, such as incoherent intensity noise, mode-
partition noise and optical beat noise. In addition, 
the crosstalk effect among the spectrally sliced 
wavelengths also imposed system performance 
limitations (Murtaza, & Senior, 1996; Jang, Lee, 
& Chung, 1999; Feldman, 1997). In (Han, et al., 
2004), forward error correction (FEC) technique 
was adopted to improve the system performance 
of the spectrally-sliced LED signal in a WDM-
PON.

Spectral slicing technique can also be applied 
to coherent sources, such as FP laser diode (Hol-
loway, Keating, & Sampson, 1997; Woodward, 
Iannone, Reichmann, & Frigo, 1998) or mode-
locked femosecond laser (Mikulla et al., 1999), to 
general multiple wavelengths. Due to the coher-
ence nature of the light source, they do not suffer 
from beat noise among the spectral components, 
thus can enhance the transmission capacity. In 
(Nuss, Knox, & Koren, 1996), a chirped-pulse 
femtosecond laser was demonstrated by spectral 
slicing a 100-fs optical pulse, which had a spectral 
width of 4.4 THz. 44 WDM channels, spaced by 
100 GHz. By temporal spreading of the femosec-
ond pulse, by means of fiber dispersion, before 
performing data encoding and spectral slicing, 
bit-interleaved WDM/TDM modulation format for 
a WDM-PON (Stark et al., 1997) was achieved. 
Similar bit-interleaved WDM/TDM format can 
also be achieved by spectral slicing of amplified 
LED sources (Liou et al., 1997; Liou et al., 1998), 
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using a sequentially-pulsed MFL (Giles, Zirngibl, 
& Joyner, 1997), a rapidly tunable laser (Kinoshita, 
Okayasu, & Shibata, 1997), or shared multiple 
DFB lasers (Chae, & Oh, 1998). Figure 7 shows 
an example of a 24-channel WDM-PON in WDM/
TDM format, using the loop-back spectrally sliced 
LED source, time delayed, and multiplexed WDM 
transmitter (Liou et al., 1998).

Injection-Locking / Wavelength-
seeding of Fabry-Pérot 
Laser Diodes or reflective 
semiconductor Optical Amplifiers

As discussed in previous section, both FP laser 
diodes and RSOAs are feasible and economical 
BLSs for spectral slicing. However, their perfor-
mances are limited due to the possible mode par-
tition noise among the multi-longitudinal modes 
present in the FP lasers, as well as the incoherent 
ASE noise of the RSOAs. These can be alleviated 
by mean of injection locking or seeding of these 
light sources. When a FP laser diode is injection-

locked by an external wavelength, it operates 
in a quasi-single-longitudinal mode with much 
higher (> 20 dB) side-mode-suppression ratio. 
Thus, mode partition noise is largely suppressed. 
Similarly, when a RSOA is wavelength-seeded, its 
intensity noise is much reduced by the amplitude 
squeezing effect of the RSOA. In general, the in-
jection wavelength can be a coherent wavelength 
from a DFB laser (Lu et al., 2007) or a spectrally 
sliced one from an incoherent BLS (Healey et 
al., 2001; Lee, Choi, Mun, Moon, & Lee, 2005; 
Payoux, Chanclou, & Brenot, 2006). Alternatively, 
self-seeding technique can be adopted to improve 
signal quality by reflecting a spectrally sliced 
portion of its output back to its laser cavity. All of 
these techniques can greatly enhance the system 
performance. However, the data modulation rate is 
usually limited by the intrinsic modulation band-
width of the device. Recently injection-locked FP 
laser diodes (Lee et al., 2005; Lu et al., 2007) or 
wavelength seeded RSOAs (Healey et al., 2001; 
Payoux et al., 2006) have been employed at the 
OLT as the downstream transmitters. Similarly, 

Figure 7. A WDM access system using the loop-back spectrally sliced LED source, time delayed, and 
multiplexed WDM transmitter. (©2008, IEEE. Used with permission.)
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they have also been widely deployed as the up-
stream transmitters at the ONUs. More examples 
and system performances will be further discussed 
in the next section.

trANsMIttErs At ONUs FOr 
UPstrEAM trANsMIssION

In a WDM-PON, each ONU can send data back to 
the OLT via the upstream wavelengths. Therefore, 
each ONU may have to be incorporated with a light 
source to support the upstream transmission. The 
upstream wavelength generated has to match the 
respective filter passband of the WDM router at 
the RN. Also, the wavelength monitoring or sta-
bilization may be needed as any wavelength drift 
will lead to excessive power loss and distortion 
due to filtering effect at the RN. These increase 
the system complexity and cost to maintain a 
wavelength-specific laser source at each ONU. 
Therefore, the concept of WDM-PONs with cen-
tralized light sources at the OLT has been proposed 
such that all the optical sources for upstream 
transmission are also resided at the OLT. No laser 
source is installed at the ONU and thus the cost of 
the ONUs can be kept low. Alternatively, another 
idea of colorless ONUs has also been proposed 
such that the ONUs are not installed with any 
wavelength-specific devices. This greatly eases 
the inventory, maintenance and management of 
the wavelengths at the subscriber side and also 
facilitates volume production of the identical ONU 
modules. All these different approaches in support 
of upstream transmission in WDM-PONs, will be 
briefly discussed, as follows.

ONUs with Wavelength-
specific Laser sources

At each ONU in a WDM-PON, the common ap-
proach is to install a wavelength specific coherent 
light source, such as DFB laser diode, FP laser 
diode or VCSEL. The emission wavelengths of 

all the upstream transmitters have to be carefully 
chosen to match with the filter passbands of the 
WDM multiplexer at the RN and the OLT along 
the upstream path. Therefore, the wavelengths 
have to be stabilized or wavelength locked, 
and wavelength inventory and management are 
required.

colorless ONUs with Non-
Wavelength-specific Optical sources

Spectral Slicing of Broadband 
Light Source

The upstream transmitter can be realized by in-
stalling a BLS, such as LED (Glance et al., 1996; 
Han, et al., 2004; Iannone et al., 1995; Jung et al., 
1998; Zirngibl et al., 1995), etc. at each ONU and 
the upstream wavelengths are generated by means 
of spectral slicing at the WDM multiplexer at the 
RN. Therefore, no wavelength matching between 
the upstream light source and the filter passbands 
of WDM multiplexer at the RN is needed. Due 
to the incoherence nature of the BLS, the system 
performance is usually limited. Figure 8 and Figure 
9 show two examples of WDM-PONs employing 
spectrally-sliced LED as the upstream transmit-
ters at the ONUs.

Injection-Locked Fabry-
Pérot Laser Diode

At each ONU, a directly modulated FP laser diode 
is installed as the low-cost upstream transmitter. It 
is operated in quasi-single-longitudinal mode by 
means of injection locking technique. There are 
several options to generate the external injection 
wavelength to the FP laser diode. In (Kim, Kang, 
& Lee, 2000; Lee et al., 2005; Park et al., 2004; 
Shin et al., 2003; Shin et al., 2006), the injection 
wavelengths were spectrally sliced from a BLS, 
based on EDFA’s ASE, resided at the OLT. The 
FP laser had a usable wavelength range of about 
40 nm. To increase the injection efficiency and 
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the output power, the front facet reflectivity was 
reduced to 1% by applying anti-reflection coat-
ing. The transmission bit-rate was 155-Mb/s and 
could be operated over a wide temperature range 
(Shin et al., 2003). The same technique was also 
extended to realize the downstream transmitters at 
the OLT (Lee et al., 2005; Park et al., 2004; Shin 
et al., 2006). As shown in Figure 10, two BLSs at 
different bands (C- and L-band) were employed at 
the OLT for injection of the spectrally-sliced light 

into the FP laser diodes located at both the OLT and 
the ONUs. In (Hann, Kim, & Park, 2005), the FP 
laser diode at the ONU was self-injection-locked 
by reflecting back a portion of its own power, via a 
FBG at the RN, into its own laser cavity. No BLS 
was needed. The transmission bit-rate was 1.25 
Gb/s. In (Lee, Kim, Han, & Lee, 2006; Lee, Lee, 
Han, Lee, & Kim, 2007), a CW supercontinuum 
(SC) source was employed at the OLT as the BLS, 
which was spectrally sliced before being injected 

Figure 8. A WDM-PON with bi-directional spectral slicing of LED source at both the OLT and the ONU. 
(©2008, IEEE. Used with permission.)

Figure 9. A WDM-PON with a spectrally sliced of LED source as the upstream transmitter at the ONU 
and a cyclic AWG as the WDM router at the RN and the central office (CO). (©2008, IEEE. Used with 
permission.)
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to the FP laser diodes at the ONUs, as well as 
those at the OLT, as shown in Figure 11. The CW 
SC source has a spectral width of 130 nm. The 
demonstrated transmission bit-rates for both the 
C-band downstream and the L-band upstream 
wavelengths are at 622 Mb/s. Similarly, in (Wen, 
& Chae, 2006), a pulsed form of the SC source 
was employed as the BLS for injection locking 
the FP laser diodes at the ONUs.

In (Xu et al., 2007), a CW seeding wavelength 
generated from an array of DFB laser diodes at 
the OLT were distributed to the ONUs for injec-
tion locking of the FP laser diodes at the ONUs. 
Due to the highly coherence nature of the seeding 
light, 10-Gb/s transmission rate for the upstream 
transmission was demonstrated. In (Chan, Chan, 
Tong, Tong & Chen, 2002; Hung, Chan, Chen, 
& Tong, 2003), the downstream data-carrying 
wavelength was employed as the injection signal 
to the FP laser diode, which was directly intensity 
modulated with the upstream data, at each ONU. 
The downstream modulation formats were cho-
sen as non-return-to-zero (NRZ) with reduced 
extinction ratio (Chan et al., 2002), differential 

phase-shift keying (DPSK) with constant intensity 
envelope (Hung et al., 2003) (see Figure 12), or 
inverse-return-to-zero (IRZ) (Tse, Lu, Chen, & 
Chan, 2007). The relatively low intensity fluctua-
tion in the downstream signal did not induce much 
interference to the superimposed upstream data.

Injection-Locked VCSEL

In (Wong, Zhao, Chang-Hasnain, Hofmann, & 
Amann, 2006), an injection-locked single-mode 
VCSEL was employed as a low-cost upstream 
transmitter at the ONU. Similar to (Chan et al., 
2002; Hung et al., 2003; Tse et al., 2007), the 
2.5-Gb/s modulated downstream wavelength was 
used to injection-lock the VCSEL, which was 
directly modulated with 2.5-Gb/s upstream data. 
However, due to the relatively short laser cavity, 
the number of available cavity modes was small. 
For colorless operation, identical tunable VCSELs 
with wide wavelength tuning range (1530 nm to 
1620 nm) (Yuen et al., 2001) might be placed at 
the ONUs.

Figure 10. A WDM-PON employing wavelength-locked Fabry–Pérot laser diodes at both the OLT and 
the ONUs. (©2008, IEEE. Used with permission.)
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Figure 11. A WDM-PON employing a CW supercontinuum source as the broadband light source for 
injection locking of the Fabry-Pérot lasers at both the OLT and the ONUs. (©2008, IEEE. Used with 
permission.)

Figure 12. A WDM-PON employing downstream DPSK data and upstream OOK data with the FP la-
ser diode at the ONU being injected-locked by the downstream wavelength. (©2008, IEEE. Used with 
permission.)
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Wavelength-Seeded Reflective 
Semiconductor Optical Amplifier

At each ONU, a directly-modulated single-port 
RSOA (Feuer et al., 1996) is installed as the low-
cost upstream transmitter. As it exhibits a broad-
band ASE spectrum, the upstream wavelengths 
are generated by means of wavelength seeding. 
There are several options to realize wavelength 
seeding of RSOA. In (Briand, Payoux, Chanclou, 
& Joindot, 2007; Borghesani, Lealman, Poustie, 
Smith, & Wyatt, 2007; Healey et al., 2001; Payoux, 
Chanclou, Moignard, & Brenot, 2005; Payoux 
et al., 2006), the seeding wavelengths for the 
RSOAs at the ONUs were generated via spectral 
slicing of a BLS, such as LED (Payoux et al., 
2006; Fayoux et al., 2005; Briand et al., 2007) or 
EDFA’s ASE (Borghesani et al., 2007), resided at 
the OLT. As shown in Figure 13, the LED-based 
wavelength-seeded RSOA was directly modulated 
by 1.25-Gb/s (Fayoux et al., 2005) or 2.5-Gb/s 
(Borghesani et al., 2007) upstream data and could 
operate at high temperature (80oC) (Borghesani et 
al., 2007). The limited system performance due to 
the incoherent nature of the seeding signal could 
also be alleviated by means of FEC (Briand et al., 
2007). In (Park, Kim, & Park, 2006) and (Yeh, 
Chien & Chi, 2008), the seeding wavelength was 
a coherent light from a DFB laser or a self-seeded 
FP laser, respectively. Their respective upstream 
transmission bit rates were 1.25-Gb/s and 2.5-Gb/s, 
respectively. In (Lee et al., 2005; Lee et al., 2006; 
Lin, Lee, & Liu, 2008; Takesue, & Sugie, 2003; 
Yu, Kim, & Kim, 2007) gain-saturated RSOAs 
seeded by the modulated downstream wavelengths 
were employed as the upstream transmitters at 
the ONUs. However, the extinction ratio of the 
downstream NRZ data had to be kept low in order 
to facilitate the suppression of intensity fluctuation 
in the downstream wavelength, via gain saturation, 
before the upstream data was directly modulated 
onto it. Figure 14 illustrates the principle of the 
data suppression on the downstream wavelength 
by means of gain saturation in the SOA. The sup-

pression of the “1” level of the residual downstream 
component could be further enhanced by means 
of the negative wavelength detuning method (Lee 
et al., 2006; Yu et al., 2007) for selective spectral 
filtering. On the other hand, the reduced extinction 
ratio of the downstream NRZ data might suffer 
from system penalty. However, it could be allevi-
ated by using a FP etalon before detection (Lin 
et al., 2008), so as to improve its extinction ratio 
and in turn the performance of the downstream 
data reception at the ONU.

In (Kang, Kim, Choi, Lee, &. Han, 2007; Kwon, 
Won, & Han, 2006; Wong, Lee, & Anderson, 
2006), the RSOA at the ONU was self-seeded by 
reflecting a spectrally sliced portion of its own 
output power back to its laser cavity. In (Xu et 
al., 2007), a WDM-PON was proposed with the 
downstream subcarrier multiplexed (SCM) data 
modulated on each downstream wavelength. A 
shared interferometric filter was employed at the 
RN so as to simultaneously separate the carrier 
power portions and the SCM sidebands on all 
downstream wavelengths, as shown in Figure 15. 
The extracted carrier power portion served as the 
seeding signal to the directly modulated RSOA, 
while the SCM sidebands were received as the 
downstream data, at the respective ONU. As the 
upstream data was modulated at the baseband 
spectrum, it would avoid the possible interfer-
ence from the backscattered downstream SCM 
data on the same feeder fiber. A similar approach 
using downstream optical single-sideband (SSB) 
data was reported in (Presi, Proietti, D’Errico, 
Contestabile & Ciaramella, 2008), in which the 
carrier portions of all downstream wavelengths 
were extracted by means of a periodic optical notch 
filter. In (Cho et al., 2008; Jang, Lee, Seol, Jung, 
& Kim, 2007), SCM technique was also adopted 
to carry both the downstream and the upstream 
data on the same the downstream wavelength, 
without much interference from each other. At 
the OLT, the downstream data was modulated 
either at the passband (Arellano, Bock, Prat, & 
Langer, 2006; Cho et al., 2008; Jang et al., 2007) 
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or at the baseband (Kang, & Han, 2006) of the 
downstream wavelength, before being injected to 
the RSOA at the ONU, where the upstream data 
was directly modulated in the baseband or the 

passband spectrum, respectively. Figure 16 shows 
the example as in (Jang et al., 2007).

In (Prat, Arellano, Polo, & Bock, 2005), the 
downstream data and the upstream carrier were 

Figure 13. A WDM-PON with a single superluminescent LED for spectrally sliced seeding wavelength 
for the RSOA-based OLT and ONUs. (©2008, IEEE. Used with permission.)

Figure 14. Principle of the data suppression on the downstream wavelength using gain-saturated SOA. 
(©2008, IEEE. Used with permission.)
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Figure 15. A RSOA-based WDM-PON with a single shared interferometric filter for carrier-reuse up-
stream transmission. (©2008, IEEE. Used with permission.)

Figure 16. A bidirectional RSOA based WDM-PON utilizing a SCM signal down-link and a baseband 
signal for up-link. (©2008, IEEE. Used with permission.)
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sent from the OLT time multiplexed in a single 
burst, as shown in Figure 17. The first burst section 
was the downstream data and then, after a guard 
band, unmodulated optical carrier was sent for 
upstream modulation purposes. The RSOA at each 
ONU served as a photodetector for the downstream 
data, as well as the directly modulated upstream 
transmitter in a time-multiplexed mode, synchro-
nized with the respective downstream transmitter 
at the ONU, in burst mode. 1.25-Gb/s operations 
in both directions were demonstrated. There have 
been other techniques to realized WDM-PONs 
with RSOA-based ONUs. In (Arellano, Polo, 
Bock, & Prat, 2005; Garcés et al., 2007; Martínez 
et al., 2008), the downstream data was modulated 
in optical frequency-shifted keying (FSK) format 
and the modulated downstream wavelength was 
injected to the RSOA at the ONU with direct in-
tensity modulation of the upstream data. As optical 
FSK modulation broadened the laser spectrum 
and reduced light coherence, Rayleigh scattering 
crosstalk was reduced. In (Kim, Jun, Takushima, 
Son, & Chung, 2007), Manchester coding format 
was chosen for the downstream data and each 
modulated downstream wavelength was injected 
to the RSOA at each ONU. As Manchester code 
has a negligible amount of spectral components in 
the low-frequency region, the residual downstream 
signal component superimposed on the upstream 
NRZ signal, modulated in the baseband, could be 
highly suppressed by the limited bandwidth of the 
upstream receiver at the OLT. Thus, the required 
downstream power incident on the RSOA could be 
largely reduced and thus the power budget could 
be much enhanced, as compared with the cases 
when NRZ or IRZ formats were employed for 
the downstream data (Kim, Son, Jun, & Chung, 
2007).

colorless ONUs without 
Optical source

Dedicated Upstream Carriers 
Distributed from OLT

In this approach, dedicated light sources for the 
upstream wavelengths are employed and resided 
at the OLT, together with that for the downstream 
wavelengths. The upstream wavelengths are 
distributed to the respective ONUs, where each 
of them is modulated, via an optical modulating 
device, with the upstream data, before being sent 
back to the OLT (Altwegg, Azizi, Vogel, Wang, & 
Wyler, 1994; Nakamura, Suzuki, Kani, & Iwat-
suki, 2006; Yoshida, Kimura, Kimura, Kumozaki, 
& Imai, 2006; Zhang, Lin, Huo, Wang, & Chan, 
2006). In (Zhang et al., 2006), instead of using 
CW light from DFB lasers, a supercontinuum BLS 
was employed at the OLT, as shown in Figure 
18. The upstream wavelengths in C-band were 
spectrally sliced, via the AWG at the RN, before 
being modulated with the upstream data, via an 
optical intensity modulator, at each ONU. 10-
Gb/s operations in both the downstream and the 
upstream directions were achieved. In (Yoshida 
et al., 2006), an optical intensity modulator was 
employed at each ONU to modulate the CW 
wavelength distributed from the OLT for upstream 
transmitter. In order to avoid the possible inter-
ference from the backscattered light in the fiber 
feeder, the modulated upstream wavelength was 
further phase-modulated by a sinusoidal signal, 
via an additional optical phase modulator, before 
being looped back to the OLT, as shown in Figure 
19. In this way, the upstream spectrum was split 
into two sidebands, while an optical notch filter 
was employed at the OLT to suppress the backscat-
tered light at the central carrier frequency.
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Figure 17. A WDM-PON with the RSOA served as both modulator and photodetector at each ONU. 
(©2008, IEEE. Used with permission.)

Figure 18. A WDM PON utilizing a centralized supercontinuum broadband light source at the OLT and 
colorless ONUs. PCF: photonic crystal fiber. (©2008, IEEE. Used with permission.)
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Direct Re-Modulation of the 
Downstream Wavelengths

Another feasible approach to achieve upstream 
data transmission is to re-use or re-modulate the 
downstream carrier with the upstream data at the 
ONUs, thus no light source is required at the ONUs. 
In WDM-PONs using centralized light sources at 
the OLT, the downstream signal is delivered to 
the ONU, where it is partially split and fed into 
an optical receiver for downstream data reception. 
The rest of the signal is fed into an upstream data 
transmitter where the downstream signal power 
is re-modulated, via an optical modulator, with 
the upstream data. The re-modulated upstream 
carrier is finally routed back to the OLT, via 
the RN. With this architecture, the downstream 
wavelength received at the ONU is re-used as the 
upstream data carrier.

There are several methods to achieve this 
data re-modulation on the downstream carrier 
for upstream transmission. RITE-Net (Frigo et 
al., 1994), as shown in Figure 20, was the first 
proposal to re-use the downstream carrier for 
upstream transmission. On each downstream 
wavelength, half of the time was used to carry 

the downstream data, while the remaining half 
was left unmodulated and reserved for upstream 
modulation, via the optical intensity modula-
tor at the ONU. Hence, both the upstream and 
the downstream data were shared on the same 
wavelength by means of TDMA or dynamic 
bandwidth allocation. However, this required 
synchronization for proper upstream modulation. 
In (Akanbi, Yu, & Chang, 2006), optical carrier 
suppression and separation technique was adopted 
to generate two sidebands for each downstream 
wavelength, as shown in Figure 21. One of the 
sidebands was modulated with the downstream 
data at the OLT, while the other sideband would 
be intensity-modulated with the upstream data at 
the ONU. 10-Gb/s operation for each sideband 
was demonstrated. In (Attygalle, Nadarajah, & 
Nirmalathas, 2005; Attygalle, Anderson, Hewitt, 
& Nirmalathas, 2006), SCM technique was applied 
to modulate the downstream data at the passbands 
of each downstream wavelength. The central 
downstream optical carrier was then extracted, via 
a FBG, which would be directly modulated with 
the upstream data in the baseband at the ONU.

Recently, several constant-intensity modula-
tion schemes, including FSK (Deng, Chan, Chen, 

Figure 19. A single-fiber WDM PON with optical loopback method using phase modulation. (©2008, 
IEEE. Used with permission.)
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& Tong, 2003; Prat, Polo, Bock, Arellano, & 
Olmos, 2005), IRZ (Deng, Chan, & Chen, 2007; 
Chung et al., 2006), Manchester coding (Chung et 
al., 2006; Chung, Kim, & Kim, 2008; Kim, Park, 
Park, Yoon, & Kim, 2006), PSK-Manchester (Li, 
Dong, Wang, & Lu, 2005), DPSK (Hung, Chan, 

Chen, & Lin, 2003), etc. were adopted for the 
downstream data, such that the upstream data 
could be readily superimposed onto the received 
downstream wavelength, via simple intensity 
modulation at the ONUs. They had the common 
property that there would be minimal possible 

Figure 20. RITE-Net: A WDM-PON with wavelength reuse for upstream transmission. (©2008, IEEE. 
Used with permission.)

Figure 21. A WDM-PON with the upstream and downstream channels generated by optical carrier 
suppression and separation technique. The downstream carriers (A) before, and (B) after the optical 
carrier suppression are shown in the insets. (©2008, IEEE. Used with permission.)
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interference between the downstream and the 
upstream data, thus these schemes could support 
transmission at higher bit-rates, say 2.5 Gb/s or 
10 Gb/s per wavelength. In (Xu, & Tsang, 2008; 
Xu, & Tsang, 2008; Zhao, Chen, & Chan, 2007), 
DPSK was proposed as the modulation format 
for the upstream data, while the downstream 
data was modulated in either NRZ with reduced 
extinction ratio (Xu, & Tsang, 2008; Zhao et 
al., 2007) or IRZ (Xu, & Tsang, 2008). These 
schemes required an optical phase modulator at 
each ONU for upstream data modulation. It was 
shown that both the dispersion tolerance and the 
requirement for modulation synchronization at the 
ONUs could be largely relaxed. In (Chow, 2008), 
both the downstream and the upstream data were 
modulated in DPSK format, as shown in Figure 
22. At each ONU, a novel scheme (Pun, Chan, & 
Chen, 2005) was adopted to re-write the upstream 
phase information on the DPSK-modulated down-
stream wavelengths. 10-Gb/s operations in both 
directions were demonstrated.

sUMMArY

In summary, various WDM-PON architectures 
and their approaches to support two-way traffic 
have been reviewed. WDM-PON has emerged as 
a promising solution to realize fiber-to-the-home 
(FTTH), as it can offer high-capacity data deliv-
ery and flexible bandwidth provisioning, so as to 
meet the ever-increasing bandwidth requirements 
as well as the quality of service requirement of 
the next generation broadband access networks. 
The maturity and lower cost of the WDM com-
ponents available in the market are also among 
the major driving forces to enhance the feasibility 
and practicality of commercial deployment. It 
is anticipated that the broadband access market 
will continue to grow drastically, thus network 
scalability is one of the crucial issues to upgrade 
the WDM-PONs so as to support more subscrib-
ers. Recently, there have been several interesting 
proposals to realize hybrid WDM/TDM PONs 
(Bock, Prat, & Walker, 2005; Hsueh, Rogge, Shaw, 
Kazovsky, & Yamamoto, 2004; Shin et al., 2005; 
Talli, & Townsend, 2006). A hybrid WDM/TDM 
PON is typically an integration of a WDM-PON 
in the first stage and multiple conventional PONs 
in the second stage, as shown in Figure 23. At 

Figure 22. A WDM-PON using DPSK modulation format for both the downstream and the upstream 
data. (©2008, IEEE. Used with permission.)
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each ONU of the WDM-PON in the first stage, 
a conventional PON is attached such that the 
received downstream signal power from the first 
stage is further split and fed into several distribu-
tion fibers, so as to connect a larger number of 
subscribers. This requires a careful design of the 
power budget as well as the time-division multiple 
access protocol for the second-stage conventional 
PONs (Bock, & Prat, 2005; Kim, Gutierrez, An, 
& Kazovsky, 2005).

On the other hand, as the broadband services 
are getting more data centric, access networks 
have been evolving from conventional distribution 
networks to high-capacity peer-to-peer networks 
with guaranteed service level agreement (SLA) 
and quality of service (QoS) requirements. Thus 
the bandwidth provisioning should be more flex-
ible and more networking functions should be sup-
ported by the network architectures and its higher 
layer protocols. The downstream and upstream 
traffic are becoming more symmetric. There-
fore, other advanced techniques, such as optical 
code-division-multiple-access (OCDMA) over 
WDM-PON (Kitayama, Wang, & Wada, 2006), 
etc. are emerging so as to realize a full-service, 
scalable and robust next generation broadband 
access network.
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Chapter 5

Broadband Optical Access using 
Centralized Carrier Distribution

Chi-Wai Chow
National Chiao Tung University, Taiwan

INtrODUctION

It is now well known that there are various tech-
nologies for broadband access providing high-speed 
Internet access and triple-play services including 
data, voice, and video. Most well-established broad-
band access platforms now are digital subscriber 
line (DSL)-based and the Cable Modem-based. It 
is generally agreed that fiber-to-the-home (FTTH) 

provides the bandwidth and flexibility in upgrades 
when considering high-speed broadband access, 
especially with data rate of 1 Gbit/s or above. 
Passive optical network (PON) is considered as 
an attractive FTTH technology since it is highly 
cost-effective. A PON is a point-to-multipoint net-
work architecture in which passive optical power 
splitters are used to enable a single optical fiber to 
serve multiple users. A PON consists of a service 
provider’s central office or head-end office and a 
number of optical networking units (ONUs) near 

AbstrAct

Passive optical network (PON) is considered as an attractive fiber-to-the-home (FTTH) technology. 
Wavelength division multiplexed (WDM) PON improves the utilization of fiber bandwidth through the 
use of wavelength domain. A cost-effective solution in WDM PON would use the same components in 
each optical networking unit (ONU), which should thus be independent of the wavelength assigned by 
the network. Optical carriers are distributed from the head-end office to different ONUs to produce the 
upstream signals. Various solutions of colorless ONUs will be discussed. Although the carrier distributed 
WDM PONs have many attractive features, a key issue that needs to be addressed is how best to control 
the impairments that arise from optical beat noise induced by Rayleigh backscattering (RB). Different 
RB components will be analyzed and RB mitigation schemes will be presented. Finally, some novel PONs 
including signal remodulation PONs, long reach PONs and wireless/wired PONs will be highlighted.
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end users. A PON is cost-effective since generally, 
there is no active component between the head-
end office and the ONUs. Its configuration also 
reduces the amount of fiber and head-end office 
equipment required compared with point-to-point 
architectures. In conventional PON, downstream 
signals are broadcast to each ONU sharing a fiber. 
Upstream signals are combined using a multiple 
access protocol, invariably time division multiple 
access (TDMA). The optical line terminal (OLT) 
in the head-end office will “range” the ONUs in 
order to provide time slot assignments for upstream 
communication.

The first generation of Gigabit PONs (GPONs) 
has been standardized. They typically offer 1.244 
to 2.488 Gbit/s, shared among 32 customers via 
passive optical splitters using a TDMA protocol. 
Whilst these PONs offer significant bandwidth in-
creases compared to the copper-based approaches, 
they may not provide the best ultimate solution for 
network operators seeking to significantly reduce 
the cost of delivering future broadband services 
in order to sustain profit margins (Payne, D. B., 
& Davey, R. P., 2002). Hence research attention 
has recently turned to wavelength division mul-
tiplexed (WDM) PONs, or hybrid WDM-TDM 
PONs. (Talli, G., & Townsend, P. D., 2006)

WDM PON is a type of PON that uses multiple 
optical wavelengths to increase the bandwidth 
available to end users and to improve the utiliza-
tion fiber bandwidth. WDM PON is capable to 
provide more bandwidth over longer distances 
by increasing the link loss budget of each wave-
length, making it less sensitive to the optical losses 
incurred at each optical splitter when compared 
with conventional TDM-based PON. There is no 
standard for WDM PON now. By some defini-
tions WDM PON uses a dedicated wavelength for 
each ONU. This means WDM PON can enable a 
number of ONUs located at customer premises, 
each working at different wavelengths, to share 
the same optical amplifiers and backhaul fiber in 
the network. However, one great challenge in this 
WDM PON is the transmitter (Tx) at the ONU, 

located at the customer premise, which must 
have a wavelength that is precisely aligned with 
a specifically allocated WDM grid wavelength. 
A cost-effective solution would employ the same 
components in each ONU, which should thus be in-
dependent of the wavelength (colorless) assigned 
by the network. Optical carriers are distributed 
from the head-end office to different ONUs to 
produce the upstream signals. The advantages of 
this scheme are that the cost of wavelength ref-
erencing and control is shared among many users 
rather than being borne by individual users and no 
multi-wavelength source inventory is required for 
the end users. Besides, only a single optical laser 
source is necessary for all the ONUs in a TDM 
PON if hybrid WDM-TDM PON architecture is 
used (Talli, G., et al., 2002).

The organization of the chapter is as follows: in 
section II, various colorless ONUs for the WDM 
PON will be discussed. In section III, the Rayleigh 
backscattering (RB) components generated in the 
carrier distributed PON will be analyzed. Then, in 
section IV, several RB mitigation schemes will be 
presented. Some novels PON architectures will 
be highlighted in section V. Finally, a conclusion 
will be presented in section VI.

cOLOrLEss ONUs

Various colorless ONUs have been proposed for 
the WDM PON. The simplest scheme is to use 
tunable laser at the Tx. The wavelength is tuned 
at the installation or for a reconfiguration. The 
wavelength tuning speed is not critical. However, 
tunable lasers are too expensive up to now for 
ONU, since its cost is not shared. A cost-effective 
tunable ONU based on “set-and-forget” archi-
tecture is currently under development within 
the European Union-funded project PIEMAN 
(Photonic Integrated Extended Metro and Access 
Network) (Townsend, P. D., Talli, G., Chow, C. 
W., MacHale, E. M., Antony, C., Davey, R., De 
Ridder, T., Qiu, X. Z., Ossieur, P., Krimmel, H. 
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G., Smith, D. W., Lealman, I., Poustie, A., Ran-
del, S., & Rohde, H., 2007). The tuning element 
is based on a high performance thin film filter, 
which has good thermal stability and is capable of 
being manufactured in high volume. Tuning of the 
laser is achieved by rotation of the thin film filter 
and it is performed by a miniature pizeo-electric 
ceramic motor. An interesting alternative is to use 
a broadband light source with the spectrum-slicing 
technique. Spectrum-sliced superluminescent 
diodes, reflective semiconductor optical ampli-
fiers (RSOAs) and erbium-doped fiber ampli-
fiers (EDFAs) (Chapuran, T. E., Wagner, S. S., 
Menendez, R. C., Tohme, H. E., & Wang, L. A., 
1991; Park, S. B., Jung, D. K., Shin, D. J., Shin, 
H. S., Yun, I. K., Lee, J. S., Oh, Y. K., & Oh, Y. 
J., 2007; McCoy, A. D., Horak, P., Thomsen, B. 
C., Ibsen, M., Mokhtar, M. R., & Richardson, 
D. J., 2004) are interesting sources, since the 
center wavelength and width can be chosen and 
they are relatively low cost. Figure 1 shows the 
schematic of WDM PON based on the spectrum-
sliced RSOA as described in (Park, S. B., et al., 
2007). The RSOA was directly modulated at 155 
Mbit/s data rate using bias-T. The modulated signal 
spectrum-sliced at the arrayed waveguide grat-
ing (AWG) was transmitted over a 25-km single 
mode fiber (SMF). The band-pass filter (BPF) 
between RSOA and AWG was used to suppress 
the side-modes due to the cyclic characteristic 
of AWG. Bit-error rate (BER) better than 10-10 
was achieved over the temperature range from 0 
oC to 60 oC. The power margins were more than 
5.3 dB. Colorless operations was demonstrated 

in outdoor applications over the temperature 
range from 20 oC to 80 oC. These schemes are 
also the most inexpensive when compared with 
other schemes introduced later in this section. 
This is because some light sources, such as the 
superluminescent diode, are relatively low cost, 
and temperature control is usually not required. 
However, the modulation speeds of these schemes 
are less than 1 Gbit/s and transmission distances 
are limited, due to dispersion and slicing loss. 
Besides, spectrum-slicing with incoherent light 
introduces excess intensity noise (EIN) generated 
by the spontaneous-spontaneous beat noise that 
falls within the receiver (Rx) pass-band.

For higher data rates transmission, injection 
locking or seeding techniques are preferred. 
These candidates include amplified spontaneous 
emission (ASE)-injected Fabry-Perot laser diodes 
(FPLDs) (Shin, D. J., Keh, Y. C., Kwon, J. W., 
Lee, E. H., Lee, J. K., Park, M. K., Park, J. W., 
Oh, Y. K., Kim, S. W., Yun, I. K., Shin, H. C., 
Heo, D. Lee, J. S., Shin, H. S., Kim, H. S., Park, 
S. B., Jung, D. K., Hwang, S., Oh, Y. J., Jang, D. 
H., & Shim, C. S., 2006; Shin, D. J., Jung, D. K., 
Shin, H. S., Kwon, J. W., Hwang, S., Oh, Y., & 
Shim, C., 2006; Mun, S. G., Moon, J. H., Lee, H. 
K., Kim, J. Y., & Lee, C. H., 2008) self-injected 
FPLDs (Hann, S., Kim, T. Y., & Park, C. S., 2005), 
ASE-injected RSOAs (Healey, P., Townsend, P., 
Ford, C., Johnston, L., Townley, P., Lealman, I., 
Rivers, L., Perrin, S., & Moore, R., 2001; Shin, 
H. S., Jung, D. K., Kim, H. S., Shin, D. J., Park, 
S. B., Hwang, S. T., Oh, Y. J., & Shim, C. S., 
2005; Shin, H. S., Jung, D. K., Shin, D. J., Park, 

Figure 1. Schematic for WDM PON based on the spectrum-sliced RSOA. AWG: arrayed waveguide 
grating, BPF: band-pass filter.
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S. B., Lee, J. S., Yun, I. K., Kim, S. W., Oh, Y. J., 
& Shim, C. S., 2006; Payoux, F., Chanclou, P., & 
Brenot, R., 2006) continuous wave (CW)-injected 
RSOAs (Feuer, M. D., Wiesenfeld, J. M., Perino, 
J. S., Bums, C. A., Raybon, G., Shunk, S. C., & 
Dutta, N. K., 1996; Arellano, C., Bock, C., Prat, J. 
& Langer, K. D., 2006) self-injected RSOAs (Lee, 
K. L., & Wong, E., 2006), and injection locked 
vertical cavity surface emitting lasers (VCSELs) 
(Wong, E., Zhao, X., Chang-Hasnain, C. J., Hof-
mann, W., & Amann, M. C., 2006). The cost could 
be higher than the schemes of spectrum-slicing. 
In the ASE injecting architectures, the broad-
band light source (BLS) in the head-end office 
generates a broadband ASE to feed the Tx with 
spectrum-sliced ASE. Then, the injected FPLD 
or RSOA operates as a single-mode light source 
with negligible crosstalks to other WDM channels 
in the WDM PON. Figure 2 shows the schematic 
of a WDM PON based on injection locked FPLD 
(Mun, S. G., Moon, J. H., Lee, H. K., Kim, J. Y., 
& Lee, C. H., 2008). It consisted of a broadband 
light source (BLS) for a seed light, AWGs, and 
directly modulated FPLDs. The BLS was real-
ized by using ASE from EDFA pumped by 1480 
pump laser. The BLS was then spectrum-sliced 
and launched to injection lock the FPLD which 
was modulated at 1.25 Gbit/s. It is important that 
the injected ASE is unpolarized and incoherent to 
mitigate instabilities due to polarization and back 
reflection (Fujiwara, M., Suzuki, H., Yoshimoto, 
N., 2006). The noise characteristics of the ASE-
injected FPLD and ASE-injected RSOA have 
been reported [21, 22]. Ref. (Mun, S. G., et al., 

2008) investigates the effect of AWG passbands 
and FPLD reflectivities in self-injection locking, 
showing wider AWG passband (flat-top passband 
with 3-dB bandwidth of 0.61 nm) and lower front-
end facet reflectivity (0.1%) can provide better 
transmission performance. One of the key concerns 
of using broadband spectrum-sliced light injected 
FPLDs is how to increase both output power and 
spectral bandwidth of the BLS. Recently, BLS 
of using mutually injected FPLDs (Choi, K. M., 
& Lee, C. H., 2005; Ji, H. C., Yamashita, I., & 
Kitayama, K. I., 2008) and CW supercontinuum 
(SC) source (providing 130 nm incoherent, depo-
larized light source, with a total output power of 
~500 mW) (Lee, J. H., Kim, C. H., Han, Y. G., & 
Lee, S. B., 2006; Lee, J. H. Lee, K., & Kim., C. 
H., 2007) are demonstrated. To further reduce the 
cost of ONU, it would be desirable if the ONU 
could operate uncooled over a wide temperature 
range. High temperature (up to 80°C), colorless 
(over the C-band) and high-speed (2.5 Gbit/s) 
operation of a wavelength seeded RSOA as the 
upstream Tx has been reported (Borghesani, A., 
Lealman, I. F., Poustie, A., Smith, D. W., & Wyatt, 
R., 2007).

For modulation speed at 10 Gbit/s or above, 
the electro-absorption modulator (EAM) is the 
best suited component. It has large modulation 
bandwidth, low polarization dependent loss and 
wide wavelength operation range. EAM is rela-
tively expensive nowadays and has high insertion 
loss, hence, usually one or two SOAs are added to 
compensate the losses inside the ONU (Payoux, 
F., Chanclou, & P., Genay, N., 2007). Monolithic 

Figure 2. Schematic for WDM PON based on the injection locked FPLD. AWG: arrayed waveguide 
grating, BLS: broadband light source.
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integration of SOAs and EAM on the same chip 
to avoid coupling losses and to reduce packaging 
cost has been developed (MacHale, E. K., Talli, 
G., Townsend, P. D., Borghesani, A., Lealman, 
I., Moodie, D. G., & Smith, D. W., 2008). These 
schemes are the most expensive when compared 
with other schemes described previously in this 
section. Figures 3(a) and (b) show the configura-
tions of the reflective-EAM-SOA (REAM-SOA) 
and the SOA-EAM-SOA respectively. For the 
REAM-SOA described in (MacHale, E. K., et al., 
2008), it used a double-pass design, comprising a 
mode-expanded SOA, with an anti-reflection coat-
ing and an EAM with a high-reflection coating on 
the back facet. Both SOA and EAM were buried 
heterostructure multi-quantum well (MQW) de-
vices with a common blocking layer. The EAM 
used a MQW active section that was butt coupled 
to the tensile strained InGaAs MQW SOA active 
section. The REAM-SOA chip had passive align-
ment features for low cost volume assembly. In 
the experimental demonstration, optical signal at 
wavelength 1534.25 nm was launched into the 
REAM-SOA which was modulated at 10 Gbit/s 
non-return-to-zero (NRZ) data (3 Vpp). The SOA 
section was driven at 130 mA. The device was 
capable of supporting 10 Gbit/s upstream operation 
in a 128-way split 100 km reach PON.

IssUEs OF cENtrALIzED 
cArrIEr DIstrIbUtION

As discussed in the introduction, the carrier dis-
tributed WDM PONs provide many attractive 
features, however, when a single drop fiber is used 
to reach the customer, the carrier distributed from 
the head-end office and the upstream signal must 
share the same path, giving rise to interferometric 
beat noise caused by RB (Talli, G., Cotter, D., 
& Townsend, P. D., 2006) and localized Fresnel 
back-reflections (Fujiwara, M., Kani, J., Suzuki, 
H., & Iwatsuki, K., 2006). The maximum split 
ratio achievable in each TDM PON is limited by 
the levels of RB and back reflection present in 
the system. While the level of back reflection can 
in principle be controlled by setting appropriate 
return loss specifications for the various optical 
components used in the network, the RB is an 
intrinsic phenomenon in fiber propagation and its 
level is fixed by the fiber type and configuration 
used. RB is generated by the distributed reflections 
caused by the random index fluctuation along 
the silica optical fiber (Gysel, P., & Staubli, R. 
K., 1990). This process is considered as one of 
the major impairments in bidirectional systems 
(Staubli, R. K., & Gysel, P., 1991) and Raman 
amplification (Jiang, S., Bristiel, B., Jaouen, Y., 
Gallion, P., & Pincemin, E., 2007). RB light causes 
interferometric noise fluctuations at the input of 
the silica optical fiber which results in a noise 

Figure 3. Schematics of RONU designs using (a) REAM-SOA and (b) SOA-EAM-SOA. OC: optical 
circulator
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floor of ~32 dB below the original input power 
[25 km standard single mode fiber (SSMF) is 
used]. When optical amplification is present, the 
additional noise power due to ASE will further 
degrade the received signal. The RB noise is par-
tially polarized in nature, with a colored power 
spectral density (PSD) proportional to the PSD 
of the generating input signal (Talli, G., Chow, 
C. W., & P. D. Townsend, 2008). This is different 
from the ASE, which is typically assumed to be 
a white noise.

The ratio of the total backscattered power 
PRB, to the input power P0, in a length of SSMF 
L, is given by

P

P
eRB L

0

21= - -k a( ),  (1)

where α is the loss coefficient per unit length. 
For the SSMF α = 0.2 dB/km = 4.6×10−2 km−1 at 
a wavelength of 1550 nm. The Rayleigh factor κ 
is defined as

k
g
a

=
S

2
,  (2)

where γ is the fractional power loss per unit length 
due to RB and S is the fraction of this power that 
is recaptured by the fiber. A measured value of κ 
= 6.7×10−4 of SSMF at wavelength of 1550 nm.

Figure 4 shows the two dominant contributions 
to the RB in the carrier distributed PONs, which 
interfere with the upstream signal at the Rx. The 
first contribution, Carrier-RB, is generated by the 
backscatter of the CW carrier being delivered to 
the reflective ONU (RONU). The second contri-
bution, Signal-RB, is generated by the modulated 
upstream signal at the output of the RONU. 
Backscattered light from this upstream signal 
re-enters the RONU, where it is re-modulated 
and reflected towards the Rx. The RB noise is 
partially polarized in nature, with a colored PSD 

proportional to the PSD of the input signal. Hence, 
the spectra of Carrier-RB and the CW carrier are 
the same, while the Signal-RB is modulated twice 
by the RONU and has a broader spectrum. The 
relative impact of the two components depends 
on the exact network configuration and hence, 
for a full understanding, separate analysis of each 
effect is needed.

sOLUtIONs tO MItIGAtE 
rAYLEIGH bAcKscAttErING

Dual-Feeder Fiber Architecture

Due to the unique features of the RB, by using 
proper network architecture design and using 
advanced modulation formats, RB induced signal 
degradation can be mitigated. A simple approach 
to mitigate RB in carrier distributed PONs could 
be simply performed by reducing the backscattered 
power that reaches the Rx at head-end office. If 
we consider a carrier distributed PON with two 
stages of splitters such as the one in Figure 5, 
where for clarity the AWGs are not shown, we can 
see clearly that most of the Carrier-RB power is 
generated by the optical carrier in the fiber before 
the first splitter, conventionally called feeder fi-
ber. This is mainly due to the loss introduced by 
the first splitter and also because the feeder fiber 
usually accounts for most of the access length. 
The architecture discussed here to mitigate the 
backscattering impairments uses two separate 
feeder fibers before the splitters, one to deliver 
the optical carrier and the other to transmit the 
modulated upstream signal to the Rx (MacHale, 
E. K., Talli, G., & Townsend, P. D., 2006; Talli, 
G., Chow, C. W., MacHale, E. K., & Townsend, 
P. D., 2007). In this architecture, the Carrier-RB 
generated before the first splitter cannot reach the 
Rx and thus it cannot interfere with the upstream 
signal. It is worth to mention that although the 
Carrier-RB generated in the distribution and 
drop sections, and the Signal-RB still propagates 
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to the Rx, the overall power is greatly reduced 
compared with a system with a single feeder 
fiber. A theoretical and experimental description 
can be found in (Talli, G., et al., 2007). It is also 
important to note that this scheme maintains the 
benefit of a single drop and distribution fiber in 
the path to each ONU, which could reduce the cost 
of fiber and fiber connections in the network. The 
circulator, normally used to inject the carrier in 
single-feeder schemes, is also not required, since 
the optical splitter employed to combine the two 
feeder fibers performs this function.

spectral reshaped 
Modulation Formats

Advanced modulation formats have been pro-
posed and demonstrated to mitigate RB noise 
in carrier distributed PONs. Phase-shift-keying 
(PSK)-Manchester coding is proposed to reduce 
interferometric beat noise (Li, Z., Dong, Y., Wang, 
Y., & Lu, C., 2005). In this scheme, the envelope 
of the PSK-Manchester signal is constant, while 
the wavelength of the carrier experiences up-chirp 
at rising edge of the modulation data and down-
chirp at the falling edge. An optical notch filter 
is used to isolate the CW carrier component to 
reduce the carrier beat noise. Approaches using 
light source scrambling in terms of amplitude 

Figure 4. Schematic of WDM PON using centralized light source. AWG: arrayed waveguide grating, 
OC: optical circulator, Rx: receiver, Carrier-RB and Signal-RB: carrier and signal generated Rayleigh 
backscattering (Chow et al., 2007)

Figure 5. Schematic of a carrier distributed PON using dual-feeder fiber architecture (Talli et al., 
2007).
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(Pepeljugoski, P. K., & Lau, K. Y., 1992), phase 
(Monroy, I. T., Tangdiongga, E., Jonker, R., & de 
Waardt, H., 2000), polarization (Heismann, F., 
Gray, D. A., Lee, B. H., & Smith, R. W., 1994) or 
frequency (Prat, J., Polo, V., Bock, C., Arellano, 
C., & Olmos, J. J. V., 2005) have been proposed 
for RB mitigation. Another technique which has 
been shown to be effective in this respect, uses 
a phase modulator (PM) at the RONU to spec-
trally broaden the upstream signal (Yoshida, T., 
Kimura, S., Kimura, H., Kumozaki, K., & Imai, 
T., 2006; Chow, C. W., Talli, G., & Townsend, P. 
D., 2007) in order to reduce the spectral overlap 
of the signal and the RB, and hence, reduce the 
beat noise falling within the Rx bandwidth. In this 
scheme, the phase modulation index is set so as 
to suppress the center wavelength, i.e., to make 
the amplitude of the zeroth order Bessel function 
equal to zero. The smallest modulation index 
that achieves the required suppression is ~2.4. 
Although the schemes proposed in (Yoshida, T., 
et al., 2006; Chow, C. W., et al., 2007) can effi-
ciently suppress the noise caused by the Carrier-
RB, they are much less effective in reducing the 
Signal-RB noise. Hence, Signal-RB mitigation 
using a gain-saturated SOA in the RONU has 
been demonstrated (MacHale, E. K., Talli, G., 
Chow, C. W., & Townsend, P. D., 2007). Dither-
ing the bias current of a RSOA can also reduce 
coherent crosstalk, as reported in (Urban, P. J., 
Koonen, A. M. J., Khoe, G. D., & de Waardt, H., 
2007). Optical carrier suppression and separation 
technique (OCSS) (Akanbi, O., Yu, J., & Chang, 
G. K., 2005) is also proposed to generate two 
wavelength channels using a single laser source 
at the head-end office. Then, one wavelength is 
externally modulated for downstream transmis-
sion while the other CW wavelength is delivered 
and modulated at the ONU to provide the upstream 
data transmission. Using this scheme, bidirectional 
operation over a single fiber can be achieved 
with reduced power penalties. RB mitigation can 
also be achieved by wavelength shifting (Prat, 
J., Omella, M., & Polo, V., 2007) or wavelength 

conversion (Shea, D. P., & Mitchell, J. E., 2006). 
These RB mitigation schemes usually complicate 
the ONU design.

Recently, a modulation scheme, namely car-
rier suppressed subcarrier amplitude modulated 
phase shift keying (CSS-AMPSK) (Chow, C. W., 
Talli, G, Ellis, A. D., & Townsend, P. D., 2008), is 
shown to be highly effective at mitigating noise 
generated by Carrier-RB and Signal-RB. For 
efficient Raleigh noise mitigation it is important 
to minimize the spectral overlap between the 
upstream signal and both types of RB, ensuring 
that the majority of the frequency components of 
the resultant electrical beat noise fall outside the 
Rx bandwidth. The CSS-AMPSK is generated by 
driving a Mach-Zehnder modulator (MZM) with 
an AMPSK drive signal, which is generated by 
modulating a sinusoidal clock signal at w GHz, 
with a duobinary signal using a microwave mixer. 
By biasing the MZM for minimum transmission, 
the CW carrier wavelength is suppressed, and two 
copies of the AMPSK drive signal are translated 
to sub-carriers at ± w GHz with respect to the 
optical carrier frequency. The fundamental fre-
quency shift associated with subcarrier drive of a 
MZM biased for minimum transmission ensures 
a frequency translation each time a signal passes 
through the modulator, ensuring that the upstream 
signal is shifted away from the backscattered 
CW signal, and the Signal-RB components are 
further shifted away from the upstream signal. 
Hence, the CSS-AMPSK is expected to have 
strong tolerance to both RB components. Figure 
6 shows the CSS-AMPSK modulator configura-
tion consisting of a double balanced mixer with 
an electrical clock (CK) connected to the local 
oscillator (LO) input. The NRZ baseband data 
is effectively duobinary encoded by an encoder 
at the intermediate frequency (IF) input of the 
mixer. The mixer performs an RF up-conversion 
of the duobinary data. At the mixer RF output, 
an electrical duobinary signal on a carrier is 
generated. There is no particular synchronization 
requirement between the electrical sine wave and 
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baseband data. The proof of concept experiments 
used commercially available LiNbO3 MZM, but 
alterative schemes using polarization insensitive 
semiconductor modulators could be more practical 
(Leclerc, O., Brindel, P., Rouvillain, D., Pincemin, 
E., Dany, B., Desurvire, E., Duchet, C., Boucherez, 
E., Bouchoule, S., 1999).

Experimental setups have been proposed to 
analyze the RB performance quantitatively. Fig-
ures 7(a) and 7(b) show the experimental setups 
used to study the Carrier-RB and Signal-RB, 
respectively, which simulate the impairments of a 
real PON by generating two interfering signals in 
different arms of an interferometer. The modulator 
configurations (MODs) are operating in transmis-
sion mode without the optical circulator or reflec-
tive facet. By locating the modulators at different 
points in the setup it is possible to emulate the 
Carrier-RB and Signal-RB components that would 
be expected in a real carrier distributed network 
employing RONUs. For Carrier-RB analysis 
[Figure 7(a)], MOD1 was used to generate the 
data signal and the Carrier-RB was generated by 
the unmodulated carrier propagating through 25 
km of SSMF. On the other hand, for Signal-RB 
analysis [Figure 7(b)], the remodulated backscat-
tering was generated by firstly modulating the 
optical signal with MOD2. The remodulation of 
the backscattered signal generated by the 25 km 

SSMF was then emulated by MOD3. At the Rx, 
this interferes with the upstream signal, generated 
by a CW carrier delivered via the lower arm and 
simultaneously modulated by MOD3. In both 
experiments a variable optical attenuator (VOA) 
was used to vary the signal power and generate 
different optical signal to Rayleigh noise ratios 
(OSRNRs).

A theoretical derivation of the RB properties 
and of the interferometric noise that it generates 
can be found in (Staubli, R. K., et al., 1991). The 
actual spectrum of the high speed modulated signal 
needs to be considered in order to obtain an ac-
curate prediction of the system performance. The 
noise generated by the beating of signal and RB
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where Ss(f) and Sb(f) are the PSD of upstream and 
backscattering signal respectively. They may be 
reshaped by the optical filter inside the Rx and the 
AWGs. * denotes deterministic cross-correlation, 
Â  is the photodetector responsivity, He(f) is the 
photodetector normalized frequency response, 
such that He(0) = 1. The noise generated by the 
RB beating with itself:

Figure 6. RONU design of CSS-AMPSK modulation (Chow et al., 2008).
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where k and p are the polarization coefficients, 
with p=2k-1. The polarization coefficient k equals 
to 1 for completely polarized backscattering (p=1) 
aligned with the signal polarization and k =0.5 
for a completely depolarized backscattered field 
(p=0). In practice, roughly 1/3 of the RB light 
is polarized. RB analysis in terms of extinction 
ratios (Wong, E., Zhao, X., Chang-Hasnain, C. 
J., Hofmann, W., & Amann, M. C., 2007), signal 
bandwidths (Marki, C. F., Alic, N., Gross, M., Pa-
pen, G., Esener, S., & Radic, S., 2007) and optical 
filters positions in the network (Arellano, C., Polo, 
V., Prat, J., 2007) have also been discussed.

Figure 8 shows the experimental and modeled 
power penalties at a BER of 10−9 for the blue-side 
CSS-AMPSK (selected by using 30 GHz offset-
AWG) and NRZ signals (for comparison) at 10 
Gbit/s as a function of OSRNRs. For NRZ, even 
relatively low levels of RB can significantly de-
grade the BER due to the complete spectral overlap 

between upstream signal and RB components. 
For example, at the 1-dB power penalty window, 
the OSRNR of NRZ is about 25 dB. This means 
that the signal power should be 25 dB greater 
than the RB noise in order to have less than 1 
dB power penalty. The CSS-AMPSK improves 
the required OSRNR (at 1 dB penalty) by 12 
and 7 dB in the Carrier-RB and Signal-RB cases 
respectively. Results from the model are in good 
agreement with the experiments. The mitigation 
of the Carrier-RB is due to two effects. Firstly, 
the compact spectrum of CSS-AMPSK has less 
spectral overlap with the CW carrier, reducing the 
total beat noise power in the Rx. Secondly, the 
optical power of the Carrier-RB is concentrated at 
the CW carrier frequency, which is more strongly 
attenuated by the offset-AWG than the blue-side 
CSS-AMPSK signal, whose power is concentrated 
at +10 GHz. Furthermore, for Signal-RB, when 
the backscattered CSS-AMPSK is re-modulated 
in the RONU, the additional frequency shifts 
will transform odd harmonic components of the 
drive signal (±10 GHz) to even harmonics (0 and 
±20 GHz). The spectral overlap of the upstream 
signal and the Signal-RB is small due to the 

Figure 7. Experimental setup to emulate (a) Carrier-RB and (b) Signal-RB. MOD: modulator, VOA: 
variable optical attenuator, PC: polarization controller, AWG: array waveguide grating (Chow et al., 
2008).
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compact spectrum of the AMPSK modulation, 
but bigger than the Carrier-RB case. The optical 
filtering effect is also less effective since the +20 
GHz component is within the AWG bandwidth. 
Hence experimental and modeling results show a 
slightly worse performance in the Signal-RB case. 
It is worth to mention that although the proposed 
scheme can mitigate the RB noise, it complicates 
the RONU design. Besides, offset-AWG is used 
and it attenuates the upstream signal.

sIGNAL rEMODULAtION 
cArrIEr DIstrIbUtED PONs 
AND OtHEr NOVEL PONs

As described in previous section, in the carrier 
distributed PON, optical carrier is distributed from 
the head-end office to different ONUs to produce 
the upstream signals. This is cost-effective since 
wavelength referencing and control are performed 
in the head-end office, and the same components 
can be used in each ONU. Remodulation of down-

stream signal to generate upstream signal may 
further reduce the cost by wavelength reuse. In 
this section, several signal remodulation carrier 
distributed PONs will be highlighted, and some 
novel PONs, long reach (LR)-PONs and wireless/
wired PONs will be discussed. Several remodula-
tion schemes have been proposed, including using 
both downstream and upstream on-off keying 
(OOK) (Chan, L. Y., Chan, C. K., Tong, D. T. K., 
Tong, F., & Chen, L. K., 2002); downstream dif-
ferential phase-shift-keying (DPSK) and upstream 
OOK (Hung, W., Chan, C. K., Chen, L. K., Tong, 
F., 2003); downstream inverse return-to-zero (IRZ) 
and upstream OOK (Lu, G. W., Deng, N., Chan, 
C. K., & Chen, L. K., 2005); downstream low 
extinction-ratio OOK and upstream DPSK (Zhao, 
J., Chen, L. K., Chan, C. K., 2007). Relatively high 
residual CW background between IRZ pulses and 
the finite extinction-ratio in the OOK is required 
in the IRZ-OOK and low extinction-ratio OOK-
DPSK remodulation schemes, respectively, in 
order to provide high enough optical power for 
the integrity of the upstream signals. These may 

Figure 8. RB noise performance at different OSRNR of CSS-AMPSK and NRZ formats (Chow et al., 
2008).
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reduce the Rx sensitivity in the downstream signal. 
Because of this, downstream DPSK and upstream 
orthogonal DPSK/intensity modulation (IM) 
scheme (Tian, Y., Su, Y., Yi, L., Leng, L., Tian, 
X., He, H., & Xu, X., 2006), and downstream and 
upstream DPSK (Chow, C. W., 2008) have been 
proposed with reduced power penalty introduced 
to the downstream signal.

As bandwidths grow, the traditional approach 
of separating access and metro networks will 
become prohibitively expensive: (i) from a capex 
viewpoint, due to the large number of network 
elements and interfaces to interconnect them and 
(ii) from an opex viewpoint, due to network design 
complexity, large number of network elements, 
large footprint and high electrical power consump-
tion. Integrating the metro and access networks is 
particularly suitable for highly populated areas, 
where the cost of land for head-end office is high. 
Hence, LR-PONs have been proposed (Shea, D. 
P., Ellis, A. D., Payne, D. B., Davey, R. P., & 
Mitchell, J. E., 2003). It usually has four new 
features when compared with traditional PON: 
high data rate in both upstream and downstream 
signals (> 1 Gbit/s); reach extension to > 100 km; 
a high split ratio (> 100); and using WDM (Shea, 
D. P., et al. 2003; Nesset, D., Davey, R. P., Shea, 
D., Kirkpatrick, P., Shang, S. Q., Lobel, M., & 
Christensen, B., 2005; Shea, D. P., & Mitchell, J. 
E., 2007; Talli, G., Chow, C. W., MacHale, E. K., 
& Townsend, P. D., 2006; Ruffin, A. B., Downie, 
J. D., & Hurley, J., 2008; Jia, Z., Yu, J., Yeo, Y. 
K., Wang, T., & Chang, G. K., 2006). 10 Gbit/s 
bidirectional LR-PON in 1024-way split, 110 km 
reach, using Super forward error correction (FEC) 
and electronic dispersion compensation (EDC) 
has been demonstrated (Nesset, D., et al., 2005). 
1024-way split, 100 km, 10 Gbit/s LR-PON us-
ing Super FEC and EDC in upstream and high 
saturated power optical amplifier in the upstream 
is reported (Shea, D. P., et al., 2007). A 256-way 
split, 116 km LR hybrid WDM-TDM PON em-
ploying RONUs by combining a dual-feeder fiber 
scheme with spectrally-broadened upstream signal 

has also been demonstrated recently, without 
using FEC or EDC (Talli, G., et al., 2006). LR-
PON with 128-way split, 100 km reach without 
in-field amplification using 10 Gbit/s duobinary 
signals and ultra-low loss optical fiber is reported 
(Ruffin, A. B., et al., 2008). Recently, a LR-PON 
using orthogonal frequency division multiplexing 
(OFDM) was demonstrated, achieving a split-ratio 
of 256 (Chow, C. W., Yeh, C. H., et al., 2008). Fig-
ure 9 shows its performance at back-to-back and 
LR transmission. Inset: Constellation diagrams 
of (a) downstream and (b) upstream signals after 
100 km SSMF transmission without dispersion 
compensation. In these LR-PONs, in order to 
extend the reach, optical amplifiers are usually 
needed to compensate the signal losses during 
the transmission. This complicates the network 
architecture especially at high data rate, since high 
speed burst mode Rx (10 Gbit/s) and burst-proof 
optical amplifiers are not commercially available 
(Townsend, P. D., et al., 2007). Besides, due to 
the large split ratio, ranging and synchronization 
among ONUs may be an issue.

Broadband wireless access is becoming more 
and more popular nowadays due to its flexibility 
and scalability. This can also be deployed in some 
areas where using optical fiber is expensive. In 
order to include the mobile feature provided by 
the wireless access, the integration of PON and 
wireless access is a potential solution for increasing 
the capacity and mobility, as well as decreasing the 
cost in the access networks. Recently, architectures 
of simultaneous modulation and transmission 
of a RF signal and a baseband signal have been 
demonstrated (Jia, Z., et al., 2006; Chang, G. K., 
Yu, J., Jia, Z., & Yu, J., 2006; Lin, C. T., Peng, W. 
R., Peng, P. C., Chen, J., Peng, C. F., Chiou, B. 
S., & Chi, S., 2006; Lin, C. T., Chen, J., Peng, P. 
C., Peng, C. F., Peng, W. R., Chiou, B. S., & Chi, 
S., 2007; Jia, Z., Yu, J., Boivin, D., Haris, M., & 
Chang, G. K., 2007; Yu, J., Jia, Z., Wang, T., & 
Chang, G. K., 2007; Chen, L., Shao, Y., Lei, X., 
Wen, H., & Wen, S., 2007; Chen, L., Wen, H., 
& Wen, S., 2006; Ma, J., Yu, J., Yu, C., Xin, X., 
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Zeng, J., & Chen, L., 2007). The transmission 
of RF signal over optical fiber has been actively 
investigated in realizing future broadband wireless 
networks. In these systems, the metro or access 
links between the central and base station are 
implemented by using optical fiber, and they are 
generally called radio-over-fiber (ROF) systems. 
Several optical RF signal generation approaches, 
such as using direct modulation, external optical 
modulation, optical double-frequency heterodyn-
ing, four-wave mixing, wavelength conversion and 
continuum light filtering have been summarized 
in (Ma, J., et al., 2007). It is worth to mention that 
conventional optical modulation formats, such as 
NRZ or DPSK may not be suitable for the ROF 
system if direct conversion of optical to RF sig-
nal at antenna sites is used. Because of this, the 
feasibility of deploying some of the modulation 
formats which are now commonly used in wireless 

communications, e.g. orthogonal frequency divi-
sion multiplexed (OFDM) - quadrature amplitude 
modulation (QAM) and quadrature phase shift 
keying (QPSK), in optical fiber network have 
attracted much attention (Shieh, W., Yi, X., Ma, 
Y., & Tang, Y., 2007; Lowery, A., & Armstrong, 
J.; Chow, C. W., Yeh, C. H., Wang, C. H., Shih, 
F. Y., Pan, C. L., & Chi, S., 2008). However, 
waveform of the OFDM signal presents a high 
peak-to-average-ratio, hence, the Tx, amplifier and 
Rx used in the networks should have much higher 
linear response characteristics than conventional 
optical networks in order to avoid signal clipping. 
Other possible solutions are also under intensive 
studies nowadays.

Figure 9. BER of downstream and upstream OFDM-QAM signals at back-to-back and LR transmission. 
Inset: Constellation diagrams of (a) downstream and (b) upstream signals after 100 km SSMF transmis-
sion without dispersion compensation (Chow, C. W., Yeh, C. H., et al., 2008).
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cONcLUsION

PON is regarded as the most attractive and highly 
cost-effective optical access network architecture. 
The first generations of PONs are now standard-
ized and commercially available. These TDM-
based PONs have already been deployed to many 
millions of households in Japan, North America, 
and Korea to provide higher bandwidth services. 
However the bandwidth sharing nature of the TDM 
PONs means that they cannot support future high 
bandwidth demand. A strong upgrade of exist-
ing access network is required in order to cope 
with the exponentially increasing of bandwidth 
demand. Alternative architecture based on WDM 
PON has recently attracted attention because the 
sustained data rates of WDM PON do not drop 
with the number of simultaneous users. The main 
issue facing WDM PON is the cost of the wave-
length specific optical components needed in the 
network. Thus colorless ONUs with centralized 
optical carrier distribution can be a cost-effective 
solution. In this chapter, different solutions of 
colorless ONUs have been discussed. Different 
RB components in the carrier distributed PON 
have been analyzed. RB mitigation schemes, 
including using dual-feeder fiber architecture and 
spectral reshaped modulation formats have been 
proposed and demonstrated. Finally, some novel 
PONs including signal remodulation PONs, long 
reach PONs and wireless/wired PONs have been 
pointed out.
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AbstrAct

Passive Optical Networks (PONs) are very suitable architectures to face today’s access challenges. This 
technology shows a very cost saving architecture, it provides a huge amount of bandwidth and efficiently 
supports Quality of Service (QoS). In PON networks, as all subscribers share the same uplink channel, a 
medium access control protocol is required to provide a contention method to access the channel. As the 
performance of Time Division Multiplexing Access (TDMA) protocol is not good enough because traffic 
nature is heterogeneous, Dynamic Bandwidth Allocation (DBA) algorithms are proposed to overcome 
the problem. These algorithms are very efficient as they adapt the bandwidth assignment depending on 
the updated requirements and traffic conditions. Moreover, they should offer QoS by means of both class 
of service and subscriber differentiation. Long-Reach PONs, which combine the access and the metro 
network into only one by using 100 km of fibre, is an emergent technology able to reach a large number 
of far subscribers and to decrease the associated costs.
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EVOLUtION OF tHE AccEss 
NEtWOrK: tHE FIrst MILE

The access network, also called the first mile or 
last mile, connects the service provider central 
offices to residential or business customers. The 
demanded services are quite different depending 
on the type of customer. Residential users demand 
applications related to leisure activities, such 
as broadband Internet, television or interactive 
games, whereas companies demand multimedia 
services for the bidirectional transmission of all 
kind of information.

In the recent years, the network traffic has been 
increasing at very high rates, which has caused 
an important evolution in the transport network. 
However, the access network has not suffered 
any important evolution or change. Besides, 
the new emerging services and the growth of 
Internet traffic have accentuated the lack of ac-
cess network capacity. The deployed technology, 
DSL (Digital Subscriber Line) and coaxial cable, 
are not able to cover the bandwidth necessary to 
support these new high demanding services. Up 
to now, the access network has been associated to 
the type of delivered information, the pair copper 
for telephony and the coaxial cable for television. 
However, from now on the new access network 
should be unique and should deliver voice data 
and video under the same platform, which is called 
“Triple play service”.

Moreover, as Internet traffic has increased 
highly its presence, operators have deployed dif-
ferent technologies to support such demand. In 
this way, telephone operators tended to deploy 
the Digital Subscriber Line (DSL) technology, 
which uses the same twisted pair as telephony 
lines and therefore it requires a DSL modem at 
the customer premises and a Digital Subscriber 
Line Access Multiplexer (DSLAM) in the central 
office. The data rate offered by DSL technologies 
is not enough to support integrated voice, data 
and video services. Furthermore, the physical 

area that can be covered by DSL is limited to the 
distance, which means that it cannot reach every 
contracted subscriber.

On the other hand, the cable television enter-
prises integrate data services over their coaxial 
cable networks. Usually, these architectures com-
bine both fibre and coaxial cable, resulting in a 
Hybrid Fibre Coaxial (HFC) network, where the 
fibre reaches the head-end to a curbside optical 
node, and the coaxial cable covers the rest of the 
path to the final subscriber. The main problem of 
this architecture is that each shared node has a 
limited effective data throughput, which is divided 
among many homes, each subscriber obtaining a 
very slow speed during peak hours.

The new emerging services and the insufficient 
deployed access technologies, help to increase the 
existing “bottle neck” in the access. Thus, another 
access technology that could be simple, scalable 
and capable to transport voice, data and video over 
the same network is strongly needed. In this way, 
optical fibre is expected to be the best option to 
deal with the existing first mile challenges.

The deployment of fibre in the access network 
is known as FTTX. However the FTTX term 
can group different categories depending on the 
portion of fibre included in the access network. 
Therefore, the most typical FTTX infrastructures 
are:

• FTTH: Fibre To The Home.
• FTTB: Fibre To The Business.

FTTmdu:•  Fibre To The multi-tenant 
building.

• Deep Fibre: The fibre ends in one point 
near the subscriber, and another technol-
ogy such as copper pair is used to reach the 
end subscriber. The most important infra-
structures are Fibre To the Node (FTTN) 
and Fibre To the Curb (FTTC).

As fibre is viewed as the most suitable trans-
mission medium in the access network, many 
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topology alternatives were studied, such as the 
point-to-point, the Curb Switched and the point-
to-multipoint architectures.

In the point-to-point topology it is extended one 
fibre per user and therefore it needs N or 2N fibres 
and 2N optical transceivers, being N the number or 
users. On the other hand, the Curb-Switched tech-
nology uses only one trunk fibre which eliminates 
fibre in the Central Office (CO), but it needs 2N+2 
optical transceivers and electrical power in the 
field. Finally, the point-to-multipoint is the most 
cost saving architecture as it uses one trunk fibre 
from the CO to a splitter and it only needs N+1 
optical transceivers. Besides, it requires no electri-
cal power in the field as it uses an optical splitter 
to divide the signal into so many branches as the 
number of users connected to the network. This 
network infrastructure is called Passive Optical 
Access Network (PON), which is a very attractive 
solution to treat the problem in the first mile, as 
it can provide both high bandwidth and class of 
service differentiation. This access technology is 
mainly based on a bidirectional communication 
between the Optical Line Termination (OLT) lo-
cated inside the Central Office and several Optical 
Network Units (ONUs) located inside or near the 
end subscribers (Kramer, Mukherjee & Maislos, 
2003; Lung, 1999; Pesavento & Kelsey, 1999).

The chapter is organized as follows. Section 
2 describes the existing PON standards and the 
main deployed topologies. In Section 3 is presented 
the main challenges in PON networks regarding 
contention methods used in PON architectures 
and the supported quality of service. Then, Sec-
tion 4 explains the future trends based on the 
deployment of large split extended PONS, also 
called Long-Reach PONs. Finally, in Section 4, 
the most relevant conclusions obtained in this 
chapter are shown.

PON DEscrIPtION

PON standards

There are some alternatives which are intended 
to standardize PON networks, such as APON, 
BPON, GPON and EPON. Among them, the 
most important are GPON and EPON. The first 
one, GPON, defined by the FSAN (Full Service 
Access Network) consortium, could be viewed 
as a good future solution, as it can support mul-
tiple classes of service with extreme efficiency. 
However, Ethernet PONs (EPONs), based on the 
Ethernet protocol, are considered a good choice for 
a today’s optimized access network, as Ethernet 
is a well-known cheap technology and interoper-
able with a variety of legacy equipment. It makes 
that nowadays many studies are focused on such 
technology.

APON Standard

The APON networks are based on the ATM proto-
col and they are defined in the ITU-T Recommen-
dation G.983.1 (International Telecommunication 
Union, 2005). The most important characteristic 
of this protocol is the use of fixed length cells of 
53 bytes. In the downstream direction cells are 
transmitted in a multicast way towards all ONUs. 
Therefore, each ONU should extract those cells 
which belong to it. Each downstream APON 
frame consists of 54 data cells plus 2 PLOAM 
(Physical Layer Operation, Administration and 
Maintenance) cells (Figure 1).

In the upstream direction, the frame consists of 
53 data packets, each of them of 56 bytes. As each 
cell has 53 bytes of data, the 3 remaining bytes 
are used for the synchronization with the OLT. 
Moreover, each frame includes one management 
slot called Multiburst Slot (MBS).

As in the upstream direction all users share 
the same access channel, APON typically uses 
the TDMA (Time Division Multiplexing Access) 
protocol to avoid possible collisions. In this way, 
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ONUs demand bandwidth by means of the MBS 
cells, whereas the OLT informs ONUs about the 
new allocated bandwidth using the PLOAM cells. 
On the other hand, since downstream data are 
broadcasted to all ONUs, APON implements the 
security mechanism to encrypt data called DES 
(Data Encryption Standard).

Regarding the transmission rates, the standard 
permits the next bit rates: symmetric 155 Mbps 
and 622 Mbps, or asymmetric 622 Mbps in the 
downstream and 155 Mbps in the upstream.

BPON Standard

The APON term was not very suitable, as it was 
thought that only ATM services could be sup-
ported by the network. Therefore, the APON 
term was changed for the new Broadband PON 
(BPON) nomenclature. These networks are able 
to support many broadband services and Ethernet 
and video services. Moreover, a new encryption 
mechanism was implemented, more sophisticated 
than the previous DES algorithm used in the 
APON standard.

GPON Standard

GPON (Gigabit PON) is defined in the G.984.1 
Recommendation (International Telecommunica-

tion Union, 2003). It supports several bit rates for 
both the upstream and downstream channels. In 
particular, it can operate at several combinations 
of asymmetric or symmetric bit rates, from 155.52 
Mbps to 2.5 Gbps.

In the GPON specification, the frame format 
is defined for both channels. In the downstream 
direction it is used a fixed frame of 125 μs syn-
chronous with a clock of 8 KHz. This downstream 
frame periodicity is used to maintain the global 
synchronization of the whole system. In the up-
stream direction the length of the frame is also 
fixed to 125 μs.

In the upstream, each frame contains a number 
of transmissions from one or more ONUs, but 
one ONU can be allocated a maximum time slot 
of 125 μs, that is the maximum length of one 
frame (Figure 2). Each burst inside the upstream 
frame contains at minimum the Physical Layer 
Overhead (PLOu). Besides the payload, it may 
also contain the Physical Layer Operation and 
Administration and Management (PLOAMu), 
the Power Leveling Sequence upstream (PLSu) 
and the Dynamic Bandwidth Report upstream 
(DBRu) sections. The DBRu field is used when 
ONUs report their buffer status to the OLT in order 
to demand bandwidth for next transmissions. In 
particular, the GPON specification defines three 
ways in which one ONU can inform the OLT 

Figure 1. Basic format of the downstream and the upstream frame in an APON network
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about its status: sending piggy-backed reports in 
the upstream DBRu field, using status indication 
bits in the PLOu field, or including an optional 
ONU report in the DBA payload.

On the other hand, the downstream frame 
consists of the Physical Control Block down-
stream (PCBd) field, the ATM partition and 
the GEM partition (Figure 2). The downstream 
frame provides the common time reference for 
the PON and also the signalling control for the 
upstream. Moreover, the OLT sends pointers in 
the PCBd field, each of them indicating the time 
at which each ONU starts and ends its upstream 
transmission. This performance allows that only 
one ONU accesses the shared channel at the same 
time, avoiding traffic collisions between packets 
from different ONUs.

One important issue of the GPON specification 
is that packets contained inside each frame can be 
encapsulated using ATM cells or using the GPON 
Encapsulation Method (GEM). The ATM method 
is an evolution of the APON/BPON standard. 
However, with the GEM method all type of traffic 
can be supported by the GPON network (native 
TDM, SONET, SDH, ATM or Ethernet traffic) 
using a variant of SONET/SDH Generic Fram-
ing Procedure (GFP). The most relevant traffic 
encapsulation is the Ethernet, which are mapped in 

the GEM frame without including some overhead 
such as the Preamble and SDF bytes. Moreover, 
GPON permits the fragmentation of Ethernet 
packets across multiple GEM frames, contrary to 
the EPON standard which does not allow it. The 
packet fragmentation process inherent in the GEM 
encapsulation can be used to serve time sensitive 
traffic. Thus, the sensitive data encapsulated into 
GEM frames are always sent at the beginning 
of each payload. Due to the fixed 125 µs frame 
periodicity, it will be ensured that sensitive data 
are provided with very low latency.

EPON Standard

The main standardization force behind EPON 
(Ethernet PON) is the IEEE 802.3ah Task Force 
(IEEE 802.3ah Ethernet in the First Mile Task 
Force, 2004). It was designed to support a sym-
metrical bit rate of 1 Gbps in the upstream and 
downstream channels.

As it is based on the Ethernet protocol, the 
EPON transmission unit is equal to a standard 
Ethernet frame with some modifications in the 
preamble field. In the preamble of each Ethernet 
frame the Logical Link ID (LLID) label is in-
serted, which locally identifies each ONU inside 
the EPON network. In this way, ONUs are polled 

Figure 2. Upstream and Downstream Frame format in the GPON specification
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periodically to check if some ONUs are recently 
connected, and therefore some parameters have 
to be established such as the local address (LLID) 
inside the network.

On the other hand, the EPON standard does 
not allow frame fragmentation, and hence the time 
slot length allocated to each ONU should match 
the packet lengths to fully use the total capacity 
of the allocated time slots.

In the downstream direction, packets are 
broadcasted from the OLT to every ONU. Thus, 
as every ONU received the same data, its MAC 
(Medium Control Access) layer has to differentiate 
between packets which belong to it or not. In order 
to carry out this task, the MAC layer of the ONU 
extracts the LLID label of every Ethernet frame 
and checks if the ONU address corresponds to its 
ONU. In the upstream direction, each ONU sends 
its data typically following a TDMA scheme. At 
the end of every cycle each of them reports its 
buffer status in order to demand bandwidth for 
the next cycle. The OLT distributes the available 
bandwidth for every ONU and sends to them a 
separate grant message to inform them about the 
slot length for the next cycle and the time each 
of them is able to transmit.

Passive Optical Network topologies

In order to deploy a PON network there are many 
topologies which can be applied, such as:

• Bus topology. It takes advantage of the 
optical fibre as it provides a point-to-mul-
tipoint connectivity between the OLT and 
the ONUs (Figure 3). Since this architec-
ture does not need a splitter, it allows a 
less centralized distribution and it permits 
more distance coverage between the OLT 
and the ONUs. However, any fault in the 
bus causes that users become disconnected 
from the network, which is the main handi-
cap of this topology.

• Star topology. This topology supports a 
point-to-point connectivity between the 
OLT and the ONUs, as it deploys an optical 
fibre per user (Figure 4). This configuration 
provides very high bandwidth to end users 
keeping very low cost for the operation, 
administration and maintenance (OAM) 
functions. However, this solution requires 
a large optical fibre deployment, which im-
plies a very expensive implementation.

• Ring topology. This architecture offers 
the advantage of a point-to-multipoint 
connectivity between the OLT and the 
ONUs (Figure 5). Moreover, in this type of 

Figure 3. Example of the bus topology for a Pas-
sive Optical Network (PON)

Figure 4. Example of the star topology for a Pas-
sive Optical Network (PON)
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architectures it is very easy to implement 
protection mechanisms. However, this to-
pology shows important difficulties related 
to the OAM functions.

• Tree topology. This is a Point-to-Multipoint 
architecture which offers the advantage 
that the infrastructure is shared by all users. 
This implies an important reduction in the 
implementation and maintenance costs in 
the access network (Figure 6). This archi-
tecture is the most typical and widespread 
and the majority of studies related to PON 
networks are based on this topology.

MAIN cHALLENGEs IN PAssIVE 
OPtIcAL NEtWOrKs (PONs)

Medium Access control 
Protocols in PON Networks

Passive Optical Networks are typically Point-to-
MultiPoint (P2MP) high capacity access networks 
based on a tree topology between the Optical Line 
Terminal (OLT) and the Optical Network Units 
(ONUs) (Figure 7). In the downstream direction 
(from the OLT to the ONUs) the OLT controls the 
traffic which arrives from outside the network. In 
this direction packets do not suffer any problem 
as the OLT decides which packets are sent to the 
different ONUs in a broadcast way. Therefore, all 
ONUs receive the same traffic and each of them 
has to differentiate if packets belong to it, or on 
the contrary discard them.

The main problem in PON networks occurs in 
the upstream direction (from ONUs to the OLT), 
because all users share the same wavelength, and 
a Medium Access Control protocol (MAC) is nec-
essary to avoid collisions between packets from 
different ONUs. There are some medium access 
control protocols which can be applied to PON 
networks, such as WDMA (Wavelength Division 
Multiple Access), O-CDMA (Optical Code Divi-
sion Multiple Access) and TDMA (Time Division 
Multiple Access). In relation with O-CDMA, cur-
rent technology is not prepared enough to apply 
it in PON networks. On the other hand, WDMA 
is a very expensive alternative for today’s ac-
cess networks as it requires several wavelengths 
operating in the upstream, but it is a promising 
alternative for future PONs. Finally, TDMA is the 
today’s most widespread control scheme in these 
networks as it allows a single upstream wavelength 
and it is very easy to implement.

Figure 5. Example of the ring topology for a Pas-
sive Optical Network (PON)

Figure 6. Example of the treetopology for a Pas-
sive Optical Network (PON)
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O-CDMA (Optical Code Division 
Multiple Access) Protocol

The O-CDMA control protocol in PON networks 
(Figure 8) assigns an orthogonal code to each 
subscriber in the access network. Then, each 
subscriber uses this code to modulate its data and 
transmit them in the upstream channel. In order 
to correctly receive the transmitted data, the OLT 
has to correlate the received signal with the set 
of orthogonal codes. When the codes are correct 
high correlation peaks can be observed, but on the 
contrary these peaks are very low (Zhang, Kun 
& Bo, 2007; Lee, Sorin & Yoon Kim, 2006). The 
implementation of O-CDMA in a PON network 
permits all ONUs to transmit in the upstream 
channel using the same wavelength. However, this 
technique requires a very strong synchronization, 
which implies a handicap in its implementation. 
One possible alternative to this problem is to apply 
asynchronous CDMA, but it leads to a penaliza-

tion in the correlation level. Another possibility 
is the use of several wavelengths to generate the 
orthogonal codes, but it is expensive as it requires 
multiple light sources at each ONU.

WDMA (Wavelength Division 
Multiple Access) Protocol

WDMA-PON architectures are viewed as a so-
lution for the scalability problem of a traditional 
PON. In these traditional PONs, the offered power 
limits the maximum number of ONUs connected 
to one OLT and as only one wavelength is shared 
by all users, the available bandwidth to each sub-
scriber decreases with the number of them.

There are many proposed WDM-PON archi-
tectures which depend on network components 
such as the used remote node (RN) in the external 
field. In this way, WDM-PON architectures tend 
to use splitters or AWG (Arrayed Waveguide 
Gratings) as remote nodes. Among those WDM-

Figure 7. PON network operation in both directions, upstream and downstream
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PON technologies based on splitters, one of the 
simplest architectures is shown in Figure 9. In 
this configuration the sources of the OLT and the 
ONUs are able to transmit at several wavelengths. 
This solution permits a progressive update of the 
architecture, as new wavelengths can be added to 
those subscribers with higher bandwidth demand, 
whereas the remaining subscribers continue with 
the previous configuration (McGarry, Reisslein 
& Maier, 2006).

Another more sophisticated architecture 
based on splitters is shown in Figure 10. This 
configuration permits to increase the number of 
users and the offered bandwidth. As the splitter 
limits the number of subscribers typically to 64, 
this solution proposes the deployment of new 
TDM-PON infrastructures. However, if all TDM-

PONs operate with the same wavelengths, the 
available bandwidth would significantly decrease. 
In order to avoid this problem, this architecture 
incorporates an AWG in the OLT, which allows 
an independent management of each deployed 
TDM-PON infrastructure.

The previous configuration based on only one 
AWG improves efficiently the available bandwidth 
in a PON network. However, there are important 
technological limits that do not allow the span 
of the network. In order to solve this problem, 
an architecture based on several levels of AWG 
(typically two) has been proposed. This novel ar-
chitecture takes advantages of the cyclic properties 
of the AWG in order to simultaneously increase 
the available bandwidth and the number of users 
in the PON. Then, the AWG of the first level 

Figure 8. Implementation of the O-CDMA control access protocol in a PON network
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(KxM) is located in the OLT and it distributes the 
generated laser signals towards each M branch of 
the external network infrastructure. On the other 
hand, the second level of the AWG (LxN) routes 
each of the N wavelengths to the corresponding 
ONU (Mayer, Martinelli, Pattavina & Salvadori 
2000; Bock, Prat & Walker, 2005).

TDMA (Time Division Multiple 
Access) Protocol

In a TDMA scheme, time is divided into periodic 
cycles, which at the same time are divided into so 
many time slots as the number of ONUs which 
share the channel. Therefore, each slot is dedi-
cated to one ONU and one cycle is organized in 
such a way that one slot transports packets from 
one ONU periodically. This TDMA behaviour 

has been studied in some works (Brunnel, 1986; 
Ko & Davis, 1984), which model this scheme 
by means of a switch. When one specific ONU 
starts its transmission, it can be viewed as if the 
ONU is visited by a server, which stays inside the 
ONU taking out packets during the time slot in 
that cycle. However, TDMA may be inefficient in 
the use of the bandwidth when the traffic nature 
is not homogeneous (Byun, Nho & Lim, 2003; 
Luo, & Ansari, 2005), as it always allocates the 
same bandwidth independently of the demand of 
each ONU. In fact, it is well known that real traf-
fic is not homogeneous and not continuous, and 
therefore TDMA is not the most suitable scheme 
to apply. To deal with this problem, algorithms 
which distribute the available bandwidth in a dy-
namic way have been proposed, called Dynamic 
Bandwidth Allocation algorithms (DBA). They 

Figure 9. Example of a WDM-PON architecture with a splitter as remote node (RN)
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adapt the network capacity to traffic conditions 
by changing the distribution of the bandwidth 
assigned to each ONU depending on the current 
requirements.

Dynamic Bandwidth Allocation Algorithms in 
PON Networks
In the downstream direction a PON may be viewed 
as a point-to-multipoint network, and in the up-
stream direction as a multipoint-to-point network. 
This performance makes that the upstream and 
downstream channels are not communicated with 
each other. In order to treat this situation, the IEEE 
802.3ah Task Force developed the Multipoint 
Control Protocol (MPCP), which controls the 
communication between the downstream and the 
upstream channels. Therefore, the application of a 

dynamic bandwidth assignment requires the use of 
the MPCP protocol to dynamically distribute the 
upstream bandwidth to each ONU, controlling the 
data transmission from the ONUs to the OLT.

This protocol is implemented in the Medium 
Access Control (MAC) layer inside the OLT 
and it carries out some other tasks such as the 
auto-discovery, registration and ranging (distance 
from each ONU to the OLT) operations of new 
added ONUs to the PON network. The MPCP 
protocol uses five control messages: Register, 
Register_ack, Register_req messages are used to 
make the auto-discovery, registration and ranging 
tasks, whereas, Report and Gate control messages 
arbitrate the communication between the OLT 
and the ONUs in order to allocate bandwidth to 
each of them. Therefore, the upstream bandwidth 

Figure 10. Example of a WDM-PON architecture with a splitter as remote node (RN) and an incorpo-
rated AWG
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is divided into bandwidth units via TDMA and 
each of them is assigned to a different ONU. The 
length of these units is considered not fixed, but 
it is dynamically calculated depending on the 
applied DBA algorithm. Hence, Report messages 
are used by ONUs to demand bandwidth whereas 
Gate messages are used by the OLT to notify the 
allocated bandwidth for the next cycle. At the 
end of their time slot, ONUs send Report control 
messages to the OLT to request bandwidth for 
the next cycle time. The OLT assigns bandwidth 
based on the demand of ONUs, and sends Gate 
control messages to inform ONUs about the new 
allocated bandwidth in the next cycle time. The 
time stamped into Gate messages are used as global 
time references. Therefore, each ONU updates its 
local clock by means of the timestamp contained 
in each control message, keeping each ONU a 
global synchronization with the whole system.

Moreover, each Gate message is able to support 
up to four transmission grants. Thus, each trans-
mission grant specifies the transmission length 
and the transmission start time of a particular 
ONU. The transmission start time of each ONU 
is expressed as an absolute timestamp accord-
ing to the global synchronization of the system. 
Hence, each ONU sends packets during its time 
slot according to its intra-ONU scheduler, which 
control the packet transmission from various local 
queues belonging to different applications.

Online and Offline Scheduling Methods in 
DBA Algorithms
Dynamic Bandwidth Allocation algorithms can 
be classified into Offline (centralized) or Online 
(polling) scheduling methods. In centralized 
algorithms (Figure 11) the OLT distributes the 
bandwidth for the next cycle once it receives the 
updated requirements of every ONU in that cycle. 
This behaviour causes a waste of time during this 
waiting period (Assi, Ye, Dixit & Ali, 2003; Chang, 
Kourtessis & Senior, 2006; Choi & Huh, 2002; 
Sherif, Hadjiantonis, Ellinas, Assi & Ali, 2004), 
although it allocates bandwidth for the next cycle 

knowing the total demand of every connected 
ONU. Besides, once the OLT receives every Report 
message, the considered DBA algorithm is invoked 
and it needs some computation time to allocate the 
bandwidth and to generate the grants table for the 
next cycle time. This scheme increases even more 
the idle time when the upstream channel in not 
used. Some algorithms presented in the literature 
(Assi, Ye, Dixit & Ali, 2003) apply a gate-ahead 
mechanism, in which the OLT sends some Gate 
messages for the next cycle “n+1” while receiving 
Report messages from the just current cycle “n”. 
In particular, the OLT applies an early bandwidth 
allocation scheme in which an ONU requesting 
a bandwidth lower than a determined minimum 
guaranteed bandwidth, can be scheduled at that 
moment without waiting for the arrival of every 
Report. However, if an ONU requests more than 
this minimum guaranteed bandwidth, it has to wait 
until every Report control message arrives and the 
DBA algorithm allocates the bandwidth for the 
next transmission cycle. With this mechanism it 
is expected an increase in the channel throughput 
and therefore a reduction in the waiting delay, 
that could affect the delay of the highest priority 
traffic.

On the other hand, in polling or online schemes, 
the OLT allocates bandwidth to each ONU for 
the next cycle before the last packet of the previ-
ous one arrives, resulting in efficient upstream 
channel utilization (Byun, Nho & Lim, 2003; 
Kramer, Mukherjee & Pesavento, 2002; Kramer, 
Mukherjee, Ye, Dixit & Hirth, 2002). However, 
these algorithms do not consider the global state 
of the network. Among polling or online algo-
rithms, one of the most efficient is the Interleaved 
Polling with Adaptive Cycle Time (IPACT), an 
adaptive cycle time approach in which ONUs are 
polled individually in a round robin fashion, as 
it is shown in Figure 12 (Kramer, Mukherjee & 
Pesavento, 2002; Kramer, Mukherjee, Ye, Dixit, 
& Hirth, 2002).
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Quality of service in PON 
Networks (Qos)

One of the most important challenges in PON 
networks is that they should offer Quality of 
Service (QoS). Available resources have to be 

used efficiently and the network has to provide 
preferential treatment to certain type of services 
and customs. Hence, networks providers and 
operators have to offer a minimum guarantee to 
customers in relation with the offered services. 
In particular, a PON network has to support both 

Figure 11. PON network performance implemented a DBA algorithm based on a centralized scheme

Figure 12. PON network performance implemented the IPACT algorithm based on an interleaved poll-
ing policy
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class of service differentiation and subscriber 
differentiation.

Class of Service Differentiation (CoS)

Dynamic Bandwidth Allocation algorithms should 
cope with class of service differentiation, and it 
is necessary to define methods for differentiating 
traffic into Classes of Service (CoS). There are sev-
eral schemes to offer service differentiation over 
PONs. In the Priority Queue method used in some 
algorithms (Assi, Ye, Dixit & Ali, 2003; Kramer, 
Mukherjee, Ye, Dixit, & Hirth, 2002), packets 
belonging to different classes of services are 
inserted into their corresponding priority queue. 
All supported services share the same buffer, in 
order to improve the performance of the highest 
priority traffic. Therefore, when the buffer is full, 
incoming packets with higher priority are inserted 
inside the shared buffer if other packets with lower 
priority can be discarded. Furthermore, in other 
related studies, packets are differentiated keep-
ing separate queues of fixed length, one for each 

class of service (Nowak, Perry & Murphy, 2004). 
Hence, when queues are full, incoming packets 
will be dropped independently of their priority, 
as they are not permitted to replace packets with 
lower priority. These previous methods, the Prior-
ity Queue and separate queues used to categorize 
packets inside the queues, are combined with a 
scheduling scheme to transmit packets outside 
the priority queues. Some proposals such as al-
gorithms in (Assi, Ye, Dixit & Ali, 2003; Kramer, 
Mukherjee, Ye, Dixit, & Hirth, 2002) apply the 
Strict Priority Queue method inside the ONU 
defined in IEEE 802.1D, in which each ONU will 
be equipped with a number of virtual queues equal 
to the number of supported services. A scheduler 
located inside the ONU takes out packets from 
one queue only if queues with more priority are 
empty, as it is shown in Figure 13 (in this case P0 
is the highest priority service and P2 is the lowest 
priority service).

However, in this Strict Priority scheduling 
method in each ONU, during the interval time 
between sending the Report message and start-

Figure 13. ONU scheduler equipped with three priority queues, P0, P1 and P2 which applies the strict 
priority queue method
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ing the transmission in the corresponding time 
slot, new higher priority packets arrive to the 
ONU. Thus, these priority packets arriving in the 
waiting time will be sent out ahead of the lower 
priority packets reported in the previous cycle 
time. This performance leads to an increase in the 
mean packet delay and packet loss of the lower 
priority traffic.

In order to reduce this problem other works 
implement the Fair Nonstrict Priority Scheduling 
scheme (Sherif, Hadjiantonis, Ellinas, Assi & Ali, 
2004), which works as Strict Priority Queue, but 
in this case only packets reported in the last up-
dated message can be sent out in the actual cycle. 
Hence, if higher priority packets arrive to one 
ONU just after the beginning of its current time 
slot, they have to wait until the reported lower 
priority packets are transmitted. Therefore, if the 
time slot can be able to send out more traffic, it 
will be used to transmit packets of high priority. 
This method provides fairness for every supported 
class of service.

Moreover, in algorithms presented in (Choi & 
Huh, 2002; Luo & Ansari, 2005), it is the OLT 
which allocates in a centralized way the exact 
bandwidth to each service, depending on both the 
priority and the demand of them, as it is represented 
in Figure 14 (in this case P0 is the highest prior-
ity service an P2 is the lowest priority service). 
In particular, in the dynamic bandwidth alloca-
tion algorithm with multiple services presented 
in (Luo & Ansari, 2005), each class of service 
is set a maximum bandwidth permitted at each 
cycle. Then, the OLT first allocates bandwidth 
to the highest services, as they require bandwidth 
guarantees, and the remaining bandwidth is given 
to the lowest priority traffic. The bandwidth al-
located to the highest priority services is upper 
bounded by the smaller value of its request and its 
maximum bandwidth permitted, which controls 
that they do not forcefully consume the upstream 
channel. Besides, the service scheduling scheme 
presented in (Choi & Huh, 2002) assumed a fixed 
bandwidth assignment for the highest priority 

services regardless of whether or not they have 
packets to send. Then, the remaining bandwidth 
is distributed between the medium priority traffic 
depending on the updated demand of such service 
in every ONU. Finally, if some bandwidth remains, 
it will be allocated to the lowest priority services 
in the same way as the medium priority traffic.

Customer Differentiation: Service 
Level Agreement (SLA)

Access networks have also to face customer dif-
ferentiation. End users contract a service level 
agreement (SLA) with a provider, which con-
tains technical specifications called service level 
specifications (SLSs). It forces the network to 
treat each SLA subscriber in a different way and 
dynamic algorithms have to take into account the 
requirements for every SLA subscriber. Some 
related studies are focused on a fair bandwidth 
distribution between various service providers 
which offer the same services through the same 
shared upstream channel to different users (Ba-
nerjee, Kramer & Mukherjee, 2006).

On the other hand, other works are related to an 
unique service provider which offers multi-service 
levels according to subscribers’ requirements 
(Assi, Ye, Dixit, & Ali, 2003; Chang, Kourtessis 
& Senior, 2006; Ma, Zhu, & Cheng, 2003). As 
an example, the Bandwidth Guaranteed Polling 
(BGP) method proposed in (Ma, Zhu, & Cheng, 
2003) divides ONUs into two disjoint sets: band-
width guaranteed ONUs and best effort ONUs. 
Bandwidth guaranteed ONUs always receive the 
guaranteed bandwidth determined by their Ser-
vice Level Agreement (SLA), whereas the others 
receive the remaining bandwidth. The associated 
SLA specifies the quantity of bandwidth that has 
to be guaranteed. Therefore, the upstream channel 
is divided into equal bandwidth units, although 
these units are chosen in such a way that the 
number of obtained units have to be larger than 
the supported ONUs inside the access network. 
Moreover, the OLT keeps two entry tables, one for 
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bandwidth guaranteed ONUs (Entry Table) and 
one for the best effort ONUs. The former table has 
as many entries as bandwidth units obtained in the 
total upstream channel, whereas the table for the 
best effort ONUs is not fixed in size. Therefore, 
those bandwidth units which are not used by the 
guaranteed ONUs can be dynamically allocated to 
the best effort ONUs. Each bandwidth guaranteed 
ONU can be allocated one or more bandwidth 
units according to their SLA or their bandwidth 
demand. Therefore, guaranteed ONUs with more 
than one entry will be polled by the OLT more 
than once in a round of polling. The OLT polls 
every ONU in the order of the Entry Table by a 
pointer indicating the current entry. If one entry 
is not assigned to one guaranteed ONU, it will 
be offered to a non-guaranteed ONU in the order 
listed in the best effort table.

Another common way to provide client dif-
ferentiation is to use a weighted factor assigned 
to each ONU associated with one specific SLA. 
Then, the bandwidth is allocated depending on 
these fixed weights. In the method presented in 

(Assi, Ye, Dixit & Ali, 2003), each ONU is as-
signed a minimum guaranteed bandwidth based 
on its associated weight, so that the upstream 
channel is divided among the ONUs in proportion 
to their SLAs. In particular, the weighted factors 
are assigned depending on the priority of the SLA 
of each ONU, and the sum of the weights has to 
be one. Therefore, the sum of every minimum 
guaranteed bandwidth is equal to the total avail-
able bandwidth contained in the considered cycle 
time. In this way, at the end of every transmission 
cycle, each ONU requests bandwidth for the next 
cycle. If the requested bandwidth is lower than 
the minimum guaranteed bandwidth, the ONU 
will be allocated the demanded bandwidth, and 
the remaining will be pooled together with the 
excess bandwidth of all other ONUs which do 
not request their permitted minimum bandwidth. 
Then, in the second stage of the algorithm the 
total excess bandwidth is distributed among those 
ONUs whose bandwidth demand is higher than 
their guaranteed bandwidth. Finally, this remain-
ing bandwidth will be allocated depending on the 

Figure 14. ONU scheduler equipped with three priority queues, P0,P1 and P2 where the OLT allocates 
the exact bandwidth for every class of service
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bandwidth request of each high loaded ONU.
Besides, in the Dynamic Minimum Bandwidth 

(DMB) algorithm (Chang, Kourtessis & Senior, 
2006), the OLT distributes the available bandwidth 
assigning different weights to each client depend-
ing on its SLA. Therefore, ONUs associated with 
a higher weight will be allocated more bandwidth. 
In this algorithm, the bandwidth allocation at every 
cycle is made in two stages. In the former step, 
a guaranteed minimum bandwidth is assigned to 
each ONU depending on the priority of its SLA, 
and it is composed of two types of bandwidths. 
The first bandwidth component, called basic 
bandwidth is a fixed bandwidth allocated to every 
ONU independently of the priority of its service 
level. The second component, the extra bandwidth 
is calculated taking into account both the priority 
of the service level and the bandwidth request of 
every ONU. Once the first step is completed, if 
some ONUs do not used their entire guaranteed 
minimum bandwidth, in the second step the algo-
rithm allocates this remaining bandwidth among 
those ONUs which demand more bandwidth than 
their guaranteed minimum bandwidth.

As quality of service can be offered by means 
of class of service or client differentiation, a 
suitable combination of both of them is neces-
sary in order to support full quality of service 
in the upstream channel. However, none of the 
previous proposed methods which apply client 
differentiation controls that the supported services 
comply with the standard restrictions. Thus, they 
do not consider the final behaviour of the offered 
services by every subscriber. However, this is a 
very important aspect that should be covered by 
a DBA algorithm as service providers have to 
guarantee that the highest priority traffic complies 
with constrains in terms of mean packet delay or 
packet loss rate. In this way, the algorithm pro-
posed in (Merayo, Durán, Fernández, Lorenzo, 
de Miguel, Aguado & Abril, 2008) provides both 
service and client differentiation but, unlike other 
previous works, it dynamically controls that each 
subscriber satisfies every class of service require-

ment. Thus, the algorithm ensures that the most 
sensitive services keep the mean packet delay 
below the maximum upper bound permitted for 
every priority customer. The algorithm is based 
on a set of weights to distribute the bandwidth as 
it is done in other works (Assi, Ye, Dixit, & Ali, 
2003; Chang, Kourtessis & Senior, 2006) but in 
contrast with them, it dynamically changes the 
value of the weights in order to achieve the best 
performance under every load situation.

LONG-rEAcH PAssIVE 
OPtIcAL NEtWOrKs

There is an increasing interest in the development 
of larger split extended optically amplified PONs, 
also called Long-Reach PONs. In particular, many 
components have been developed for deploying 
optical access networks, i.e. optical amplifiers 
which extend the optical access network cover-
age from 20 km to 100 km. Moreover, advances 
in WDM permit to offer more bandwidth that 
only can efficiently be used if more users are 
integrated in the access network, which may be 
possible by means of Long-Reach architectures. 
The wavelength-division multiplexing (WDM) 
technology permits more wavelengths to be 
multiplexed on a fibre, each fibre transmitting 
at speeds of 40-100 Gpbs. Therefore, this WDM 
technology used in a traditional PON network 
(WDM-PON) can allocate far more bandwidth 
than end subscribers’ demand due to the limited 
number or users in the coverage area. In order to 
serve more users in an optical access network, there 
is a need to increase the network span to cover 
more subscribers, and therefore it exits a strong 
tendency to use a Long-Reach PON to increase 
its initial reach up to 100 km (Song, Barnerjee, 
Kim & Mukherjee, 2007).

These network architectures provide high cost 
efficiency by simplifying the network as the access 
and the metro networks can be combined into only 
one by using 100 km of fibre instead of 20 km 
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of a common PON. Hence, the cost associated to 
electronic interfaces between the access and the 
outer metro backhaul network is eliminated. Then, 
the OLT of the traditional PON can be replaced at 
the local exchange by some elementary hardware, 
such as optical amplifiers. As a result, a network 
operator may need few major central offices, 
reducing the associated cost (Song, Barnerjee, 
Kim & Mukherjee, 2007).

One example of deployment of a Long-Reach 
PON based on a ring topology is shown in Figure 
15. This configuration is perfect for network re-
silience and bidirectional transmission. At each 
node of the ring an Optical Add-Drop Multiplexer 
(OADM) is used to insert and drop one wavelength 
to the end subscribers and also to mitigate the signal 
power loss along the long-reach transmission.

As the OADMs add some power supply, the 
interfaces become not totally passive, and therefore 
the term “Long-Reach PON” is not fully suitable. 
In this way, the SuperPON term is widely used 
in the literature to determine such PON systems 

which include the use of limited active compo-
nents. Moreover, in this novel architecture, at 
each node of the ring the OADM extracts one 
wavelength assigned to one independent TDM 
PON, although all of them are combined in the 
same fibre in order to span the distance up to 100 
km. Therefore, each TDM PON can be treated 
as an independent Long-Reach PON in terms of 
access level.

Other Long-Reach PON architectures are 
based on the combination of DWDM-TDM (Talli 
& Townsend, 2006) which use DWDM (Dense 
Wavelength Division Multiplexing) to permit 
several TDM PONs. Each TDM PON works in 
a different wavelength, but all of them share the 
same amplifier and backhaul fibre. This hybrid 
architecture shows a significant improvement in 
the deployed access networks, as it combines a long 
reach transmission due to the optical amplifiers 
used, and it allows an increment in the number 
of users due to DWDM. In these DMDM-TDM 
architectures, a number of powered PONs, each 

Figure 15. Example of a Long-Reach PON (LR-PON) in a ring topology
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one with a specific wavelength assigned for the 
upstream, are combined using DWDM multiplex-
ers, and therefore each of them can be viewed as 
an independent Long-Reach PON.

Several prototypes of Long-Reach PON and 
SuperPON have been developed in recent years, 
such as ACTS-PLANET (Van Deventer, Van Dam, 
Peters & Vermaerke, 1997), SuperPON by British 
Telecom (Davey, Payne, et al, 2006), and Hybrid 
PON (Talli & Townsend, 2006) by the University 
College in Cork.

Long-Reach PONs, as well as PONs are based 
on a tree topology between the OLT and the ONUs. 
In the upstream direction as the transmission is 
Multipoint-to-Point, it needs some medium access 
control protocol. These protocols have to be very 
efficient due to the high increment in the propa-
gation delay from the OLT to ONUs. In order to 
overcome this high propagation delay it has been 
proposed several dynamic bandwidth allocation 
algorithms for Long-Reach PON, some of them 
based on a centralized policy, and others based 
on a polling scheme.

Regarding centralized schemes, as the OLT 
allocates the bandwidth for the next cycle once 
it receives the updated demand of every ONU 
in that cycle, ONUs have to wait a time equal to 

the round trip time (RTT) to transmit in the next 
cycle. Since in Long-Reach PONs the distance 
between the OLT and the ONUs is increased up 
to 100 km, the RTT time in which ONUs cannot 
transmit is increased to 1 ms. In order to take 
advantage of this wasted time, it is necessary to 
implement some scheme that allows ONUs to 
transmit during it. The proposed algorithm TSD 
(Two-State DMB) (Chang, Merayo, Kourtessis 
& Senior, 2007), considers this round trip time 
as virtual fixed cycles where ONUs are able to 
transmit. Since the real bandwidth demand is not 
available at the beginning of every virtual cycle, 
the OLT distributes the bandwidth in these cycles 
applying a prediction of the required bandwidth 
of every ONU by means of traffic estimation, as 
it can be seen in Figure 16. Therefore, centralized 
methods in Long-Reach PONs become more com-
plex and require traffic prediction which may be 
complicated due to the bursty user traffic.

In other algorithms based on a polling policy 
such as the proposed in (Jiménez, Merayo, Durán, 
Fernández & Lorenzo, 2008) the OLT allocates 
bandwidth for each ONU before the transmission 
from the previous one has finished, which leads 
to an efficient bandwidth utilization. This scheme 
applied in a Long-Reach PON is much simpler 

Figure 16. Example of the TSD (Two-State DMB) algorithm in a Long-Reach PON
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than centralized ones, and consequently requires 
less computing time. Besides, the algorithm does 
not require traffic prediction and there is not much 
wasted time between consecutive transmissions. 
In this simple polling scheme, each ONU is able 
to send its request message (Report) only when 
it receives the corresponding Gate message. 
However, when the RTT time increases due to a 
large distance, more packets can be kept buffered 
in each ONU, and consequently the mean packet 
delay is also increased. In order to improve the 
delay performance, in the algorithm proposed 
in (Song, Barnerjee, Kim & Mukherjee, 2007) 
one ONU is permitted to send its Report control 
message before its previous Gate message is re-
ceived. Thus, this scheme creates a new “thread” 
of signalling between the ONU and the OLT and 
it lets parallel “polling processes” run at the same 
time. The number of threads is not limited, and it 
depends on the system environment.

Besides, the computation complexity of the 
multi-thread polling idea is not increased if 
compared with the simple thread scheme. This 
similarity happens because in both cases the Report 
messages arrive at the OLT at a comparable rate 
due to the trade-off between increased RTT and 
increased threads in the Long-Reach PON.

cONcLUsION

The new emerging services and the insufficient 
deployed access technologies have accentuated 
the lack of access capacity. Optical fibre is ex-
pected to satisfactory deal with the existing first 
mile challenges. In this way, the Passive Optical 
Network (PON) is the most promising technol-
ogy to be implemented in the access segment 
network. PON network shows typically a point-
to-multipoint tree topology between the OLT and 
the final subscribers (ONUs), resulting in a very 
easy and cost saving infrastructure. However, in 
the upstream direction as all users share the same 
channel some medium control access protocol is 

needed to avoid collisions of possible simultane-
ous transmissions. Among the studied medium 
access control protocols which can be applied in 
PONs, TDMA (Time Division Multiple Access) 
protocol is the most widespread control protocol 
as it very easy to implement. However, a pure 
TDMA scheme is not very efficient because it 
allocates the same fixed bandwidth without taking 
into consideration the updated demand of users. 
In particular, as traffic nature is expected to be 
heterogeneous, the demanded bandwidth by us-
ers is not always the same. In order to solve this 
situation, algorithms which distribute dynamically 
the available bandwidth depending on the traffic 
demand of each ONU have been proposed. These 
algorithms are called Dynamic Bandwidth Alloca-
tion (DBA) algorithms, and they are able to adapt 
the network capacity to traffic conditions.

Every DBA algorithm applies an Offline 
(centralized) policy or an Online (polling) policy 
in order to allocate bandwidth to ONUs. In the 
former, the OLT allocates bandwidth having the 
knowledge of the network state, but this policy 
shows a wasted time as the OLT needs the recep-
tion of every updated demand. However, in the 
Online policy one ONU is able to transmit just 
after the end of the previous one, which results 
in efficient channel utilization, but the OLT does 
not know the total network demand.

Independently of the allocation method fol-
lowed, one of the most important challenges in 
PONs is the support of Quality of Service (QoS). 
Network operators have to provide a minimum 
guarantee to customers in relation to the priority 
of the offered services (CoS) and the priority of 
the customer (SLA). Therefore, the access network 
has to support efficiently both class of service 
differentiation and subscriber differentiation. In 
this way, DBA algorithms have to offer subscriber 
differentiation but at the same time to guarantee 
that the highest priority traffic complies with the 
standard constrains independently of the priority 
of the subscriber.

Finally, there is an increasing interest in the 
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development of larger split extended optically 
amplified PONs called Long-Reach PONs. These 
network architectures provide high cost efficiency 
by simplifying the network as the access and 
the metro networks are combined into only one 
by using 100 km of fibre. In this way, protocols 
applied to Long-Reach PONs should be very ef-
ficient due to the high increment of the propagation 
delay from the OLT to ONUs. Therefore, several 
dynamic bandwidth allocation algorithms have 
been proposed in the literature for Long-Reach 
PONs focused on overcoming this high increase 
in the propagation delay (up to 1 ms for networks 
of 100 km) have been proposed.
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INtrODUctION

With the explosive growth of the Internet and 
ever-increasing users’ demand for various broad-
band applications, such as Internet telephony, 
high-definition television (HDTV), interactive 
games, and video on demand, subscriber access 
networks, which cover the “last mile” area, and 
serve numerous residential and small business users, 
have become a bandwidth bottleneck in providing 
broadband services to subscriber users (Zheng & 

Mouftah, 2004]. In recent years, subscriber access 
networks have been extensively upgraded with the 
deployment of innovative xDSL and CaTV tech-
nologies. However, these technologies have their 
own limitations and are insufficient to meet the 
ever-increasing bandwidth demand of subscriber 
users. To alleviate this bottleneck, fiber to the home/
curb/building (FTTH/FTTC/FTTB) technologies 
have been long envisioned as a preferred solution, 
and passive optical networks (PONs) have been 
widely considered as a promising technology for 
implementing various FTTx solutions.

AbstrAct

Bandwidth allocation is one of the critical issues in the design of Ethernet passive optical networks 
(EPONs). In an EPON system, multiple optical network units (ONUs) share a common upstream trans-
mission channel for data transmission. To efficiently utilize the limited bandwidth of the upstream chan-
nel, a system must dynamically allocate the upstream bandwidth among multiple ONUs based on the 
instantaneous bandwidth demands and quality of service requirements of end users. This chapter gives 
an introduction of the fundamental concepts on bandwidth allocation in an EPON system, discusses the 
major challenges in designing a polling protocol for bandwidth allocation, and presents an overview of 
the state-of-the-art dynamic bandwidth allocation (DBA) algorithms proposed for EPONs.
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As one of the promising solutions, EPON has 
attracted a great interest from both industry and ac-
ademia in recent years. EPON combines low-cost 
Ethernet equipment and low-cost passive optical 
components, and thus has a number of advantages 
over traditional access networks, such as larger 
bandwidth capacity, longer operating distance, 
lower equipment and maintenance cost, and easier 
update to higher bit rates (Kramer & Pesavento, 
2002). An EPON system is a point-to-multipoint 
fiber optical network with no active elements in 
the transmission path from source to destination. 
It can use different multipoint topologies, such as 
bus, ring, and tree (Kramer & Pesavento, 2002), 
and different network architectures (Foh, 2004; 
Kramer & Pesavento, 2002; Shami, 2005; Sherif, 
2004). The standard PON architecture is based 
on a tree topology and consists of an optical line 
terminal (OLT), a 1:N passive star coupler (or 
splitter/combiner), and multiple optical network 
units (ONUs), as shown in Figure 1. The OLT 
resides in a central office (CO) that connects the 
access network to a metropolitan area network 
(MAN) or a wide area network (WAN), and is 
connected to the passive star coupler through a 
singe optical fiber. The passive coupler is located 
a long distance away from the CO but close to the 
subscriber premises. Each ONU is located either at 
curbs or at subscriber premises, and is connected 
to the passive coupler through a dedicated short 
optical fiber. The distance between the OLT and 
each ONU typically ranges from 10 to 20 km. In 
an EPON system, all transmissions are performed 
between the OLT and the ONUs. In the down-
stream direction, an EPON is a point-to-multipoint 
network, in which the OLT broadcasts data to 
each ONU through the 1:N splitter, where N is 
typically between 4 and 64. Each ONU extracts 
the data destined for it based on its media access 
control (MAC) address. In the upstream direction, 
a PON is a multipoint-to-point network, in which 
multiple ONUs transmit data to the OLT through 
the 1:N passive combiner. The line data rate from 
an ONU to the OLT and the user access rate from 

a user to an ONU do not necessarily have to be 
equal and the line data rate is usually much higher 
than the user access rate. Since all ONUs share 
the same upstream transmission medium with 
limited bandwidth, an EPON system must employ 
a MAC mechanism to arbitrate the access to the 
shared medium in order to avoid data collisions 
in the upstream direction and at the same time 
to efficiently share the upstream transmission 
bandwidth among all ONUs. For this reason, 
bandwidth allocation is critical for ensuring the 
quality of network services in an EPON system 
and a large amount of research work has been 
conducted on this critical issue in recent years. The 
purpose of this chapter is to give an introduction 
of the fundamentals on bandwidth allocation in 
an EPON system and present an overview of the 
state-of-the-arts dynamic bandwidth allocation 
(DBA) algorithms proposed thus far for EPON 
systems.

The remainder of the chapter is organized 
as follows. In Section II, we introduce some 
fundamental concepts on bandwidth allocation 
in an EPON system. In Section III, we discuss 
the major challenges in designing a polling pro-
tocol for bandwidth allocation. In Section IV, we 
present an overview of the state-of-the arts DBA 
algorithms proposed for EPONs. In Section V, we 
conclude this chapter.

FUNDAMENtALs ON bANDWIDtH 
ALLOcAtION IN EPONs

In this section, we introduce some fundamental 
concepts on bandwidth allocation in an EPON 
system, including channel separation, multiple ac-
cess, and bandwidth negotiation and allocation.

channel separation

To increase the transmission efficiency of an EPON 
system, the upstream and downstream transmis-
sion channels should be separated appropriately. A 



148

Dynamic Bandwidth Allocation for Ethernet Passive Optical Networks

simple solution is to use space division multiplex-
ing, where two separate optical fibers and passive 
couplers are used, one for upstream transmission 
and the other for downstream transmission. To 
reduce network cost, a more attractive solution 
is to use a single coupler and a single fiber for 
both directions with one wavelength for upstream 
transmission and another for downstream trans-
mission. Currently, the most popular solution to 
channel separation is to use a 1550 nm wavelength 
for downstream transmission and another 1310 nm 
wavelength for upstream transmission (Kramer & 
Pesavento, 2002).

Multiple Access

In the upstream direction, multiple ONUs transmit 
data packets to the OLT through a common passive 
combiner and share the same optical fiber from 
the combiner to the OLT. Due to the directional 
property of a passive combiner, data packets from 
an ONU can only reach the OLT but not the other 
ONUs. For this reason, conventional contention-
based multiple access, e.g., the carrier sense 
multiple access with collision detection (CSMA/
CD) protocol, is difficult to implement because 
the ONUs are unable to easily detect a collision 
that may occur at the OLT. Although the OLT is 
able to detect a collision and inform the ONUs 
by sending a collision message, the transmission 
efficiency would be largely reduced because of 

considerable propagation delay between the OLT 
and the ONUs. To address this problem, an optical 
looping-back technique was proposed in (Desai, 
2001) to achieve high channel efficiency with 
CSMA/CD. With this looping-back technique, a 
portion of the upstream signal power transmitted 
by each ONU is looped back to the other ONUs 
at the star coupler by using a 3×N coupler and 
connecting two ports of the coupler together 
through an isolator, as shown in Figure 2. If two 
or more ONUs transmit data simultaneously, 
collisions will be detected at each ONU and all 
data transmissions will be stopped immediately. 
The optical CSMA/CD protocol is applied to all 
upstream transmissions (Chae, 2002). The OLT 
will receive the data packets transmitted by each 
ONU and will discard those packets with colli-
sions. However, to implement the optical CSMA/
CD protocol, each ONU has to use an additional 
receiver operating at the upstream wavelength 
and a carrier sensing circuit, which would largely 
increase the network cost. On the other hand, 
contention-based multiple access is unable to 
provide guaranteed bandwidth to each ONU and 
thus is difficult to support any form of quality of 
service (QoS). For these reasons, contention-based 
multiple access is currently not a preferred solu-
tion to the upstream multiple access.

Another possible solution is to use wavelength 
division multiplexing (WDM) technology and al-
low each ONU to operate at a different wavelength, 

Figure 1. EPON architecture
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thus avoiding interference with the transmissions 
of the other ONUs. This solution is simple to 
implement but requires either a tunable receiver 
or a receiver array at the OLT to receive the data 
transmitted in multiple channels. In particular, it 
also requires each ONU to use a fixed transmit-
ter operating at a different wavelength, which 
would result in an inventory problem. Although 
the inventory problem can be solved by using 
tunable transmitters, such devices are costly at 
the current stage.

Compared with contention-based multiple 
access and WDM, time division multiplexing 
(TDM) on a single wavelength is more attrac-
tive for upstream transmission. In this solution, 
each ONU is allocated a timeslot or transmission 
window for data transmission by the OLT. Each 
timeslot is capable of carrying several Ethernet 
packets. Packets received from one or more us-
ers are buffered in an ONU until the timeslot for 
that ONU arrives. Upon the arrival of its timeslot, 
the ONU will send out its buffered packets at the 
full transmission rate of the upstream channel. 
Accordingly, TDM avoids data collisions from 
different ONUs. Moreover, it requires only a 
single wavelength for all ONU transmissions and 
a single transceiver at the OLT, which is highly 
cost-effective.

bandwidth Management

In TDM, bandwidth management is important 
for efficiently utilizing the bandwidth of the 
shared upstream wavelength. It involves two 
main tasks: bandwidth negotiation and bandwidth 
allocation.

Bandwidth Negotiation

Bandwidth negotiation is to exchange information 
between the OLT and each ONU in order for each 
ONU to report its bandwidth demand to the OLT 
and for the OLT to send its bandwidth allocation 
decision to each ONU. For this purpose, IEEE 
802.3ah defines a multipoint control protocol 
(MPCP) to support bandwidth negotiation be-
tween the OLT and ONUs in EPON, including 
two 64-bytes MAC control messages: REPORT 
and GATE. The REPORT message is generated 
by each ONU to report its queue status to the 
OLT. The OLT allocates bandwidth for each ONU 
based on the queue status information contained 
in the received REPORT message, and uses the 
GATE message to deliver its bandwidth allocation 
decision to each ONU.

One way to deliver the bandwidth request 
or REPORT message is to dedicate a very short 
timeslot in the upstream channel. This requires 
twice laser on/off for one upstream transmission 
from each ONU. Another way is to piggyback the 

Figure 2: PON using looping-back star coupler
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bandwidth request or REPORT message at the 
end of a data timeslot, which reduces laser on/off 
times into one per transmission for each ONU, and 
thus reduces the physical-layer power overhead 
and the inter-frame guard (Luo, 2007).

Bandwidth Allocation

To allocate bandwidth (or a timeslot) for each 
ONU, the OLT needs to perform a bandwidth 
allocation algorithm based on the bandwidth re-
quests from each ONU as well as some allocation 
policy and/or service level agreement (SLA). In 
this context, there are many bandwidth allocation 
algorithms proposed in the literature, which can 
be classified into two broad categories: static 
bandwidth allocation (SBA) and dynamic band-
width allocation (DBA). With SBA, each ONU 
is allocated a timeslot with a fixed length, which 
does not require bandwidth negotiation and is thus 
simple to implement. However, due to the bursty 
nature of the network traffic, it may result in a 
situation in which some timeslots are overflowed 
even under very light load, causing packets being 
delayed for several timeslots, while other timeslots 
are not fully used even under very heavy traffic, 
leading to the upstream bandwidth being under-
utilized. For this reason, static allocation is not 
preferred. To increase bandwidth utilization, the 
OLT must dynamically allocate a variable timeslot 
to each ONU based on the instantaneous band-
width demand of the ONUs. To implement DBA, 
polling has been widely used (Kramer, 2002). 
With polling, the OLT can dynamically allocate 
bandwidth for each ONU and flexibly arbitrate 
the transmissions of multiple ONUs, which can 
significantly increase bandwidth utilization and 
improve network performance.

POLLING PrOtOcOL DEsIGN 
FOr bANDWIDtH ALLOcAtION

In this section, we first introduce the multipoint 
control protocol (MPCP) being standardized by 
the IEEE 802.3ah Ethernet in the First Mile Task 
Force (IEEE P802.3ah, 2004) and then discuss the 
major issues in designing a polling protocol for 
bandwidth allocation using MPCP.

Multipoint control Protocol (MPcP)

MPCP is a signaling protocol for facilitating 
dynamic bandwidth allocation and arbitrating 
the transmissions of multiple ONUs. It resides 
at the MAC control layer and has two operation 
modes: normal mode and auto-discovery mode. 
In the normal mode, MPCP relies on two Ethernet 
control messages, GATE and REPORT, to allocate 
bandwidth to each ONU. The GATE message is 
used by the OLT to allocate a transmission win-
dow to an ONU. The REPORT message is used 
by an ONU to report its local conditions to the 
OLT. In the auto-discovery mode, the protocol 
relies on three control messages, REGISTER, 
REGISTER_REQUEST, and REGISTER_ACK, 
which are used to discover and register a newly 
connected ONU, and to collect relevant informa-
tion about that ONU, such as the round-trip delay 
and MAC address.

In its normal operation, MPCP in the OLT 
gets a request from the higher MAC client layer 
to transmit a GATE message to a particular ONU. 
Upon getting such a request, MPCP will timestamp 
the GATE message with its local time and then 
send the message to the ONU. The GATE message 
typically contains a granted start time, a granted 
transmission window, and a 4-byte timestamp, 
which is used to calculate the round-trip time 
between the OLT and the ONU. Once the ONU 
receives the GATE message, it programs its local 
register with the values contained in the GATE 
message. Meanwhile, it also updates its local 
clock to that of the timestamp extracted from 
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the received GATE message in order to maintain 
synchronization with the OLT. At the granted start 
time, the ONU will start to transmit data for up to 
the window size. The transmission may include 
multiple data packets, depending on the window 
size and the queue length in the ONU. No packet 
fragmentation is allowed during the transmission. 
If the next packet cannot be transmitted in the 
current window, it will be deferred to the next 
window.

A REPORT message is sent by an ONU in 
the allocated transmission window together with 
a data packet. It can be transmitted automatically 
or on demand either at the start or at the end of 
a window. A REPORT is generated at the MAC 
client layer and is time-stamped at the MAC layer. 
It typically contains the bandwidth demand of an 
ONU based on the instantaneous queue length 
of that ONU. The ONU should also account for 
additional overhead in its request, including a 
64-bit frame preamble and a 96-bit inter-frame 
gap associated with each Ethernet packet. Once 
a REPORT message is received by the OLT, it is 
passed to the MAC client layer, which is respon-
sible for bandwidth allocation and recalculation 
of the round-trip delay to the source ONU. Figure 
3 illustrates a flow of GATE (G) messages and 
REPORT (R) messages for upstream transmission 
of three ONUs.

It should be pointed out that MPCP is not con-
cerned with any particular bandwidth allocation 

scheme and transmission scheduling algorithm, 
and allows them to be vendor-specific. To design 
an efficient polling protocol based on MPCP, 
several problems must be considered, including 
maximum bandwidth constraint, channel utiliza-
tion, and packet scheduling.

Maximum bandwidth constraint

A polling protocol typically operates on a cycle-
based basis. In each polling cycle, each ONU is 
polled once and is allocated a transmission win-
dow based on its bandwidth demand. If the OLT 
allows each ONU to send all its buffered packets 
in one transmission, ONUs with high traffic load 
may monopolize the entire bandwidth of the 
upstream channel. This is unfair to those ONUs 
with low traffic load. To address this problem, 
the OLT should limit the maximum transmission 
bandwidth of each ONU. The maximum window 
size can be either fixed based on some criterion, 
such as a SLA, or variable based on instantaneous 
network conditions. Under high traffic load, the 
maximum window size determines the maximum 
polling cycle. In general, making the maximum 
polling cycle too long will result in larger delay 
for all packets under high traffic load, including 
those high-priority packets. On the other hand, 
making the maximum cycle too short will result 
in more bandwidth being wasted by inter-frame 
gaps (or guard times). Accordingly, the maximum 

Figure 3: A flow of GATE and REPORT messages
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window size has a great impact on network per-
formance.

While the maximum window size imposes a 
limit on the maximum bandwidth that can be al-
located to each ONU in each polling cycle, it is 
also the guaranteed bandwidth available to each 
ONU. In fact, only when all other ONUs use all 
their available bandwidth will an ONU be limited 
to its guaranteed bandwidth. If any ONU requests 
less bandwidth, it will be allocated a smaller win-
dow size, making the polling cycle shorter and 
thus increasing the actual bandwidth available to 
all other ONUs.

channel Utilization

Since the upstream channel is shared by multiple 
ONUs, it is important to efficiently utilize the 
bandwidth of the common channel. A polling 
protocol can poll multiple ONUs for transmission 
based on different policies. A simple policy, called 
poll-and-stop polling, is to send a GATE message 
to an ONU and then stop for the data and REPORT 
message to come back from that ONU before the 
OLT sends a GATE message to the next ONU, 
as shown in Figure 4(a). Obviously, this protocol 
wastes a lot of bandwidth on the upstream channel, 
which would largely reduce channel utilization 
and increase packet delay.

A more efficient way is to use the interleaved 
polling (Kramer, 2002), which allows the OLT to 
send a GATE message to the next ONU before the 
data and REPORT message(s) from the previous 
polled ONU(s) arrive, as shown in Figure 4(b). 
This is feasible because the upstream channel 
and downstream channel are separated, and the 
OLT maintains relevant information about each 
ONU in a polling table, including the bandwidth 
demand of each ONU and the round-trip time to 
each ONU. The results obtained in (Chae, 2002) 
indicate that the interleaved polling protocol can 
significantly improve the network performance in 
terms of channel utilization and average packet 
delay. However, this protocol allows the OLT to 

allocate bandwidth only based on those already-
received bandwidth demands. The OLT is unable 
to take into account the bandwidth demands of 
all ONUs and make a more intelligent decision 
on bandwidth allocation.

An effective way to overcome this drawback 
is to use a variation of the interleaved polling, 
called interleaved polling with stop. Like the 
interleaved polling, this protocol allows the OLT 
to send a GATE message to the next ONU before 
the transmission and REPORT message(s) from 
the previous polled ONU(s) arrive. Unlike the 
interleaved polling, the OLT does not start the 
next polling cycle before the transmissions and 
REPORT messages from all ONUs are received. 
This allows the OLT to perform bandwidth al-
location based on the bandwidth demands of all 
ONUs at the end of each polling cycle and thus 
make a more intelligent decision. However, such 
intelligence is obtained at the cost of upstream 
channel utilization because the upstream channel 
is not utilized from the instant the transmission 
of the last polled ONU in the previous cycle is 
completed to the instant the transmission of the 
first polled ONU in the next cycle starts. Figure 
4(c) illustrates an example of the control mes-
sage flows with the interleaved-polling-with-stop 
protocol.

transmission scheduling

To ensure efficient transmission, a polling protocol 
must schedule the transmissions of multiple ONUs 
in a manner that avoids data collisions from dif-
ferent ONUs. This is not difficult to implement 
because such scheduling is based on the granted 
window size and the round-trip time to each ONU. 
Since the OLT knows the granted window size 
and the round-trip time to the last polled ONU, 
it can calculate the transmission start time and 
window size for the next ONU. Note that, to allow 
the receiver in the OLT to prepare for receiving 
the transmissions, a minimum gap or guard time 
is usually required between the transmissions of 
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different ONUs.
On the other hand, the OLT must also be re-

sponsible for scheduling the transmission order of 
different ONUs, which may have a great impact 
on network performance. This is not difficult to 
implement because the order of the transmissions 
is usually determined one cycle ahead by perform-
ing a scheduling algorithm. The most widely-used 
scheduling algorithm is round-robin (RR), which 
has been adopted by many polling protocols. RR 
schedules the transmissions of different ONUs in 

the order of their indexes in the polling table and 
is simple to implement. However, it does not take 
into account the instantaneous traffic conditions 
at each ONU and thus may not be able to provide 
the best performance in terms of packet delay and 
data loss. To improve network performance, it is 
desirable to use an adaptive scheduling algorithm 
that can dynamically schedule the order of differ-
ent ONU transmissions based on the instantaneous 
traffic conditions at each ONU. For example, an 
adaptive scheduling algorithm can schedule the 

Figure 4: Polling policies: (a) poll-and-stop polling; (b) interleaved polling; (c) interleaved polling 
with stop
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ONU transmissions in a descending order of the 
instantaneous queue length of each ONU, i.e., 
the longest queue first (LQF), or in an ascending 
order of the arrival time of the first packet queuing 
in each ONU, i.e., the earliest packet first (EPF) 
(Zheng & Mouftah, 2005).

Quality of service Provisioning

To meet the service requirements of different 
network users, an EPON system must consider 
differentiated QoS provisioning in its MAC 
design.

Priority Queuing

Priority queuing is an effective way to support 
differentiated QoS. With priority queuing, network 
traffic is classified into a set of classes with diverse 
QoS requirements and for each traffic class a 
priority queue is maintained at each ONU. Figure 
5 illustrates an example of priority queuing, in 
which an ONU maintains three priority queues 
that share the same memory buffer of fixed size. 
Data packets from end users are first classified by 
checking the type-of-service (ToS) field of the IP 
packets encapsulated in the Ethernet packets and 
then buffered in corresponding priority queues. If 
a higher priority packet finds the buffer full at the 
time of its arrival, it can preempt a lower priority 
packet. If a lower priority packet arrives and finds 
the buffer full, it will be dropped. As a result, lower 
priority traffic may experience very high packet 

loss and even resource starvation. To address this 
problem, an ONU should perform some kind of 
traffic policing to control the amount of higher 
priority traffic from each end user.

ONU Scheduling

In supporting differentiated QoS, there are two 
types of ONU scheduling strategies: inter-ONU 
scheduling and intra-ONU scheduling. Inter-
ONU scheduling is responsible for arbitrating 
the transmissions of different ONUs, and intra-
ONU scheduling is responsible for arbitrating 
the transmissions of different priority queues in 
each ONU. There are two strategies to implement 
these two scheduling paradigms. One is to allow 
the OLT to perform both inter-ONU scheduling 
and intra-ONU scheduling. In this case, the OLT 
is the only device that arbitrates the upstream 
transmissions. Each ONU can request the OLT 
to allocate bandwidth for each traffic class. For 
this purpose, an ONU must report the status of 
its individual priority queues to the OLT through 
REPORT messages. MPCP specifies that each 
ONU can report the status of up to eight prior-
ity queues. The OLT can then generate multiple 
grants, each for a specific traffic class, to be sent 
to the ONU using a single GATE message. The 
format of the 64-byte MPCP GATE message can 
be found in (IEEE P802.3ah, 2004).

The other strategy is to allow the OLT to 
perform inter-ONU scheduling whereas to allow 
each ONU to perform intra-ONU scheduling. In 

Figure 5: Priority queuing and intra-ONU scheduling SM
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this case, each ONU requests the OLT to allocate 
bandwidth for it based on its buffer occupancy 
status. The OLT only allocates the requested 
bandwidth to each ONU. Each ONU will divide 
the allocated bandwidth among different classes 
of services based on their QoS requirements and 
schedule the transmissions of different prior-
ity queues within the allocated bandwidth. For 
intra-ONU scheduling, there are two types of 
scheduling algorithms: strict priority scheduling 
and non-strict priority scheduling. In strict priority 
scheduling, a lower-priority queue is scheduled 
only if all queues with higher priority are empty. 
Obviously, this will potentially result in infinite 
packet delay and high packet loss for low-priority 
traffic. To address the problem, a non-strict prior-
ity scheduling algorithm was proposed in (Ma, 
2003). In non-strict priority scheduling, only 
those packets that were reported are transmitted 
first as long as they can be transmitted within the 
allocated timeslot. The transmission order of dif-
ferent priority queues is based on their priorities. 
If the packets that were reported are all scheduled 
and the current timeslot can still accommodate 
more packets, those newly-arriving packets that 
were not reported are also transmitted based on 
their priorities. As a result, all traffic classes can 
have access to the upstream channel within the 
allocated timeslot as reported to the OLT while 
their priorities are maintained, which ensures 
fairness in scheduling.

DYNAMIc bANDWIDtH 
ALLOcAtION ALGOrItHMs 
FOr EPONs

Due to the limited upstream bandwidth, an EPON 
system may not always be able to provide suffi-
cient bandwidth to meet the bandwidth demand 
of all end users. To better serve the end users, it 
is desirable to dynamically allocate bandwidth 
to each ONU based on the instantaneous traffic 
conditions of the ONUs in order to improve the 

network performance in terms of packet delay, 
packet loss, and throughput. For this purpose, a 
variety of DBA algorithms have been proposed 
in the literature. In this section, we will present 
an overview of the major DBA algorithms for 
EPONs.

Interleaved Polling with 
Adaptive cycle time (IPAct)

IPACT (Kramer, 2002) is the first DBA algo-
rithm proposed for EPON. It employs a resource 
negotiation process to facilitate queue report and 
bandwidth allocation. The OLT polls ONUs and 
grants timeslots to each ONU in a round-robin 
fashion. The timeslot granted to an ONU is de-
termined by the queue status reported from that 
ONU. Therefore, the OLT is able to know the 
dynamic traffic load of each ONU and allocate 
the upstream bandwidth in accordance with the 
bandwidth demand of each ONU. Moreover, it also 
employs the SLAs of end users to upper bound 
the allocated bandwidth to each ONU.

In IPACT, several bandwidth allocation 
schemes are investigated, including limited alloca-
tion, constant credit, linear credit, and elastic allo-
cation. In limited allocation, the OLT simply grants 
an ONU the number of bytes the ONU requested, 
but not exceeding a maximum window size. This is 
the most conservative scheme because it assumes 
that no more packets arrived after the ONU sent 
its request. In practice, however, because of the 
round-trip time between the OLT and each ONU, 
there might be more packets arriving between the 
instant an ONU sends a REPORT message and 
the instant the ONU receives a GATE message. 
In this case, those newly-arriving packets may 
not be able to be transmitted in the current cycle, 
resulting in increased average packet delay. To 
address this problem, the constant credit scheme 
and the linear credit scheme were proposed.

In constant-credit allocation, a credit is added 
to the requested window size and is considered in 
the granted window size. The size of the credit is 
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constant no matter how large the requested window 
size is. Once an ONU receives a GATE message, 
it can send packets for up to the requested window 
size plus the constant credit. The choice of the 
credit size may have an impact on the network 
performance. A too small size will not be able to 
improve packet delay a lot. A too large size will 
reduce the bandwidth utilization of the upstream 
channel. The choice should be based on the traffic 
characteristics or some empirical data.

In linear-credit allocation, a similar credit is 
added to the requested window size. However, 
the size of the linear credit is proportional to the 
requested window size. The basis behind this 
scheme is that network traffic usually has a certain 
degree of predictability. This means that if a long 
burst of data is observed, this burst is very likely 
to continue for longer time.

In elastic allocation, there is no limit imposed 
on the maximum window size. The only limit is 
the maximum cycle time. The maximum window 
size Wmax is granted in such a way that the accu-
mulated size of last N grants (including the one 
being granted) does not exceed N×Wmax, where 
N is the number of ONUs. In this way, if only 
one ONU has data to send, it may get a granted 
window size up to N×Wmax.

Among all the above bandwidth allocation 
schemes, limited allocation exhibits the best per-
formance (Kramer & Pesavento, 2002). However, 
IPACT does not consider the multi-service needs of 
subscribers. To meet such the multi-service needs, 
a variety of DBA algorithms have been proposed 
for supporting differentiated services.

Estimation-based DbA

Byun et al. (2003) proposed an estimation-based 
DBA algorithm, which can reduce the queue length 
of each ONU and thus the average packet delay by 
estimating the packets arrived at an ONU during 
the waiting time and incorporating the estimation 
in the grant to the ONU. In the algorithm, a con-
trol gain is used to adjust the estimation based on 

the difference between the departed and arrived 
packets in the previous transmission cycle. The 
simulation results show that the proposed DBA 
algorithm can reduce the average packet delay as 
compared to IPACT.

bandwidth Guaranteed Polling (bGP)

Bandwidth guaranteed polling (BGP) (Ma, 2003) 
is a DBA algorithm proposed for providing band-
width guarantees in EPONs. In BGP, all ONUs are 
divided into two groups: bandwidth guaranteed 
and bandwidth non-guaranteed. The OLT performs 
bandwidth allocation by using a couple of polling 
tables. The first polling table divides a fixed-length 
polling cycle into a number of bandwidth units 
and each ONU is allocated a certain number of 
such bandwidth units. The number of bandwidth 
units allocated to an ONU is determined by the 
bandwidth demand of that ONU based on its SLA 
with a service provider. A bandwidth guaranteed 
ONU with more than one entry in the poling table 
has its entries spread through the table. This can 
reduce the average queuing delay because the 
ONU is polled more frequently. However, it leads 
to more grants in a cycle and thus requires more 
guard times between grants, which reduces channel 
utilization. On the other hand, it can potentially lead 
to lower channel utilization because an Ethernet 
frame cannot be fragmented in transmission. If 
a frame is too large to fit in the remainder of the 
current bandwidth unit, it will have to wait for the 
next bandwidth unit and a portion of the current 
bandwidth unit is thus wasted. To address this 
problem, BGP allows an ONU to communicate 
to the OLT its actual use of a bandwidth unit. If 
the unused portion of the bandwidth unit is large 
enough, this portion will be granted to a bandwidth 
non-guaranteed ONU. Otherwise, the next band-
width guaranteed ONU is polled. However, this 
mechanism is largely limited by the propagation 
delays between the OLT and ONUs.

The unused portions of the bandwidth units for 
the bandwidth guaranteed ONUs are distributed to 
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the bandwidth non-guaranteed ONUs in the order 
of their positions in the second polling table. The 
construction of the second polling table is different 
from that of the first table. Each entry is dynami-
cally created as a bandwidth non-guaranteed ONU 
requests a grant. The analytical and simulation 
results show that the bandwidth-guaranteed ONUs 
with multiple bandwidth units in BGP have better 
performance than the ONUs with no differenti-
ated bandwidth requirements in IPACT. BGP can 
provide differentiated services to different users 
with various bandwidth requirements, and can 
achieve better performance than IPACT.

Fair sharing with Dual 
sLAs (FsD-sLA)

Banerjee et al. (2006) proposed a fair sharing 
with dual SLAs (FSD-SLA) algorithm, which 
employs dual SLAs in IPACT to manage the fair-
ness for both subscribers and service providers. 
The primary SLA specifies those services whose 
minimum requirements must be guaranteed with 
a high priority. The secondary SLA describes 
the service requirements with a lower priority. 
This algorithm first allocates timeslots to those 
services with the primary SLA to guarantee their 
upstream transmissions. After the services with 
the primary SLA are guaranteed, the next round 
is to accommodate the secondary SLA services. 
If the bandwidth is not sufficient to accommo-
date the secondary SLA services, the max-min 
policy is adopted to allocate the bandwidth with 
fairness. If there is excessive bandwidth, FSD-
SLA will allocate the bandwidth to the primary 
SLA entities first and then to the secondary SLA 
entities, both by using max-min fair allocation. 
The simulation results show that FSD-SLA can 
deliver much better fairness in terms of bandwidth 
allocation and packet delay than traditional fair-
queuing algorithms such as Deficit Round Robin 
(Shreedhar, 1996).

class-of-service-Oriented 
Packet scheduling (cOPs)

Naser and Mouftah (2006) proposed a class-
of-service-oriented packet scheduling (COPS) 
algorithm to support differentiated services. COPS 
uses two groups of leaky bucket credit pools on the 
OLT side to regulate the traffic of each ONU and 
each class-of-service (CoS). One group contains k 
credit pools, corresponding to k CoSs in the EPON 
system. Each pool is used to control the average 
rate of certain CoS traffic from all ONUs to the 
OLT. The other group contains m credit pools, 
corresponding to m ONUs in the system. Each 
pool is used to control the usage of the upstream 
channel by an ONU. In allocating and granting 
bandwidth or timeslots, the OLT begins with the 
highest CoS and ends with the lowest CoS, which 
is performed in two rounds. In the first round, 
each ONU with the traffic of the current CoS is 
granted up to the number of credits available for 
that ONU. If a request is granted, the granted bytes 
are subtracted from the corresponding credit pool. 
At the end of the first round, the unused credits 
are pooled together and are distributed to those 
ONUs whose bandwidth demands were not fully 
satisfied. As long as there are credits available in 
the pools, a new request will be accommodated. 
Simulation results show that COPS has lower 
average and maximum delay for all CoSs except 
the highest-priority one as compared to IPACT 
with limited allocation.

Hybrid Granting Protocol (HGP)

Shami et al. (2005) proposed a hybrid granting 
protocol (HGP) to support differentiated QoS 
provisioning by guaranteeing bandwidth and 
minimizing jitter. In HGP, traffic is classified into 
three categories: Assured Forwarding (AF), Best 
Effort (BE), and Expedited Forwarding (EF). For 
the EF traffic, HGP employs a queue prediction 
mechanism to size the grant to an ONU to accom-
modate all the traffic in the queue of that ONU 
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at the point of granting. This is because the EF 
traffic has a constant bit rate and thus can be eas-
ily predicted. For the AF and BE traffic, it sizes 
the grant to an ONU only based on the REPORT 
message from that ONU. A transmission cycle 
consists of two sub-cycles: EF sub-cycle and 
AF/BF sub-cycle, and begins with the EF sub-
cycle followed by the AF/EF sub-cycle. The EF 
sub-cycle carries the EF traffic while the AF/BF 
sub-cycle carries AF and BF traffic for each ONU. 
The length of the EF sub-cycle is predetermined 
while that of the AF/BF sub-cycle depends on the 
traffic load of each ONU. Accordingly, there are 
two grants for each ONU in every transmission 
cycle. The status of the AF and BF queues in an 
ONU is not reported until the end of the EF grant 
for that ONU, which allows the ONU to report 
up-to-date queue status to the OLT. In this way, 
HGP guarantees the bandwidth to the EF traffic 
and thus minimizes the jitter experienced by the 
EF traffic, while keeping QoS support for the AF 
and BF traffic with flexible bandwidth alloca-
tion. The simulation results show that HGP has 
smaller queuing delay under higher traffic load 
as compared to a regular DBA algorithm (Assi, 
2003). Under lower traffic load, the regular DBA 
algorithm has smaller queuing delay because of the 
increased number of guard time per cycle. HGP can 
significantly improve the network performance 
in terms of packet delay, delay jitter, and buffer 
utilization for the EF service without degrading 
QoS support for the AF and BE services.

Dynamic bandwidth Allocation 
with Multiple services (DbAM)

Luo and Ansari (2005) proposed a dynamic 
bandwidth allocation with multiple services 
(DBAM) algorithm to accommodate different 
types of traffic in EPONs. Instead of providing 
multiple services among ONUs and among end 
users separately, DBAM incorporates both of 
them into the REPORT/GATE mechanism with 
class-based bandwidth allocation. It applies pri-

ority queuing to the EF, AF, and BE frames, and 
employs priority-based scheduling to schedule the 
buffered frames. Moreover, DBAM uses limited 
bandwidth allocation to arbitrate bandwidth allo-
cation among ONUs, thus prohibiting aggressive 
bandwidth scrambling. In addition, it employs 
class-based traffic prediction to take into account 
the traffic that arrives during the waiting period, 
which ranges from sending the queue status report 
to sending the traffic buffered in each ONU. Such 
prediction is based on the actual traffic received 
in the previous waiting period. The OLT serves all 
ONUs in a fixed round-robin fashion in order to 
facilitate traffic prediction. The simulation results 
show that the fixed service order can increase the 
accuracy of traffic prediction, which can improve 
the network performance in terms of frame delay, 
queue length, and frame loss as compared to fixed 
allocation (Kramer, 2001), class-based allocation 
(Choi & Huh, 2002), and limited allocation with 
excessive distribution (Assi, 2003).

Limited sharing with traffic 
Prediction (LstP)

Luo and Ansari (2005) proposed a limited sharing 
with traffic prediction (LSTP) algorithm, which 
employs an adaptive filter to predict the traffic 
that arrives during the waiting period and thus 
more accurately grant bandwidth to each ONU. 
For each class of traffic, LSTP estimates the data 
that arrive during the waiting period based on the 
data of this class that actually arrived in previous 
transmission cycles by using a linear predictor. 
The bandwidth demand of an ONU is thus the 
reported queue length plus the estimation. The 
OLT arbitrates the upstream bandwidth using this 
estimation and reserves a portion of the upstream 
bandwidth for transmitting the estimated data 
in the earliest transmission cycle, thus reducing 
packet delay and loss. In addition, LSTP facilitates 
service differentiation by using different SLA 
parameters to restrict different classes of traffic. 
The simulation results show that it improves the 
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network performance in terms of packet delay 
and packet loss as compared to fixed allocation 
(Kramer, 2001), limited allocation (Kramer, 2002), 
and limited allocation with excess distribution 
(Assi, 2003).

two-Layer bandwidth 
Allocation (tLbA)

Xie et al. (2004) proposed a two-layer bandwidth 
allocation (TLBA) algorithm for supporting differ-
entiated services in EPONs. TLBA is a hierarchi-
cal allocation algorithm that allocates bandwidth 
in two layers. In the first layer, the transmission 
cycle is partitioned or the upstream bandwidth is 
allocated among differentiated service classes, 
which is called class-layer allocation. In the sec-
ond layer, the partition or bandwidth allocated to 
each class is distributed to all ONUs within the 
same class based on a max-min fairness policy, 
which is called ONU-layer allocation. The OLT 
allocates bandwidth based on the instantaneous 
demand of each ONU and does not limit the size 
of each demand. Accordingly, an ONU is allowed 
to report the lengths of all its queues to the OLT 
and the OLT allocates the upstream bandwidth 
to meet all the demands as much as possible. To 
avoid any class from monopolizing the available 
bandwidth in a cycle, a per-class threshold is in-
troduced. The bandwidth threshold guarantees a 
minimum bandwidth for a class under high traffic 
load. Any excessive bandwidth from the classes 
that need less than their thresholds is distributed 
among the classes that need more than their 
thresholds. The excessive bandwidth distribution 
is performed based on the weights that are as-
signed to each class. The simulation results show 
that even under very high traffic load, TLBA can 
ensure a minimum bandwidth for each service 
class based on its bandwidth threshold, and can 
reduce the average queuing delay of high-priority 
and medium-priority traffic as compared to the 
two stage-queue scheme (Kramer, 2002).

summary

In all the above DBA algorithms, IPACT is the 
first DBA algorithm proposed for EPON and can 
incorporate several different bandwidth allocation 
schemes. As the pioneering DBA algorithm, it has 
been used as a benchmark for performance evalu-
ation by most DBA algorithms proposed later. The 
estimation-based DBA algorithm improves the 
average packet delay performance of IPACT by 
estimating the packets arrived at an ONU during 
the waiting time and incorporating the estimation 
in the grant to the ONU. However, both algorithms 
do not support differentiated services.

The other algorithms provide differentiated 
services and QoS support by employing various 
techniques, such as dual SLAs, leaky bucket 
credit pools, priority queuing, and traffic predic-
tion. FSD-SLA employs dual SLAs in IPACT to 
improve the fairness in terms of bandwidth allo-
cation and packet delay, and can achieve a delay 
performance comparable with that of IPACT. 
BGP supports differentiated services by providing 
bandwidth guarantees for high-demand ONUs 
while serving low-demand ONUs with best-effort 
service, and can achieve better performance than 
IPACT. COPS supports differentiated services 
by employing two groups of leaky bucket credit 
pools. It can achieve smaller average and maxi-
mum delay for all CoSs except the highest one, 
which experiences slightly larger average delay, 
as compared with IPACT with limited allocation. 
HGP employs queue prediction for the EF traffic, 
but not for the AF and BE traffic. As a result, it 
can significantly improve the QoS performance for 
the EF service without degrading the performance 
of the AF and BE services. DBAM and LSTP 
are based on traffic prediction. Both of them can 
improve the average packet delay and packet loss 
probability as compared with IPACT. However, 
it is unclear how much the traffic prediction con-
tributes to the performance improvement. TLBA 
supports differentiated services by employing a 
two-layer hierarchical allocation and has shown to 
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have better performance than some existing algo-
rithm. It should be pointed out that most of these 
DBA algorithms use IPACT as the benchmark in 
evaluating their performance. A comprehensive 
performance comparison between these DBA 
algorithms is still yet found in the literature.

cONcLUsION

Bandwidth allocation is a critical issue in the 
design of an EPON system. Because multiple 
ONUs share a common upstream channel, an 
EPON system must efficiently utilize the limited 
upstream bandwidth in order to meet the bandwidth 
demands and QoS requirements of end users. For 
this purpose, the OLT should dynamically allocate 
the upstream bandwidth among all ONUs based 
on their instantaneous bandwidth demands and a 
variety of DBA algorithms have been proposed 
in the literature. In this chapter, we introduced the 
fundamental concepts on bandwidth allocation in 
an EPON system and presented an overview of 
the major DBA algorithms proposed for EPON 
systems. With recent advances in enabling tech-
nologies, optical devices that are previously costly 
are becoming more affordable, which makes it 
economically feasible to use multiple upstream 
channels in an EPON system and has presented 
many new challenges in the design of DBA algo-
rithms for multi-channel EPON systems.
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INtrODUctION

Recent advances in communication technology have 
resulted in multicast applications playing an impor-
tant part in everyday Internet traffic. Data transmis-
sion generated by multicast multimedia services as 
Video-On-Demand, High Definition TV diffusion, 
Video-Conferences, Distance Learning and Online-
Games requires large bandwidth, while QoS (Quality 

of Service) parameters such as end-to-end delay 
and jitter must be tolerated. From the white paper 
of the European Information & Communications 
Technology Industry Association (EICTA) on Next 
Generation Networks and Next Generation Access, 
high speed network access is characterized as (a) 
the availability of symmetrical access (b) instant 
communication (no latency) and (c) simultaneous 
applications (EICTA, 2008). All-optical networks 
show promise as an infrastructure that can guarantee 
dependability, flexibility, high bandwidth and QoS 

AbstrAct

Widely available broadband services in the Internet require high capacity access networks. Only opti-
cal networking is able to efficiently provide the huge bandwidth required by multimedia applications. 
Distributed applications such as Video-Conferencing, HDTV, VOD and Distance Learning are increasingly 
common and produce a large amount of data traffic, typically between several terminals. Multicast is a 
bandwidth-efficient technique for one-to-many or many-to-many communications, and will be indispens-
able for serving multimedia applications in future optical access networks. These applications require 
robust and reliable connections as well as the satisfaction of QoS criteria. In this chapter, several access 
network architectures and related multicast routing methods are analyzed. Overall network performance 
and dependability are the focus of our analysis.
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for users of multicast applications. All-optical 
networks have optical access network component 
directly connected to the mesh optical backbone. 
The huge capacity of fibers and light based routing 
in optical switches provide end-users with large 
bandwidth connections to the network. The most 
promising technology corresponds to wavelength 
division multiplexing (WDM). The transmission 
of data can be organized in either a connection 
based or a burst switched manner (Qiao & Yoo, 
1999). Aggregation techniques and time division 
multiplexing can be applied to enhance overall 
network performance. In currently implemented 
solutions the optical switch configuration is 
performed via an independent control plane or a 
fixed-tuned wavelength channel for control mes-
sages. This control plane enables precise and thus 
efficient management of the optical network.

From the point of view of network operators 
and access providers, access network technology 
should offer a flexible solution at low cost. Low 
cost can be achieved with the use of passive equip-
ment and a simple topology (for example a star). 
The huge capacity of an optical infrastructure 
currently allows wastage of network resources. 
However, in the long run a better utilization of 
network resources may be an important operator 
objective. The network should thus offer the possi-
bility to manage resources and to balance network 
load. The dependability of the network is also a 
fundamental property for operators and users. Cur-
rently, optical access network technology is widely 
based on PONs (Passive Optical Networks), but 
Ethernet point-to-point and active Ethernet solu-
tions are also present in the market. PONs contain 
passive elements. They are simple, easy to install 
and do not require an electrical power supply. A 
typical FTTx access network implemented with 
PONs is star based and contains splitters. The 
most significant drawback of star topologies is 
their vulnerability. Absolute dependability is a 
critical and fundamental requirement for modern 
communication networks. Dependable network 
services cannot be provided without redundancies 

in the network topology. Thus, dependable access 
networks must contain, at least in their core part, 
redundant edges and nodes, thus producing cycle 
or mesh topologies.

Multicast routing is not specifically analyzed 
for current access networks. However, the coex-
istence of many multicast sessions raises some 
important problems. For instance, in a star to-
pology the intelligent allocation of wavelengths 
among multicast sessions can optimize the use 
of network resources (Sheu & Huang, 1997; 
Sivalingam, Bogineni, & Dowd, 1992). In a mesh 
topology the light-tree structure can be introduced. 
Dependable multicasting is made possible using 
light-trees because they can be replaced entirely 
or partially when some network elements fail. In 
our analysis, we suppose that future optical access 
networks will be heterogeneous and meshed. This 
implies that the network topology has some active 
and configurable switches, and provides sufficient 
redundancy to offer dependable services with a 
high level of flexibility for efficient resource man-
agement. Moreover, precise configuration of the 
lightpaths and light-trees enhances the security of 
the network because data is not broadcast as in a 
star topology. Multicast routing in heterogeneous 
and mesh optical access networks (which contain 
active switches and passive elements) can play 
an important role in the all-optical networks of 
the future. Optical switch architectures and opti-
cal fiber characteristics introduce some specific 
constraints which must be taken into account by 
the routing algorithm. Moreover, the throughput 
of the network depends strongly on the efficiency 
of the routing algorithms. For these reasons, we 
propose a survey of multicast routing algorithms 
under the typical physical constraints of wave-
length switched optical access networks.

This chapter presents the underlying problems 
as follows: following a description of typical ac-
cess network architectures and routing (schedul-
ing) methods, we describe the main constraints on 
optical switches and fibers. Since dependable net-
work architectures correspond to mesh networks, 
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the constraints have a large impact on performance, 
restrain the routing algorithm, and influence the 
multicast structures. Multicast routes usually 
correspond to partial spanning trees, but due to 
optical constraints the light-tree structure must be 
adapted. Generally, light-trees and light-forests are 
proposed to support multicast communications. 
These two types of structures allow the various 
constraints in all-optical networks to be satisfied. 
Even when splitters are available in the network, 
splitting diminishes strongly (at least proportion-
ally) the light power, thus several specific energy 
aware light-trees may be required to minimize 
splitting. Wavelength conversion capabilities can 
dramatically enhance the performance of multicast 
routing. In consequence, several multicast rout-
ing algorithms are presented which satisfy the 
various requirements of heterogeneous optical 
access networks.

OPtIcAL AccEss NEtWOrK 
ArcHItEctUrEs

To be competitive access network operators have 
to install cost-effective networks with a large 
enough bandwidth capacity to serve end-user 
requirements. For instance FTTH architectures 
and the deployment of physical fiber infrastructure 
in British Telecom experiments are discussed in 
(Mayhew, Page, Walker, & Fisher, 2002). This 
analysis illustrates very well the difficulties that 
an operator encounters when determining future 
network investments. On one hand the high band-
width requirement of future services limits the 
choice of technology. Only optical fiber network 
offers the capability of cost-effective wide-scale 
provision of the full range of future broadband 
services. On the other hand, the cost and the 
profitability of the access network limit operator 
investment. The authors demonstrate that applying 
an FTTH network offers smaller potential revenue 
from a residential service than from a service in 
the business area. This leads to a need for cost 

optimization of both the transmission system and 
the fiber infrastructure.

star topologies

The most frequently proposed topology is the 
passive star, where a PSC (Passive Star Coupler) 
links the access nodes. This configuration was 
developed to realize Ethernet-based PON (EPON) 
technology in access networks (Kramer, Mukher-
jee, & Pessavento, 2001). All communication in 
an EPON is performed between an optical line 
terminal (OLT) and optical network units (ONUs). 
The OLT connects the optical access network to 
the backbone. In the downstream direction (from 
OLT to ONUs), a PON corresponds to a point-to-
multipoint network, and in the upstream direction 
it is a multipoint-to-point network (Figure 1).

Star based PONs are simple, easy to install in 
existing infrastructures and easy to maintain. In 
these access networks, each ONU has a dedicated 
short optical fiber and shares a long distribution 
trunk fiber to the OLT with the other ONUs. 
For downstream traffic the EPON implements a 
broadcast and select scheme using the splitting 
capacity of the central coupler. For upstream com-
munication an appropriate Dynamic Bandwidth 
Allocation (DBA) algorithm is used to assign time 
slots to end-users.

Generally, multicast communication in the star 
can be realized easily, but as illustrated in the next 
section, the medium access control protocol can 
be very specific. The main disadvantage of star 
topologies is their vulnerability. If the coupler fails 
the entire access segment is hampered. The fiber 
connecting the core network to the PSC (Passive 
Star Coupler) via the optical line terminal (OLT) 
also represents a highly vulnerable joint of the 
access network. Moreover, it is difficult to resolve 
security and confidentiality issues. Last but not 
least, due to the fact that messages are broadcast 
in PONs, network capacity is wasted.
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ring topologies

To improve private network capacity, a ring-based 
PON architecture is proposed to implement the 
LAN (Hossain, Dorsinville, Ali, Shami, & Assi, 
2006). In this architecture, a long standard trunk 
fiber connects the OLT to the ONUs, which are 
interconnected within a short distribution fiber 
ring (Figure 1). The feeder fiber and the ring are 
connected using a 3-port optical circulator.

The links into the ring are unidirectional: both 
upstream and downstream communication use 
the same rotational direction. The ONUs apply 
the Tap-and-Continue (TaC) function to separate 
a part of the downstream flow for eventual local 
utilization. The downstream flow is then removed 
at the end of the ring to avoid its useless retrans-
mission. The upstream transmission is based on a 
TDMA scheme and ONU-ONU communication 
is merged with the upstream traffic within the 
same pre-assigned time slot. To remove use-
less ONU-ONU and upstream communications 
from the upstream flow, a special removing, 
regenerating and retransmitting function is pres-
ent in each ONU. This solution supports a fully 
distributed control plane among the ONUs as 
well as upstream communication to the OLT but 
does not ensure fault tolerance. This ring based 
architecture is improved in (Hossain, Erkan, 

Hadjiantonis, Dorsinville, Ellinas, & Ali, 2008), 
where a two-fiber self-healing PON is proposed. 
This improved architecture provides simple and 
cost-effective fully distributed resilience capabili-
ties against most kinds of networking failures. 
This solution also supports a truly shared LAN 
capability among end users. The control plane 
contains distributed fault detection and recovery 
mechanisms as well as a decentralized dynamic 
bandwidth allocation scheme. The proposed de-
centralized automatic protection switching tech-
nique is capable of protecting against both node 
(ONU) and fiber failures (distribution and trunk) 
through active participation of ONUs. Another 
simple, self-restoring and ring-based PON with 
two fiber-rings and TDMA option for bandwidth 
sharing can be found in (Yeh, Lee, & Chi, 2008). 
Optical line terminals and optical network units 
are used to protect against the occurrence of fiber 
failure in the optical access network; a protection 
technique is proposed for fast restoration of the 
access network in the case of failures.

New General Architectures

A project supported by DARPA has proposed a 
very flexible metropolitan and access network 
architecture (Kuznetsov, Froberg, Henion, Rao, 
Korn, Rauschenbach, Modiano, & Chan, 2000). 

Figure 1. Tree and ring based topologies
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The proposition is based on the coexistence of 
WDM and IP routing, leveraging the advantages 
of both solutions. The different access networks 
are connected to the optical backbone using a 
(generally SONET based) double ring. The access 
network may correspond to an arbitrary topology 
(star, ring, bus or meshed). Electronic IP routing 
is combined with optical flow switching in the 
WDM domain using heterogeneous access node 
architecture in the OLTs. These OLTs allow IP 
routing and also to bypass it by optically switching 
the high capacity connections of some high-end 
users, while using electronic management for all 
other communication. Beyond its flexibility, an in-
contestable advantage of this network proposition 
resides in the dependability aspect of the access 
network design. The authors foresee protection 
switching and service restoration functions which 
are unavoidable elements of a dependable access 
networking.

A significantly different and new Internet ar-
chitecture, called SMART (Scalable Multi-Access 
Reconfigurable Transport), for end-to-end optical 
networking is proposed in (Zheng & Gumaste, 
2006). The suggested network organization can 
be applied in WAN, MAN, LAN and also access 
networks using the same basic idea. The proposi-
tion is based on light-trails which are extensions 

of lightpaths. A light-trail corresponds to an 
arbitrary optical bus connecting several nodes. 
The architecture requires a reconfigurable (ac-
tive) node architecture. The abstract model of 
the network topology corresponds to a hyper 
graph (or “hyper-network”), where nodes are 
connected with hyper-edges (or hyper-channels). 
Using k wavelengths on a bus corresponds to k 
hyper-channels between the given set of nodes. A 
hyper-path connecting a pair of source and desti-
nation nodes is a sequence of hyper-channels. To 
connect hyper-channels, SMART also proposes 
O/E/O junctions containing electronic router or 
switch components. With the help of reconfigu-
rable nodes, the hyper-channels can be configured 
statically or dynamically. On the base of a given 
reference physical topology, this configuration 
can produce arbitrary hyper-network topologies 
which can be used from WANs to access networks 
anywhere (cf. Figure 2).

Hyper-channels are considered as shared 
medium, single-hop optical subnets. For a hyper-
channel to be efficient, bandwidth allocation 
among traffic components using the channel must 
be provided. Fixed scheduling coordination (such 
as TDMA) or dynamic scheduling mechanisms 
can be used to ensure channel efficiency. The 
proposed mixed (optical-electrical) node architec-

Figure 2. The hyper-channel concept in SMART
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ture allows expensive optical components such as 
wavelength converters and splitters to be replaced 
by the cheapest electronic routers. The authors state 
that the solution is universal and scalable. So, a 
hyper-channel can be seen as a linearly arranged 
PON which is more scalable than a star-coupler 
based PON (Zheng & Gumaste, 2006).

In conclusion, cheap solutions are based on 
broadcast and select networks. However user-
friendly and efficient these optical network ar-
chitectures are, they should offer dependability 
and the possibility of dynamic reconfiguration. 
To provide dependable services, robust, gen-
eral and efficient solutions should be used. This 
is increasingly true for new and forthcoming 
multicast-based multimedia services.

MULtIcAstING IN sIMPLE 
AccEss NEtWOrKs

To demonstrate the capacities and limits of star 
topologies we first present a brief introduction to 
the most important communication scheduling and 
multicast routing methods used in them. Because 
dependable multicasting needs route redundan-
cies, the mesh topology appears to be the best 
solution. Due to its importance the problem of 
multicast routing in mesh networks is presented 
in the last section.

channel sharing in Passive 
star Networks

Access nodes in optical access networks can have 
a number of tunable or tuned transmitters and 
receivers. Frequently there is only one transmit-
ter and receiver in the access nodes and different 
configurations may exist depending on the tuning 
situation. For example, an FT-TR configuration 
indicates a fixed-tuned transmitter and a tunable 
receiver in the node. The optical channels of the 
fibers are distributed according to static or dy-
namic (tuned) wavelength allocation. Moreover, 

time or code division based multiplexing can be 
used to improve channel sharing. In the following, 
we assume that the network operates in a slotted 
mode. Generally, messages should be queued at the 
source nodes for scheduling. To manage message 
transmissions, two main approaches have been 
proposed: single-hop and multi-hop.

Single Hop Networks

In the single-hop approach, each communication 
uses only one lightpath (or light-tree) from the 
source node to the destination(s) (Mukherjee, 
1992a). The passive star coupler based architec-
tures suppose tunable receivers and/or transmitters 
in the nodes. In some cases a reserved bidirectional 
control channel between a central scheduler and 
each node is required.

To transmit the queued messages, the network 
resources (transmitter of the source, receivers of 
the destinations and the wavelengths) should be 
allocated and configured in conformance with 
the communication requests. Numerous chan-
nel access methods are proposed. These access 
methods are often classified as random access 
based, reservation based and pre-allocation based 
methods.

Random scheduling implements a simple but 
efficient scheduling scheme. In random methods, 
when a channel becomes available, the scheduler 
randomly selects a source node that is waiting to 
send data. A given node may correspond to the 
destination of several messages at the same time. 
If the destination has only one tunable receiver, 
then a collision will occur and some transmis-
sions will fail. Generally, in the case of failure 
the messages are retransmitted. In the case of 
multicast messages, all destinations should re-
ceive the messages. An analysis of two random 
scheduling of multicast requests can be found in 
(Modiano, 1999). In the proposed model, at each 
time slot, the W channels of the star network can 
simultaneously be used to transmit multicast 
messages, each channel intended for k randomly 
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chosen nodes.
The optimum case is when the receivers of the 

destinations are tuned to the chosen wavelength, 
in other cases they are tuned to other wavelengths. 
In the first proposed strategy, a selected message 
is continuously retransmitted until it is received 
by all of its intended destinations. A second 
strategy consists of the introduction of a random 
delay before the retransmission of a message that 
was not received by all recipients. Performance 
evaluations show that this second strategy is more 
advantageous for overall network throughput 
(Modiano, 1999). Performance can be improved 
when several messages arrive at a node by tun-
ing the receiver to receive the multicast message 
having the least number of destinations. Network 
utilization can also be significantly enhanced with 
multiple receivers in the nodes.

Reservation based scheduling dedicates chan-
nels exclusively for data transmission. For exam-
ple, in (Wu, Ke, & Huang, 2007) potential senders 
use an ALOHA based random MAC scheme to 
send reservation requests to the central node. As 
reservation requests may collide and be lost, the 
reservation process needs an explicit confirmation. 
The scheduler (using its knowledge of the tuning 
time and delays) organizes asynchronous data 
transmissions between senders and destinations. 
A multicast scheduling algorithm called LBQA 
(Look Back Queue Access) is proposed. This algo-
rithm favors multicast messages which can be sent 
immediately to all destinations. When there are no 
more all-receiver messages to transmit and while 
there are available data channels, the algorithm 
schedules also partitioned multicast messages 
(for an available subset of the destinations). The 
authors state that this scheduling algorithm can 
also be applied in PONs. The proposed architecture 
and the scheduling have some drawbacks. The 
scheduled time slot must allow sufficient time to 
tune the concerned transmitter and the receivers 
before data communication can start. This delay 
limits network performance. A large number of 
nodes in the domain can lead to heavy collisions 

on reservation control channels. To diminish the 
number of collisions an architecture with two star 
coupler subnets bridged by two tunable pass band 
filters is proposed. The separation of the nodes 
into two sub-networks reduces the control load on 
each of them and improves the wavelength reuse 
possibilities in both sub-networks.

In pre-allocation based channel access meth-
ods the data channels (i.e. wavelengths) for trans-
mission and reception are assigned to the nodes 
in advance. Thus, a control channel is not needed 
for resource allocation. Different communica-
tion flows using the same channel may share it 
via TDM-like multiplexing. The objective of the 
channel access method is to assign time slots of 
the different channels to the communication flows. 
If the bandwidth demand is uniformly distributed 
between flows, the simplest solution, a simple 
round-robin algorithm (each communication has a 
slot in a frame) results in very good performance 
(cf. the scheduling of unicast requests in (Bogineni, 
Sivalingam, & Dowd, 1993)). When the various 
communication flows need different bandwidths, 
the problem is finding an optimal scheduling which 
satisfies communication flow QoS requirements 
by minimizing the overall network mean packet 
delay. This optimization corresponds to an NP-
hard load balancing problem. A typical schedul-
ing algorithm for the pre-allocation method is 
presented in (Borella & Mukherjee, 1996). An 
efficient approximated algorithm is proposed 
for an arbitrary traffic pattern on any number of 
channels assuming an arbitrarily large transmitter 
tuning time.

The allocation problem for multicast traffic 
in WDM/TDM based star networks is presented 
in (Bianco, Galante, Leonardi, Neri, & Nucci, 
2003). In the proposed broadcast and select net-
work, transmitters operate on fixed wavelengths, 
while receivers can be tuned to any available 
wavelength. If there are more source nodes than 
available wavelengths, several communication 
flows share a wavelength. Wavelengths are slotted 
and synchronized; each slot on a wavelength can 
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transmit one packet. By dynamically allocating 
the available slots (wavelengths are assigned to 
the sources), full connectivity can be achieved 
among nodes. The tuning times are assumed to 
be non-negligible with respect to the fixed size 
slot time. The problem is formulated as follows. 
The traffic pattern is given by a slot allocation 
request matrix R. An element rs,D corresponds to 
the number of packets which should be transmit-
ted from the source s to the destination set D. 
The scheduling algorithm aims to find a time/
wavelength assignment that satisfies the requests 
while minimizing the requested frame length. This 
latter corresponds to the total time necessary for 
the requested data transmission. It is immediately 
apparent that the tuning time of receivers has an 
impact on the optimal solution. The overall net-
work throughput can be improved by minimizing 
the number of times each receiver must be tuned 
within a frame. Since the scheduling problem is 
NP-hard, the author proposes a heuristic algorithm 
based on the Tabu Search. Of course, the algorithm 
solves the off-line scheduling problem but cannot 
react quickly enough to assure the allocation on a 
packet-by-packet basis; only a slow variation of 
bandwidth can be tolerated in this solution.

Thus multicasting in star networks with passive 
couplers corresponds to a particular scheduling 
problem. The main difficulty with multicast is 
that the receivers of the destinations should be 
available (together or separately) to transmit 
multicast messages successfully. Large multi-
cast trees can overload the network: reservations 
and/or retransmissions can block other requests. 
Moreover, dynamic tuning for every time-slot and 
the resultant latencies decrease overall network 
performance. Let us also notice that the messages 
have to be queued for scheduling purposes at the 
nodes of the PON. At the end users, this is not 
problematic: messages can be buffered electroni-
cally. At the OLT side, storage requires O/E/O 
conversion and as a result the communication 
between end points becomes opaque.

Multi-Hop Networks

Based on a physical star topology, virtual multi-hop 
topologies for optical access networks are pro-
posed in (Mukherjee, 1992b). In these networks, 
the transmitters and the receivers of the access 
nodes are tuned in a fixed manner. Since the trans-
mitter of the source node of a given communication 
flow can be tuned to a different wavelength from 
that used by the receiver of the destination(s), a 
route may contain different hops (lightpaths). In 
a multi-hop path, the wavelength of a (first) seg-
ment should be converted according to the tuning 
of the receiver(s). This wavelength conversion 
can be performed using O/E/O conversions of 
ONUs. The retransmission of the incoming light 
after conversions uses the transmitter of the ONU 
which is tuned for a different wavelength. So, the 
route from an arbitrary source to a destination may 
correspond to a multi-hop route and the virtual 
topology is a meshed graph. The diameter of this 
graph is limited. To perform multicast, multi-hop 
trees can be built by assembling the concerned 
hops in the directed virtual topology.

Figure 3 shows a physical star topology of 
seven nodes. Using two wavelengths in each direc-
tion and in each fiber, the regular virtual topology 
illustrated in Figure 3(b) can be configured using 
only fixed tuned receivers and transmitters. The 
used wavelengths are indicated with numbers 
between 1 and 14. A two-hop path from the node 
a to the node g is indicated with dotted lines.

Improvement of Access 
Network Performance

The optimal scheduling for heterogeneous unicast 
and multicast communications is a NP-hard prob-
lem. Moreover, the tuning time of transmitters/
receivers and the synchronization requirement 
for multicast communication (i.e. all destinations 
should be available and tuned at the moment of 
data transmission) create scheduling difficulties. 
Some important propositions have been formu-
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lated to resolve these problems.
To enhance the throughput of the network, the 

technique of wormhole scheduling can be applied. 
With this scheduling approach, several packets 
(and not only one) can be scheduled in order to 
minimize the overall tuning time. This technique 
can be applied both for unicast and multicast com-
munications. Another idea to improve network 
performance is pipelining of the tuning latency by 
permitting data transmission for some nodes and 
transmitter/receiver tuning for others (Borella & 
Mukherjee, 1996; Tridandapani, Meditch, & So-
mani, 1994). The synchronization of all receivers 
belonging to a given multicast group can also have 
a significant affect on latency. Partitioning mul-
ticast communication (Jue & Mukherjee, 1997) 
aims to reduce this latency. In this solution, the 
multicast message is sent even if all the destina-
tions are not ready. To cover the entire group, the 
same message is transmitted several times until 
all destinations have received the message.

Traffic is frequently burst transmitted which 
occasionally leads to some idle wavelengths, 
while other wavelengths are overloaded. This 
results in an inefficient use of network capacity. In 
(Papadimitriou & Pomportsis, 1999), the authors 
propose the application of tunable wavelength 

converters placed at the network hub and a new 
MAC protocol which is capable of scheduling the 
incoming packets to the available wavelengths. 
With the help of wavelength conversions, the 
packet load is balanced between the wavelengths 
and consequently network performance is im-
proved.

Multicast routing in ring topologies

To perform multicast communications in ring 
topologies, splitters are not needed as long as 
Tap-and-Continue capability (TaC) (Ali & Deo-
gun, 2000) exists in all ONUs. Generally, with 
the TaC capability of ONUs, one lightpath per 
multicast group is sufficient to cover any destina-
tion of ONUs. Using the TDMA scheme, several 
multicast groups can share the same lightpath to 
exploit its capacity. Let us notice that routes in a 
ring topology can be easily protected if the ring 
can be used in both directions.

Figure 4 illustrates a ring access network topol-
ogy. Let us suppose that nodes d, f and g belong to 
a given multicast group. Taking advantage of the 
TaC capabilities of the traversed member nodes, 
the lightpath indicated with arrows is sufficient 
to supply all members in the ring.

Figure 3. Physical (a) and virtual (b) topology of a multi-hop network
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Multicast Using Active Elements

Active components in the last segment of optical 
networks can improve overall network perfor-
mance. PON developers focus on integrating 
high performance active components into OLTs 
and ONUs that are located at both ends of the 
access network. For example in (Han, Kim, & 
Chung, 2001) the authors state that the scalabil-
ity of multi-purpose fiber-optic access network 
can be improved significantly by using active 
components at the remote nodes. Unlike passive 
access networks, an architecture which includes 
active end nodes can support a large number of 
optical network units.

The authors in (Kim, Choi, Im, Kang, & Kevin 
Rhee, 2007) propose a switching system using fast 
time-slotted passive switching with O/E/O con-
version and shared buffers. This system provides 
more flexible routing and significantly reduces the 
blocking probability by using electrical buffers. 
This optical access network facilitates multicast 
routing because the electrical buffer equipped 
switches can split the messages arbitrarily and 
any of these nodes may correspond to a branch-
ing node of multicast trees. Moreover optical 
amplification is not needed in this kind of node. 
The proposed switching system is believed to be a 

techno-economically feasible and implementable 
solution for both optical packet and burst switch-
ing with current optical technologies.

Multicast routing in redundant (ring and mesh) 
networks provides a dependable solution for 
multicasting even in access networks. In these 
kinds of topology, efficient multicast routing is a 
challenging task which must also take into account 
the physical constraints of the optical network. 
The most important and specific constraints in 
optical routing and the most common algorithms 
are presented in the following sections.

cONstrAINts OF 
MULtIcAst rOUtING IN ALL 
OPtIcAL NEtWOrKs

Impact of Multi-Optical channels

Wavelength-rooted networks operate based on 
the concept of lightpath and light-tree (He, Chan 
& Tsang, 2002). A lightpath is an all-optical 
communication channel between two end nodes, 
established by allocating the same wavelength 
throughout the route of the transmitted data. The 
light-tree is an extension of the lightpath which 
consists of multiple lightpaths on the same wave-
length from the source to several destinations. 
The use of multiple wavelength channels on mesh 
topology precludes the use of several conventional 
multicasting techniques in IP networks (Hamad, 
Wu, Kamal, & Somani, 2006). Firstly, in the 
absence of a wavelength conversion device, it is 
required that the same wavelength be employed 
over the entire route (i.e. on the lightpath and light-
tree). This is known as the wavelength continuity 
constraint (Mukherjee, 2000). Notice here that 
wavelength continuity must be satisfied both in 
depth due to signal propagation on the lightpath, 
and in breadth due to multicasting and signal 
branching in the light-tree. Channels on different 
fibers therefore cannot be treated independently, 
as is the case for multicasting in conventional IP 

Figure 4. Multicasting in a Ring Topology
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networks. Secondly, two or more lightpaths and 
light-trees traversing the same fiber link cannot 
be assigned the same wavelength; otherwise they 
will interfere with one another. This requirement 
is known as the distinct wavelength constraint 
(Mukherjee, 2000). However, two lightpaths can 
share the same wavelength if they use disjoint sets 
of fiber links. This property is known as wave-
length reuse (Murthy & Gurusamy, 2002).

Impact of Light splitting

The capability to split light is a key enabling 
technology for multicast communication in 
wavelength-routed networks (Hamad et al., 2006). 
Light splitting can be realized with a passive optical 
device called an optical power splitter (Mukherjee, 
1997) which is able to replicate the incoming light 
signal in the optical domain and thus transmit it 
to several outgoing ports simultaneously without 
any O/E/O conversion. Splitters maintain optical 
signal transparency and also eliminate the need for 
the buffers usually required for data duplication in 
the electronic domain. However, the power split-
ter degrades signal power and causes crosstalk. 
Furthermore, due to the complicated architecture 
and expensive components, optical switches with 
power splitters are always more costly to build 
than those without. Hence, typically only a subset 
of optical switches support light splitting and such 
a network is characterized as a sparse splitting 
network (Malli, Zhang, & Qiao, 1998). Usually, 
an optical node with a light splitting capability is 
called a Multicast Capable (MC node), otherwise 
it is called a Multicast Incapable node (MI node) 
(Malli et al., 1998). In addition, the TaC capacity 
is assumed to be available at all MI nodes. This 
refers to tapping a small amount of the power for 
signal detection from the incoming light signal, 
and forwarding the light signal to only one out-
going port.

Moreover, the splitting fanout also influences 
multicast routing in wavelength-routed optical ac-
cess networks. The splitting fanout is the maximum 

number of light branches supported per node. It is 
an important parameter in the design of multicast 
trees and it also impacts the choice of the number 
of amplifiers, their placement, and also the value 
of the signal-to-noise ratio (SNR) (Hamad et al., 
2006).

Impact of Wavelength conversion

Wavelength conversion also has a significant influ-
ence on multicast routing in wavelength-routed 
optical access networks. Wavelength converters 
enable the optical switch nodes to shift the incom-
ing optical signal from one wavelength to another. 
Wavelength conversion functionality provides 
flexibility in network operation and simplifies mul-
ticast routing, since wavelength continuity is no 
longer a strict requirement if converters are used. 
All-optical wavelength converters (Elmirghani & 
Mouftah, 2000), however, are still very expensive 
and immature. As is the case with the power split-
ter, the architectures of optical switches equipped 
with all-optical wavelength converters are very 
complicated to design and therefore costly. This 
hinders the full deployment of wavelength convert-
ers. Hence, an optical access network where only 
some nodes are equipped with full wavelength 
conversion capability is more practical, and is 
referred to as a sparse wavelength conversion 
network. As a result, the limited availability of 
wavelength conversion restricts the construction 
of multicast trees.

Impact of Optical Amplification

When a light signal passes through a k-out power 
splitter, it is equally divided into k light beams and 
forwarded to different outgoing ports. The power 
of the light signal at each output port is only 1/k of 
the incoming light signal and thus is significantly 
degraded. In addition, power loss is also caused by 
power attenuation during light propagation. For a 
multicast light signal to be detected by all session 
members its transmission power must be carefully 
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designed to guarantee a satisfactory SNR at the end 
users. Otherwise the maximum distance from the 
source to the destinations, namely the diameter of 
the multicast trees, will be affected and bounded 
due to light power loss. To minimize the impact 
of power loss when constructing multicast trees, 
active optical amplification devices such as the 
erbium-doped fiber amplifier (EDFA) (Desurvire, 
1991) are required. However, optical amplifiers are 
expensive to fabricate and introduce many prob-
lems which complicate network management such 
as Gain Dispersion, Gain Saturation and Noise 
(Yan, Deogun, & Ali, 2003). Moreover, placing 
amplifiers on fiber links will increase the possible 
number of potential multicast receivers. However, 
the total number of amplifiers in the network can 
be reduced by an optimal placement strategy. To 
solve the optimal amplifier placement problem, 
at least two parameters, namely signal power and 
source-destination distance, should be given.

Due to the optical constraints discussed above, 
multicast routing algorithms in all-optical mesh ac-
cess networks are different from those in traditional 
data networks; thus a great deal of research has 
been done to solve this challenging problem.

MULtIcAst rOUtING IN 
OPtIcAL MEsH cOrE AND 
AccEss NEtWOrKs

Wavelength-division multiplexing (WDM) is an 
effective technique to exploit the large bandwidth 
of optical fibers and to meet the explosive growth 
of bandwidth demand in networks (He, Chan, & 
Tsang, 2002). Furthermore, the light signal in all-
optical networks is optically switched without any 
O/E/O transition, thus optical routing results in 
very low latency. WDM networks therefore have 
the capability to support bandwidth-driven and 
time sensitive multicast multimedia services with 
a high level of QoS. The light-tree concept was 
first proposed in (Sahasrabuddhe & Mukherjee, 
1999). However, due to the physical constraints 

discussed in the previous section it is very hard 
to build such an all-optical light-tree. Then, in 
(Zhang, Wei, & Qiao, 2000), the light-forest is 
employed to solve the multicast problem in sparse 
splitting WDM networks. However, a recent work 
shows that more advantageous routing structures 
can be obtained using light-hierarchies (Molnár, 
2008).

It is proved that the computation of the optimal 
multicast tree under optical constraints is NP-hard. 
Therefore, many heuristics have been proposed 
for the formation of light-trees to satisfy specific 
requirements. Typically, the network resource 
utilization and the power budget are taken into 
account.

costs & Delay sensitive 
Multicast routing

Many existing routing algorithms focus on net-
work costs and delay. For simplicity, the same 
cost is assumed for different wavelengths on 
different links, and hence hop count is used to 
calculate the wavelength channels and the delay, 
etc. Generally, these algorithms are evaluated in 
terms of link stress (the number of wavelengths 
required), wavelength channel cost (the number 
of wavelength channels used), average delay (the 
average hop counts from the source to the destina-
tions) and the diameter of the multicast light-trees 
(the maximum number of hop counts from the 
source to the destinations). Existing multicast 
algorithms can be classified into two categories 
according to the technique used to construct the 
multicast tree. The first technique could be called 
the post processing or adaptation method. Firstly, 
it constructs a multicast tree for the multicast 
members without considering any constraints. It is 
always a shortest path tree or a tree approximated 
to the Steiner tree. Then, some adaptations will 
be made to this tree in order to satisfy the optical 
constraints. The second technique could be called 
the direct method, which takes into account opti-
cal constraints when building the multicast tree. 
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This kind of routing algorithm directly produces 
a light-tree or a light-forest.

Adaptation Methods

The post processing method always divides the 
construction of the multicast tree into three stages: 
(i) construct a multicast tree without considering 
any constraint, (ii) check the splitting capability 
of the nodes on the tree and (iii) reconnect the 
multicast forest. Three typical post processing 
methods namely Re-route-to-Source, Re-route-to-
Any (Zhang, Wei, & Qiao, 2000) and Avoidance-
of-MIB-Nodes (Zhou, Molnár & Cousin, 2008a) 
will be discussed in the following with some 
illustrative examples.

Re-route-to-Source & Re-route-to-Any
Initially, a multicast tree is constructed using 
any existing algorithm (e.g. a shortest path tree 
formed by Dijkstra’s algorithm). Then, its nodes 
are checked one by one in the breadth-first or the 
depth-first order. If node v is an MI node and it has 
at least two children in the tree, then only one of 
them is kept (no heuristic is specified to choose 
which branch to keep in the algorithm (Zhang et 
al., 2000)) while all the other downstream branches 
are cut from v. The affected children of v re-join 
the forest either via the nearest Virtual Source 
node (VS, a Virtual Source node is capable of 
both splitting and wavelength conversion) along 
the reverse shortest path to the source (Re-route-
to-Source), or via any other path leading to a MC 
node or a leaf MI node already in the cut tree 
(Re-route-to-Any).

Avoidance-of-MIB-Nodes
The adaptation algorithm proposed in (Zhou et 
al., 2008a) has three important advantages:

i.  It results in a shortest path tree with fewer 
Multicast Incapable Branching (MIB) nodes 
(decreasing up to 38% in some networks). 
This gain is obtained with the help of an 

enhanced version of Dijkstra’s algorithm 
where MC nodes have a higher priority to 
compute shortest path than the other candi-
date nodes at the same level (i.e. Candidate 
nodes are at the same level when they are 
at the same shortest distance to the source), 
and with the help of a special Node Adoption 
procedure. In the adoption procedure, when 
all Candidate nodes at the same level are 
permanently labeled, a child is adopted from 
an MI Candidate node with several children 
to another leaf MI Candidate node without 
children at the same level if possible (cf. our 
example).

ii.  It aims to reduce link stress. In the second 
phase, when MIB nodes are processed, some 
branches of the tree are kept even if their 
root is an MIB node. If an MIB node is a 
critical articulation node of a branch (this 
can be very important when some nodes in 
the network fail), then this branch is kept, 
otherwise the deepest downstream branch 
will be kept. So, critical branches are left 
untouched.

iii.  In the reconstruction phase, distance priority 
mechanisms are employed to reduce delay 
and diameter. An example in the well known 
NSF network is now considered (Figure 5). 
Let

 
m={source: 10 | members: 1-14} be a multicast 

session, where nodes 1, 8 and 10 are MC nodes. 
The traditional Dijkstra algorithm may produce 
a shortest path tree like that in Figure 6(a). There 
are 2 MIB nodes (node 6 and 12) in this shortest 
path tree. They are only able to feed one branch 
and the other branches must be cut. According 
to Re-route-to-Source, the affected nodes 3 and 
13 should be connected to the source using the 
shortest path on another wavelength, thus two 
light-trees respectively using wavelengths w1 (dash 
and dot line) and w2 (dot line) can be obtained in 
Figure 6(a). Meanwhile, with the Re-route-to-Any 
algorithm, the light-tree shown in Figure 6(b) may 
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be constructed (for instance, node 2 is the closest 
connect node to node 3 and node 14 is the closest 
connect node to node 13). The Avoidance-of-
MIB-Nodes algorithm can produce an even better 
result. In the shortest path tree shown in Figure 
6(a), we can see that nodes 1, 6, 7, 9 and 13 have 
the same shortest distance to source node 10. So, 
they can be viewed as candidate nodes. And, if 
node 1 (MC node) is raised to a higher priority 
and is chosen to be permanently labeled first, 
followed by 7, 9, 13 and 6, then the new shortest 
path tree of Figure 7(a) is produced which has 
only one MIB node. It is obvious that nodes 11, 12 
and 14 have the same shortest distance to source 
node 10. Hence, they can be viewed as candidate 
nodes. When all of them have been permanently 
labeled, we can see that node 12 is an MIB node 
and node 14 is a leaf MI node. Note that nodes 13 
or 9 can reach source node 10 by the shortest path 
through both nodes 12 and 14. One of them can 
be adopted by node 14, and a new shortest path 
tree without an MIB node is obtained in Figure 
7(b). Its link stress is 1 and cost is 13, while it is 
2 and 16 respectively for Re-route-to-Source (in 
Figure 6(a)). Its average delay and the diameter 
of tree (2.0 and 3 respectively) are also better than 

those of Re-route-to-Any (2.1 and 4 respectively, 
in Figure 6(b)).

Among these three adaptation algorithms, the 
Re-route-to-Source algorithm is able to produce 
the optimal average delay and the minimal diam-
eter for the multicast tree. However, its total cost 
and the link stress are the worst. The Avoidance-of-
MIB-Nodes algorithm outperforms the Re-route-
to-Any algorithm in terms of link stress, average 
delay and multicast tree diameter.

Direct Methods

In the direct method, the light splitting and 
wavelength conversion capabilities of nodes are 
considered while spanning the multicast tree. 
The resulting trees already satisfy the optical 
constraints, thus no adaptation processing is 
required. However, while respecting the optical 
constraints, it is possible that a single light tree 
may not always be able to span all the destinations. 
As a result, several light-trees may be required to 
accommodate a multicast session. Here, we pres-
ent three direct light-forest constructions, where 
the light-trees are constructed one by one: the 
Member-Only algorithm (Zhang et al., 2000)), 

Figure 5. NSF network
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the Distance-Priority-Based algorithm (Zhou, 
Molnár & Cousin, 2008b) and the Virtual-Source-
Capacity-Based algorithm (Sreenath, Satheesh, 
Mohan & Siva Ram Murthy, 2001). In order 
to facilitate the description of the algorithms, a 
number of notations should be introduced first. 
Let MC_SET denote the set of MC nodes and leaf 
MI nodes that are currently on the multicast tree 
under construction. The nodes in MC_SET may 
be used to connect unvisited (not yet spanned) 
destinations to the tree, because their splitting 
capability has not been exhausted. Let MI_SET 
be the set of non-leaf MI nodes on the current 

multicast subtree. They are not capable of con-
necting any other node to the current subtree due 
to their splitting limitation. VS_SET consists of 
the virtual source nodes on the current multicast 
subtree. These nodes have both light splitting and 
wavelength conversion capacities. Finally, UD 
consists of the unvisited destination nodes of the 
multicast session.

Member-Only
The Member-Only algorithm is an adaptation of 
the famous Minimum Path Heuristic (Takahashi 
& Matsuyama, 1980) that respects the splitting 

Figure 6. (a) Shortest path tree, and the multicast tree constructed by Re-route-to-Source. (b) The mul-
ticast tree built by Re-route-to-Any. (Zhou et al., 2008a).)

Figure 7. (a) Priority assignment. (b) Node adoption. (Zhou et al., 2008a)
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capability constraint on the optical nodes. It be-
gins to build the multicast tree from the source 
and includes the destination nodes one by one. 
At each step, the nearest destination to the tree 
under construction is selected and joined to the 
tree through the shortest path as long as this path 
does not pass through any node in MI_SET. Since 
the nodes in MI_SET have no capacity to connect 
other nodes to the current tree, the algorithm only 
needs to try to find the shortest path SP(c,d), where 
c∈MC_SET, d∈UD, which does not involve any 
node in MI_SET. If such a shortest path is found, 
it is added to the subtree and the node sets are 
updated along the path; all MC nodes are added 
to MC_SET and the formerly leaf MI node is re-
moved from it; all non-leaf MI nodes are added 
to MI_SET, and the newly added destination is 
removed from UD. When no shortest path sat-
isfying the constraints can be found the current 
multicast tree is finished, and another multicast 
tree is started using the same procedure until no 
destination remains in UD.

Distance-Priority-Based Algorithm
This algorithm improves the Member-Only 
algorithm by attempting to diminish the aver-
age delay and diameter of the multicast trees 
while keeping almost the same link stress. It 
introduces two distance priority mechanisms in 
the construction of multicast light-trees. At each 
step of the Member-Only algorithm there can be 
several constraints-satisfied shortest paths found, 
say SPi(ci,di) and SPj(cj,dj), where ci,cj∈M_SET, 
di,dj∈UD and dist(SPi)=dist(SPj). The choice of 
the path to be joined to the multicast tree will in 
fact greatly affect the final tree. Unlike Member-
Only, where the nearest destination is selected 
randomly when several nearest destinations are 
found, this algorithm preferentially connects the 
candidate destination, say dnearest, to T earlier, which 
is the nearest to the source (destination priority). 
Furthermore, at each step, there may exist several 
connector nodes in MC_SET at an equal distance 
to the selected candidate destination dnearest. It is 

advantageous to connect the destination dnearest 
via the connector node closest to the source in 
the tree (connect node priority). The algorithm 
results in a great reduction of the average delay 
and the diameter of light-trees, for instance up to 
50% and 51% respectively in the USA Longhaul 
network (Zhou et al., 2008b).

Here, we use a simple example to show the 
difference between the Member-Only and the 
Distance-Priority-Based algorithm. A multicast 
session m= {source: 2 | members: 2~6} is re-
quired. Initially, source node 2 is in the subtree 
T. At each step, the nearest destination is added. 
With the Member-Only algorithm the light-tree 
in Figure 8(a) can be produced. It is interesting 
to note that when adding node 4, it could be con-
nected via either the source 2 or node 5. If we 
use destination priority, it should be connected 
to the source as shown in Figure 8(b). Still with 
regard to this graph, if node 4 (1 hop to the source 
in NSFNET) is added to T earlier than node 5 (2 
hops to the source in NSFNET), then node 5 could 
be connected to node 4 as shown in Figure 8(c), 
which corresponds to connect node priority. We 
compare the average delay and the diameter of 
the light-tree resulting from these three results 
in Table 1. It is apparent that the reduction in the 
delay and the diameter is significant while the 
link stress remains the same.

Virtual-Source-Capability-Based Algorithm
This algorithm can be viewed as an enhancement 
of the Member-Only algorithm. The enhancement 
derives from two heuristics, namely Spawn-from-
VS and Capability-based-Priority. The network is 
assumed to have nodes with different capabilities, 
namely splitting (MC), wavelength conversion 
(WC), Tap-and-continue (TaC) and splitting plus 
wavelength conversion (VS) nodes. A priority is 
assigned to the nodes depending on their capabili-
ties in the following descending order: VS, MC, 
WC and TaC. The node with the highest priority 
is used when a destination needs to be included 
in the tree and is equally distant to more than 
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one node in the MC_SET for the current tree. In 
addition, if no constraints-satisfied shortest path 
from a destination d to the members in MC_SET 
could be found, the algorithm tries to find the 
nearest VS node z∈VS_SET for the current tree. 
If dist(d,z)< dist(d,s), then d is joined to the cur-
rent tree on another wavelength via z. Otherwise, 
a new tree is needed. This algorithm reduces the 
number of wavelength channels required and 
improves network resource utilization by using 
wavelength converters.

Power Aware Multicast Routing

As mentioned in the previous section, a light 
signal suffers power loss due to light splitting. 
Moreover, light attenuation along the long route 
from the source to the multicast members may 
not be negligible. Consequently, routing schemes 
should be carefully designed to guarantee signal 
delivery to multicast members, thus the multicast 

routing problem in a sparse splitting network with 
power considerations is an important topic. Next, 
we present two power aware multicast routing 
algorithms: Centralized-Splitting algorithm (Wu, 
Wu, & Yang, 2001) and Balanced-Light-Tree (Xin 
& Rouskas, 2004).

Centralized-Splitting Algorithm
This algorithm aims to build a Steiner-based tree 
that achieves an efficient utilization of network 
resources while producing low power loss in or-
der that the transmitted light signal is maintained 
above the signal sensitivity threshold. Initially, 
a multicast diffusion tree is constructed by ap-
plying the Member-Only algorithm without any 
consideration of the power-level impairment. Then 
some adjustments are made in the tree produced 
according to the following guidelines. Firstly, if 
there are more than two successive MC nodes in 
a subtree, they will produce a cascade effect on 
power loss (as indicated in Figure 9(a)). Hence, 
it is better to replace the successive MC nodes by 
a single MC node. Secondly, although a power 
splitter located near to the source can balance the 
power loss on each subtree, the effect of the power 
loss will be propagated to all children nodes located 
within its subtree. In order to reduce power loss, 
the algorithm assigns the splitting capability to 
the node furthest from the source node whenever 
possible. For instance in Figure 9(b), the light 
splitting happens in the last level of the tree; hence 
the power loss decreases to 2e0/3 compared to the 
cascade splitter situation with 3e0/4 in Figure 9(a). 
Thirdly, when the number of splittings at a node 
increases, the incremental power loss caused by 
each additional splitting decreases. As a result, 

Figure 8. (a) Member-Only. (b) Destination Prior-
ity. (c)Connect Node & Destination Priority

Table 1. Comparison of Light-trees in Figure 8

  Member-Only   Destination Priority   Two Priorities

  Link Stress   1   1   1

  Diameter   4   3   2

  Average Delay   2.5   1.75   1.5
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if a node is chosen to be a branching node in the 
multicast tree it is desirable to assign as many 
splittings as possible to this node.

Balanced-Light-Tree Algorithm
In the Balanced-Light-Tree (BLT) algorithm, it is 
assumed that signal attenuation is negligible while 
power loss due to light splitting is the dominant 
factor. Hence, the power loss imposes an upper 
bound on the splitting ratio on the path to each 
destination node. Furthermore, the splitting ratios 
of any two paths from the source to two destina-
tion nodes of the same multicast group should be 
within a tight range of each other. In other words, 
the multicast trees must be as balanced as possible. 
This is because an unbalanced tree results in two 
important disadvantages. Firstly, it is unfair for 
certain destination nodes, since the destination 
node at a smaller depth receives a better quality 
signal than the one at a large depth. Secondly, it 
is not scalable, since it may introduce excessive 
losses that make it impossible to deliver a light 
signal to a large destination set. Similarly to the 
Centralized-Splitting algorithm, an initial multi-
cast tree spanning all multicast members is built 
by any existing algorithm such as Member-Only. 
Then, the balancing procedure is performed on 
the tree to check the splitting ratio of the nodes. 
Consider an intermediate multicast tree T, and let 
u (respectively v) denote the leaf node with maxi-
mum (respectively minimum) splitting ratio. The 
main idea behind the BLT algorithm is to delete 

node u from T and then add it back to the tree 
by connecting it to some node y in the path from 
source s to v. This procedure reduces the splitting 
ratio of v, though it increases the splitting ratio of 
all nodes below y in the tree. Thus, it is desirable 
to perform this pair of delete/add operations as 
long as it does not increase the splitting ratio of 
any node beyond node u. It is worth noting that the 
difference between the maximum and minimum 
splitting ratio values decreases after the balanc-
ing operation.

On the Optimality of Multicast 
routes in WDM Networks

In this section, we examine optimal routing 
structures for multicast communications under 
splitting constraints in meshed WDM networks. 
For source based multicast routing current practice 
is to propose light-trees. We shall see next that 
optimal multicast routing structures do not always 
correspond to trees. Let us suppose that the links 
can be used in both directions and the topology 
of the optical network is given by an undirected 
graph G=(V, E). The multicast group is given by 
a source node s and a set D of destination nodes. 
A multicast route, a directed sub graph span-
ning the source and the set of the destinations is 
required. Remember that MC_SET contains the 
splitting capable nodes (accordingly, the nodes in 
MI_SET = V\MC_SET cannot duplicate the light). 
So, only the nodes in MC_SET can have a degree 

Figure 9. (a) Cascade Power Loss. (b) Splitting far from the Source
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greater than two in the multicast routing structure. 
Wavelength constraint in the fiber implies that two 
arcs of the minimal length structure cannot use 
the same edge of the topology graph in the same 
direction. But in general the same switch can be 
used twice (or more) because the switch archi-
tecture offers several disjoint lightpaths between 
its interfaces. The optimal solution must have the 
minimal length of all sub graphs spanning s DÈ  
and must satisfy the constraints. This connected 
and minimal length solution is not always a tree 
or a forest: the same switch can belong several 
times to the optimum structure which is called a 
hierarchy (Molnár, 2008). To illustrate this, let us 
consider the example in Figure 10. In this example 
the source node is node 1 and the destinations 
are the nodes 5 and 6. In the given network only 
node 2 can duplicate light and can be selected as 
a branching node. The light-tree with minimal 
length is shown in Figure 10(a). The length of this 
tree is equal to 7. More advantageous spanning 
structures can be obtained by relaxing the tree 
construction constraint. Figure 10(b) illustrates an 
optimal hierarchy which uses node 4 twice when 
the wavelength is unique in each link. If the links 
can be used in both directions (there is bi-direc-
tional fiber or two fibers between the switches), 
the minimal length hierarchy corresponds to a 
light-trail illustrated in Figure10(c).

cONcLUsION

This chapter focused on multicast routing over 
an optical access network. Our first point was 
intended to demonstrate that in the future many 
optical access networks will have meshed topol-
ogy, and will require automatic and smart man-
agement. Indeed, mesh topologies have inherently 
good properties: flexibility and dependability. A 
mesh topology can freely evolve with technol-
ogy and with users’ requirements and may be as 
redundant as required. Dependability becomes a 
very important factor in access networks because 
of the increasing variety of services which must 
be reliable.

Our second point was that data broadcasting to 
a specific set of end users over a certain network 
domain will increase with the development of new 
multimedia distributed applications, and the use of 
multicasting can lead to huge savings in network 
resources. However, due to the specific physical 
constraints which can be found in optical networks, 
the computation of efficient light trees is not a 
trivial task. For instance, some optical switches 
have to be selected as branching nodes and have 
to split the light and the power of the transmitted 
light has to be intelligently controlled to ensure 
sufficient signal level at the final receivers. Thus 
the relevant multicast routing algorithms which 
can be applied to meshed optical access networks 
under the physical constraints presented by the 

Figure 10. Light-Tree and Light-Hierarchies
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network were described.
One surprising concluding point is that the 

optimal multicast structure is not always a tree or 
a forest. Indeed the analysis shows that if you try 
to find the most efficient multicast structure which 
spans all desired destinations, taking into account 
the numerous optical constraints, it will lead to 
a hierarchical structure. In this hierarchy some 
switches may be used several times to transmit light 
to the destinations. So, the tree search constraint 
in the different route computation algorithms can 
be relaxed and more efficient hierarchies can be 
found for multicast routing.

Our last concluding remark is the following. 
To provide strong dependability, a high level of 
flexibility and to be as efficient as possible in 
network resource utilization, we forecast that some 
integration between access and core optical net-
works will be required. That will necessitate some 
network management and control coordination. 
For instance, some of the solutions developed for 
burst or packet optical networks could be reused 
in optical access networks.
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Chapter 9

The Vertical-Cavity 
Surface-Emitting Laser

A Key Component in Future 
Optical Access Networks

Angélique Rissons
Université de Toulouse, France

Jean-Claude Mollier
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INtrODUctION

For more than ten years, the access network market 
is attracted by the Vertical-Cavity Surface-Emitting 
Lasers well known as the acronym VCSEL.

Indeed, the numerous advantages of this com-
ponent make the VCSEL technology suitable for 
access networks and today several studies have 
demonstrated the feasibility of various configura-

tions of Optical Access Network (OAN) using the 
VCSEL Technology.

Above all, the VCSEL has been designed to 
achieve the need of the optoelectronic circuits 
planarization. Since its invention in 1977 by Prof. 
K. Iga (Iga, Koyama, Kinoshita, 1988), the VCSEL 
structure is in a state of constant progress (Iga, 2000; 
Koyama, 2006; Chow, Choquette, Crawford, Lear, 
Hadley, 2006) Today, a wide wavelength emission 
range (from the Green-blue band up to the infrared) 
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The proposal chapter aims at highlighting the tremendous emergence of the Vertical-Cavity Surface-
Emitting Laser (VCSEL) in the FTTX systems. The VCSEL is probably one of the most important and 
promising components of the “last-leg” Optical Access Networks. To satisfy the bandwidth rise as well 
as the inexpensive design constraints, the VCSEL has found its place between the Light-Emitting-Diode 
(LED) and the Edge-Emitting-Laser (EEL) such as the DFB (Distributed-Feedback) laser. Hence, the 
authors dedicate a chapter to the promising VCSEL technology that aims to give an overview of the 
advances, the physical behavior, and the various structures regarding VCSELs. They discuss the VCSEL 
features and performance to weigh up the specific advantages and the weaknesses of the existing tech-
nology. Finally, diverse potentials of Optical Access Network architectures are discussed.
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is covered that enables the usage of these compo-
nents in various applications, not only in the field 
of digital datacommunications (Gigabit Ethernet) 
but also in consumer applications; such as optical 
switching, laser printers, laser mice, high-density 
optical disks, display systems, etc. Thereof the 
VCSEL market is composed of various fields of 
application: automotive, computer, consumer, in-
dustrial, military/aerospace, telecom, biomedical 
where computer and consumers are major fields in 
the VCSEL market (Szweda, 2006). As we focus 
on the OANs, we will study the VCSELs emitting 
at 850, 1310 and 1550nm.

Even though these three varieties of VCSELs 
have really different structures and performance, 
the following features are distinctive to the 
VCSEL-technology:

The vertical laser emission is perpendicu-• 
lar to the layers which makes easier the one 
and two-dimensional integration (1D and 
2D VCSEL-array) according to the electri-
cal packaging constraints.
The VCSEL is the smallest commercial • 
available semiconductor laser diode (LD) 
type.
By combining the small size and the per-• 
pendicular to the structure emission, this 
component responds to the criterion of pla-
narization that makes the VCSEL, the LD 
with the higher integration level
The • AL low volume (Quantum Well) in-
volves sub-milliampere threshold current 
and low electrical power consumption.
The small cavity size allows for a singlem-• 
ode longitudinal emission.
The VCSEL presents low thermal variation • 
close to the room temperature (wavelength, 
threshold current).
The serial fabrication reduces the cost and • 
allows on-wafer testing.
Due to its cylindrical geometry, the light-• 
beam cross-section is circular.

All these reasons have led to the VCSEL growth 
market in a wide application range.

Firstly, we present chronologically the VCSEL 
emergence through the pioneer structures, the 
salient features which allowed the improvement 
of the VCSEL operation. That led to the presenta-
tion of the main 850nm VCSEL and the emerging 
1300 and 1550nm VCSELs. This section also 
gives the main characteristics of these three types 
of components.

Secondly, the second section of this chapter 
introduces the VCSEL modeling based on coupled 
carriers and photons rate equations and the main 
characterization needed to be known before inte-
grating the VCSEL into a system. This knowledge 
is important to avoid a drawback that could be 
encountered by the inadequate utilization of the 
device, notably due to the frequency increase in the 
optoelectronics circuits and electrical mismatch 
in integrated circuits.

The last section discusses the VCSEL utiliza-
tion in diverse system configurations to generate a 
signal for the OAN such as VCSEL-Based Oscil-
lator, Optical injection-locking, etc. Some network 
architectures are also presented: Radio-Over-Fiber 
Distributed Antenna Systems, Hybrid OAN.

PrEsENtAtION OF tHE VcsEL

Even if the first VCSEL structure emitted at long 
wavelength (LW), it’s the 850nm GaAs-VCSELs 
which became the emerging technology in 2000. 
Today the 850nm VCSEL technology is the most 
competitive and reliable one (Ulm photonics com-
pany, 2008). All these advantages are due to the 
maturity of the AlGaAs/GaAs technology and the 
good performance of the structure: a Quantum-
Well (QW) active layer (AL) between two Dis-
tributed Bragg Reflectors (DBR). Thus, due to the 
cost effectiveness linked to the massive VCSEL 
production, this device finds quickly its applica-
tion in the 850nm short-distance Multimode fiber 
links giving an alternative to the LED.
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Recent progress in semiconductor device 
fabrication gives the possibility to find reliable 
1550 (Vertilas, 2008) and 1310nm (Beam Ex-
press, 2008) VCSELs. That gives opportunities 
in single-mode fiber metropolitan area and wide 
area networks. Various materials allow reaching 
these two spectrum ranges. A review of the com-
mercialized structures is given with emphasis on 
the component performance and reliability.

brief reminder regarding 
Laser Diodes

Before presenting the VCSEL, it is important 
to retrieve the LD principle. Firstly a laser is 
composed of an active medium which ensures 
the capacity to produce the well known photon-
electronic interactions: the absorption, the spon-
taneous emission, the stimulated emission which 
at the base of the laser effect and the non-radiative 
recombination.

Three kind of non-radiative recombination 
can be find in a laser. A conduction band electron 
can recombine with a valence band hole or with 
a recombination center (material defects) without 
photon emission (the energy is dissipated as heat in 
the crystal). A conduction band electron can also, 
by the recombination with a valence-band hole, 
transfer its energy to another electron or hole as 
kinetic energy. After its lifetime, the electron or 
hole gives its energy to the crystal lattice. This 
phenomenon is called the Auger effect. It occurs 

laser diode with an emission wavelength >1µm.
A typical structure of an EEL is described on the 

Figure 1: the electrodes are on the top and bottom 
surfaces and the light is emitted by the edge.

the VcsEL technologies

The first part of this session aims to introduce the 
VCSEL emergence through a chronology of the 
diverse fabrication stages.

Since 1975, many Surface-Emitting-Laser 
(SEL) structures were proposed, all based on the 
beam deflection from an EEL (Figure 2) (Iga, 
Koyama, Kinoshita, 1988). The large surface area 
provides a beam with low divergence but the size 
does not allow the 2-Dimensional array application 
and the integration in optoelectronic circuits.

In 1977, Prof. K. Iga gave the first suggestion 
of Vertical-Cavity SEL with a GaInAsP/InP and 
AlGaAs/GaAs active region for the optical fiber 
communication and for the optical disk, optical 
sensing and optical parallel processing.

The underlying motivation for the VCSEL 
design was the probe testing before separating 
into chips and monolithic integration into an 
optical circuit. Two years later, he obtained the 
first lasing operation of a GaInAsP/InP SEL struc-
ture with a 900mA threshold current (Ith) under 
a pulsed regime at 77K. In 1983, a first lasing 
pulsed operation at room temperature (RT) with 
a GaAlAs/GaAs active region and Ith=1.2A (at 
77K, Ith=350mA).

At that time, Ith was high in comparison with 
the EELs, due to structural differences. To obtain 
a RT Continuous-Wave (CW) operation with a 
narrower cavity, it was essential to increase the 
mirror reflectivity (>95%) and to improve the 
confinement current. (Figure 3)

The increase of the mirror reflectivity was 
obtained by introducing an Au/SiO2 mirror or a 
dielectric multilayer reflector.

The current confinement was enhanced by 
introducing a circular buried-heterostructure.

In 1987, by using the Metal Organic Chemical 

Figure 1. Typical Edge Emitter Structure
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Vapor Deposition (MOCVD) growth technique, 
and by introducing an AlGaAs/GaAs circular 
buried-heterostructure, a 50mA-Ith in pulsed op-
eration was obtained at 293K.

In 1989, the first CW operation at RT with a 
GaAs structure was achieved by Prof. K. Iga. At 
the same time, Jewell published the characteris-
tics of the first QW GaAs-based Vertical-Cavity 
Surface Emitting-Laser (Jewell, Scherer, McCall, 
Lee, Walker, Harbison, & Florez, 1989); Ibariki 
(Ibaraki, Kawashima, Furusawa, Ishikawa, Yama-
guchi, & Niina, 1989) introduced the DBR in the 
VCSEL fabrication process.

This breakthrough accelerated the VCSEL 
technology advance. Indeed, the QW active 
region involved a strong decrease of Ith and the 
DBR introduction enabled to improve the mirror 
reflection coefficient.

Another important point concerning the VC-
SEL performance enhancement is the growth of 
the entire structure by the Molecular Beam Epitaxy 
(MBE) or MOCVD.

The MBE has dramatically reduced the fabri-
cation cost and led to a broad-based production 
especially for the AlGaAs/GaAs structure (MBE 
unsuitable to grow the phosphorous-containing 

materials).
However, the DBR utilization increased nota-

bly the series resistance. So the novel challenge 
was to reduce this resistance while keeping the 
optical performance intact.

Numerous research works have been carried-
out to improve the doping profile (Kopf, Schubert, 
Downey, & Emerson, 1992; Wilmsen, Temkin, & 
Coldren, 1999).

As shown in Figure 4, several doping profiles 
were possible. The first generation of VCSELs had 
an abrupt doping profile allowing good reflectiv-
ity but involving a high resistance (>100Ohm). 
The alternative was to modify the doping profile 

Figure 2. First structure proposal of Surface Emitting Laser

Figure 3. First VCSEL structure
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for each DBR interface. Better performance has 
been obtained with parabolic profiles.

850nm VcsELs

Today, many GaAs-VCSEL structures are com-
mercialized, but we assert that the most com-
petitive VCSELs are the oxide-confined VCSELs 

presented on the Figure 5 (right side).
But the simultaneous electrical and optical 

confinement is still unresolved. There is a need 
to find the best compromise between the beam 
profile and the emitted optical power.

As in any semiconductor, the carrier number is 
strongly dependent on the temperature involving 
fluctuations of the optical power, the wavelength 
and Ith (Scott, Geels, Corzine, & Coldren, 1993; 
Boucher, Rissons, & Mollier, 2001). The earmark 
of the VCSEL is the parabolic Ith evolution close 
to a characteristic temperature T0, which, for some 
VCSEL structures, could be the RT (Figure 6). This 
characteristic is important because in non severe 
environment, it let to eliminate the thermal control 
regarding the integration requirement.

However, if the thermal effect does not degrade 
Ith, it influences on the power evolution especially 
due to Joule heating in the DBRs. Indeed, the 
carrier transport through the DBRs modifies the 
refractive index of each layer generating multiple 
transverse modes. Furthermore, the imperfect 
carrier confinement leads to their inhomogeneous 
spatial distribution in the AL, which is responsible 
for a strong Spatial Hole Burning (SHB). The 

Figure 4. Different doping profile of AlxGa1-xAs

Figure 5. Main VCSEL structures
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carrier accumulation in some zones implies a heat-
ing entailing a modification of the optical cavity 
volume and the refractive index (called thermal 
lens effect). This phenomenon implies a multiple 
transverse mode behavior that can be observed as 
kink on the Light-Current (L-I) curve (Figure 7). 
The beam profile and the optical spectrum are also 
affected by this effect: Figure 8 shows the evolution 
of the resulting annular beam profile for different 
bias current, and Figure 9 presents the multiple 
transverse modes in the optical spectrum.

The solution to reduce these effects is the 
diminution of the oxide-aperture diameter. Thus, 
for AlOx-diameter lower than 5µm, the VCSEL 
can provide a single-mode operation. As we can 
see in Figure 10, the optical spectrum presents a 
single-mode emitting and Figure 11 reveals an 
L-I curve devoid of kink and a Gaussian beam 
profile. In counterpart, the higher DBR resistiv-
ity is increased reducing the carrier injection 
efficiency in the AL consequently reducing the 
optical power (<1mW).

The typical performance of the different 850nm 
VCSEL is summarized in the Table 1. Accord-
ing to this table, the 850nm VCSEL users can 
find a good compromise between the different 
characteristics.

Long Wavelength VcsEL

Contrary to the 850nm VCSEL, the fabrication 
of LW-VCSELs has been curbed by the difficulty 
in growing InP-based compound. Another issue 
is to keep the advantage of the GaAs-VCSEL 
structures, especially in terms of low-Ith and high 
integration-level. Indeed, in InP-based structures, 
for emission wavelength higher than 1µm, due to 
the small bandgap, the large Auger recombination 
coefficient and other non-radiative recombinations 
raise Ith. Furthermore, the lattice mismatching 
between DBR and the InP AL, the small index 
contrast in the DBR structure adapted for these 
wavelengths and the low thermal resistance 
(decreasing the thermal range operation) require 
finding another mirror configuration resulting in 
the VCSEL size increasing.

Before heading farther in the description of the 
LW-VCSEL structures, it is important to remind 
the emission wavelengths associated to the materi-
als. The various materials utilized in the VCSEL 
AL fabrication are summarized in Table 2.

Regarding the mirrors, several configura-
tions have been proposed by the VCSEL de-
signers (Chang-Hasnain, 2003). This includes 
metamorphic DBR (Boucart, Starck, Gaborit, 
Plais, Bouche, Derouin, Remy, Bonnet-Gamard, 

Figure 6. Temperature dependence of the thresh-
old current

Figure 7. Kink on the Light-Current curve due to 
the multiple transverse mode influence
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Goldstein, Fortin, Carpentier, Salet, Brillouet, & 
Jacquet, 1999), dielectric mirror (Shau, Ortsiefer, 
Rosskopf, Boehm, Lauer, Maute, & Amann, 
2004), wafer-fused AlGaAs/GaAs DBR, InP 
Air-gap DBR.

Metamorphic Dbr

The metamorphic DBR design consists of using 
metamorphic materials to relax the constraints 
imposed by lattice matching. Moreover this kind 

of structure permits to introduce an oxide aperture 
for the current confinement.

Dielectric Mirror

As it has been presented before, one of the first 
generation VCSELs used dielectric mirrors. 
Thanks to the progress in technology, the operation 
has been considerably improved resulting in the 
introduction of a buried n+-p+-p tunnel junction 
(BTJ) on the top of the AL. This ensures the current 

Figure 8. Beam profile of large oxide-aperture-VCSEL for various bias current (5mA up to 25mA)
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injection with an efficient carrier confinement.

Wafer-Fused AlGaAs/GaAs Dbr

The wafer fusion or wafer bonding consists in 
growing the AL and AlGaAs/GaAs DBR on two 
different substrates. This technology provides 
an InGaAlAs AL with the thermal advantage of 
GaAs/AlGaAs DBRs. By introducing intracavity 
contact to ensure the current injection and a BTJ 
just above the AL, this structure gives the best 
performance in terms of singlemode optical power 
emitting at 1.3µm and 1.55µm (Syrbu, 2005). In 
2008, VCSELs designed by Beam Express attain 
an optical power close to 6mW for the 1.3µm 
VCSEL and 4mW for the 1.55µm VCSEL

VcsEL MODELING AND 
cHArActErIzAtION FOr tHE 
FUtUrE OPtIcAL LINKs

Whatever the application, the simulation of an 
optical link for all applications is of great inter-
est. Each component has to be perfectly modeled 
before implementation in an optical sub-assembly 
(Toffano, Pez, Le Brun, Desgreys, Hervé, Mol-
lier, Brabary, Charlot, Constant, Destrez, Karray, 
Marec, Rissons, & Snaidero, 2003). Moreover, 
it is also important to achieve a perfect experi-
mental characterization of these components with 
emphasis on LD modeling which leads to the link 
behavior (Tucker, 1985). As the structure of the 
VCSEL is very different from that on the EEL one, 
a specific model has to be established.

Figure 9. Multiple transverse mode of an 850nm oxide-confined-VCSEL with a 12µm oxide-aperture 
diameter

Figure 10. Optical spectrum of a singlemode 850nm oxide-confined-VCSEL with a 5µm oxide aperture 
diameter
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In this way, a VCSEL model is presented.
The first step of the modeling is the descrip-

tion of carrier and photon exchange through the 
rate equations . We are interested in the dynamic 
behavior of this LD. Thus an electrical model 

(Rissons, Perchoux, Mollier, & Grabherr, 2004) 
based on a small-signal equivalent-circuit includ-
ing the DBR contribution and the rate equations 
resolution is thus presented. That allows the es-
tablishment of a relationship between measurable 
parameters and intrinsic parameters of the VCSEL. 
The validation of this model was achieved by 
measuring the electrical reflection and transmis-
sion coefficients with vector network analyzer. 
Furthermore, this model has been generalized by 
including the noise contribution and the multiple 
transverse mode of the VCSEL (Perchoux, Ris-
sons, & Mollier, 2007)

The modeling and characterization have been 
extended to the 850, 1310 and 1550nm VCSEL 
which could be integrated in OAN.

Figure 11. L-I curve and intensity profile of sin-
glemode VCSEL

Table 1. Typical values of main electro-optical characteristics of oxide-confined-VCSELs versus the 
oxide aperture diameter (Ulm-photonics company, 2008) 

VCSEL type Popt 
output optical power 

(mW)

Ith 
(mA)

ηs 
slope efficiency

Rs 
Differential series 

resistance (Ω)

<5µm oxide aperture 1 0.2 0.3 <100

Close to 12µm oxide 
aperture

1.5 1.5 0.4 50

>25µm oxide aperture 24 3 0.8 20

Table 2. Wavelength and applications versus materials of the AL 

Compound AL Wavelength Applications

AlGaAs/ GaAs 680 up to 890nm Optical interconnection 
Short distance fiber link 
Plastic optical fiber link

GaInAs/GaAs Around 980nm Pumping source, gas sensing

GaAsSb/GaAs Around 1200nm (up to 1300nm) Gas sensing

GaInNAs/GaAs Around 1300nm Telecom

AlGaInAs/InP 1300 up to 1600nm Telecom

GaInAsP/InP 1200 up to 1600nm Telecom

InGaAs/InP Above 1600nm Sensing water and CO2
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VcsEL rate Equation Model 
and steady state resolution

The laser rate equations are based on two coupled 
rate equations in which the electron and photon 
interactions are converted into mathematic form. 
These equations are established from the VCSEL 
structure. That is why a general simplified form 
could be adapted to the various VCSEL configu-
rations (Rissons, Mollier, Toffano, Destrez, Pez, 
2003).

The carrier rate equation is the difference 
between the carrier injection with the recombi-
nation rates and the photon rate equation is the 
difference between the photon generated which 
can be amplified by stimulated emission and the 
lost photons. These equations can be written in 
the following form:

dN
dt

I

q N
R N G N P Pi

w

=
×

×
- - ×

h
( ) ( , )  (1)

dP
dt

R N N G N P P
P

sp w
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where N is the electron numbers in one QW, P, the 
photon number in the cavity, Nw, the QW number, 
ηi, the internal quantum efficiency.

Furthermore, 
h
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q N

×

×
 represents the population 

inversion in each QW.
R(N) and Rsp(N) are the carrier recombina-

tion rate and the spontaneous emission rate 
respectively. The R(N) term may be written as: 
R(N)=(τe)

-1= A +B.N+C.N² .
A is the nonradiative recombination contribu-

tion, B, the spontaneous emission coefficient, and 
the C, the Auger recombination coefficient which 
can be neglected at 850nm wavelength.

G(N, P),the modal gain, is obtained from the 

relationship G N P g
N N

P
tr( , ) =

-

+ ×0 1 e
 where Ntr is 

the transparency electron number, ε is the nonlin-

ear gain coefficient. g0=v
a

Vgr
act

× ×G , is the modal 

gain coefficient, where the a, is the differential 
gain coefficient, Vact, the AL volume, vgr, the group 
velocity and Γ the confinement factor.

Rsp is defined as (Nw.Γ.β.N)/τe where Γ.β cor-
responds to the photons generated by spontaneous 
emission contributing to the laser emission and τp 
is the photon lifetime.

These rate equations are adapted to a QW 
Laser by the presence of the terms ηi and Nw. The 
Γ parameter takes into account the vertical light 
emission and possibly the DBR contribution. 
Moreover, the value of each parameter depends 
upon the VCSEL structure.

The hereafter table gives an example of 850nm 
oxide-confined VCSEL parameters range of value. 
(Table 3)

When the steady-state is reached, the rate 
equations are equal to 0, such as:
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The evolution of the carrier and photon number 
against bias current is given in Figure 12.

Below Ith, N increases linearly. Above Ith, N 
becomes constant and keeps the value of Nth. We 
can obtain the value of Nth when I=Ith and P≅0 
thus:

N
I

qNth e
i th

w

= t
h

 (5)

Event if τe is strongly depending on N, it can 
be considered as a constant because the minor 
fluctuations of N around the threshold value are 
too small as compared to Nth.
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If the bias current increases above the threshold, 
P is greater than 0. In that case, we can calculate 
the value of P in steady-state regime according 
to the bias current value I.

From the equations (4) and (5), the following 
relationship is written:

G P
I I

q N
i s

w

× =
× -( )
×

h
 (6)

By injecting this term in the equation (3), we 
obtain an analytic expression for P:
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While the Equations (1) and (2) give a general 
and simplified representation of P-N interaction 
in any VCSEL structure, this model needs to be 
adapted for particular structure.

For example, the multimode behavior of 850nm 
VCSEL can be introduced in the rate equations.

The multiple transverse mode contributions 
can be introduced in the gain term of the rate 
equations by the mode competition.

Thereby, the gain term becomes:
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where εmn is the gain compression factor of mode 
‘n’ due to the mode ‘m’. It is given by the follow-
ing relationship:
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Table 3. Range of intrinsic parameter value for 850nm VCSEL 

Parameters Unit Values

A s-1 [108 ; 1.3 108]

B s-1 [0.7 10-16; 1.8 10-16] x Vact

Ntr - [0.83 1024 ;4.40 1024] x Vact

τP ps [1 ;6]

a m2 [0.2 10-20 ; 3.7 10-20]

vgr m.s-1 [8.33 107, 8.60 107]

Γ - [0.045 ; 0.06]

β - [ 10-5 ; 10-4]

ηi - [0.6 ; 0.86]

Figure 12. Variation of the carrier and the photon 
numbers versus the bias current
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α is the Henry Factor or wavelength enhancement 
factor and Wmn m n

= -w w  is the frequency 
detuning between the ‘m’ and ‘n’ modes that 
represents the gain degradation.

The stochastic evolution of N and P generates 
noise. Indeed, the operation of the LD is disturbed 
by several noise sources whose influence varies 
according to the different regimes. For targeted 
applications, the preponderant noise source is the 
spontaneous emission. The randomness of the 
spontaneous emission generates an amplitude 
and phase fluctuations of the total optical field. 
Moreover, these photons which are produced 
in the laser cavity follow the feedback of the 
stimulated photons and interact with them. By 
taking into account the wave-corpuscle duality of 
the light, a quantum approach is better suited to 
describe the emission noise generation including 
the photon-electron interactions: each state of a 
photon or electron is associated to a noise pulse. 
For the purposes of noise generation quantifica-
tion, recombination and absorption rates in the 
cavity allow the utilization of the electron and 
photon Langevin forces to give a mathematical 
representation of the optical emission noise.

By going back on Equation (1) and Equation 
(2) and by adding the noise contribution, a new 
rate-equation couple can be written as follows:
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where FN(t) and FP(t) are the Langevin functions 
representing electrons and photons fluctuations 
respectively.

By using the EEL model, the spectral densities 

and the cross-correlation function can be expressed 
using the intrinsic parameters of the VCSELs:
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By using the rate-equations, a simplified form 
of the spectral densities and cross-correlation 
function is derived as:
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These expressions are currently used to model 
the VCSEL Relative Intensity Noise (RIN) which 
will be presented next.

Furthermore, the mode competition in the 
multiple transverse-mode VCSELs strongly af-
fects the noise. Therefore, the previous relation 
must be formulated for a multimode case. As for 
the singlemode case, the Langevin functions are 
added to the rate equations:

dN
dt
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Where Fm(t) is the Langevin function of one 
mode.

Thus, new expressions for the spectral densities 
and the cross correlation of the Langevin functions 
can be written as:
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The equations (18) and (19) give a complete 
description of photon-carrier exchanges in a 
multimode VCSEL. Other physical phenomena, 
such as carrier diffusion and optical polarization 
could be included but in our experience this pair 
of rate-equations is complete enough to accu-
rately simulate the VCSEL behavior. Indeed, the 
main effects are presented in a simplified rate 
equation model and the inclusion of each physi-
cal contribution would complicate the equation 
making the simulation software implementation 
more difficult.

Dynamic behavior: Modeling 
and characterization

This session presents the dynamic behavior of 
the VCSEL through rate-equation modeling and 
the associated experiments for the validation. 
This approach is interesting for several reasons: 
it gives an overview of the most useful dynamic 
characteristics in the VCSEL-optical-fiber-link 
and the model is simplified and easily implement-

able in simulation tools.

small signal characterization 
and Modeling

This model presents the small signal VCSEL 
behavior via an electrical equivalent circuit. 
This method, well-known in electronics, allows 
the creation of a clear and original model. Such 
models are helpful for the designers of the optical 
transceivers especially for impedance-matching 
the electronic circuit driving the laser chip.

The procedure of this modeling is decomposed 
into several steps presented in Figure 13. To get 
a relationship between the intrinsic parameters, 
the photon and carrier rate equations along with 
Kirchhoff circuit equations have been used.

The first step is a qualitative approach which 
consists in describing the physical phenomena 
that occur into the VCSEL structure using lumped 
components.

In this section, we present the particular case of 
an oxide-aperture 850nm VCSEL. This example 
is of great interest because it allows the introduc-
tion of the DBR contribution during electronic 
injection.

The funneled current, crossing the VCSEL 
structure involves electronic phenomena not only 
in the AL but also in the DBRs. On the one hand 
the required population inversion in the QWs in-
duces resistive and capacitive effects while on the 
other hand the crossing by the carriers of different 
heterojunctions constituting the DBRs implies 
the introduction of resistances and capacitances 
at each interface.

We have to adapt the electrical model of the 
optical cavity of an EEL diode to the VCSEL 
(Figure 14). The electronic mechanism in the 
multiple-QW AL can be represented by the re-
sistance, Rj, and the capacitance, Cj. The photon 
behavior into the cavity is symbolized by following 
equivalent electrical elements: the photon storage 
corresponds to the inductance Lp and the resonance 
damping to the resistance Rs.
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The DBR being periodical growth of two 
material layers is represented by distributed RC-
cells which can be simplified into an equivalent 
resistance in parallel with a capacitance.

The top and the bottom DBRs having different 
doping and layer pair numbers, the equivalent 
resistances and capacitances are thus different for 
the both mirrors: Cmtop and Rmtop and Cmbottom and 
Rmbottom refer to the top and bottom DBR resistances 
and capacitances respectively.

Considering the small-signal regime, the in-
jected current is the superimposition of the bias 
current I0 and a sinusoidal current ΔI(t) so that 
ΔI(t) << I0 . In this way, the Kirchhoff equations 
of the cavity circuit can be expressed according to 
the convention given in Figure 15 where ΔV and 
ΔI are the input voltage and current respectively, 
and iL is the equivalent current of the photon flow 
variation.

d V
dt

I
C

V
RC

i

C
j j j

L

j

D D D
= - -  (23)

DV L
di
dt

R i
L

= +
0 0  (24)

These equations will allow the establishment 

of relationships between the VCSEL intrinsic 
parameters and the lumped components of the 
cavity equivalent circuit.

Thereby, to associate the equivalent circuit 
and the rate-equations, the equations (1) and 
(2) have to be linearized under the small-signal 
approximation. In this way, the carrier number 
N(t) and the photon number P(t) can be defined 
in terms of I(t).

N t N N t( ) ( )= +
0

D , P t P P t( ) ( )= +
0

D  
with DN N<<

0  and N t N N t( ) ( )= +
0

D
P t P P t( ) ( )= +

0
D DN N<<

0
DP P<<

0 , 
P t P P t( ) ( )= +

0
D  with DN N<<

0  and 
DP P<<

0 . So we get the linearized form of 
the rate equation as follows: 

Figure 13. Data processing and parameters 
extraction

Figure 14. Behavioral electrical equivalent circuit 
of oxide confined VCSEL

Figure 15. Small -signal driving of a VCSEL cavity 
equivalent circuit
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Both the above-given equations can then be 
compared to the cavity equivalent circuit equa-
tions. By using the well-known relationship 
derived from the voltage-current characteristic 
of a junction diode:

D D DV
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I
I

N
N

T

= =
0 0

 (27)

We can derive various relations between the 
intrinsic parameters and the circuit elements by 
comparison of equations (23) and (24) with (25) 
and (26), as follows:
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The modeling of the electronic or optoelectron-
ic devices is always confronted with the problem 

of intrinsic parameter estimations. The values of 
the parameters implied in the equation are not pro-
vided by the VCSEL manufacturer. Nevertheless, 
by knowing the materials constituting the VCSEL 
and several extrinsic parameters, it is possible to 
estimate a range of the parameter values with the 
help of data collected in the literature.

All these values enable the estimation of a 
range of values for the lumped-components to 
be injected into an optimization tool.

The last stage of this model is the experimental 
validation which is obtained from the S-parameter 
measurement. This measurement is of great inter-
est because it gives information about the VCSEL 
frequency response and the electrical impedance-
matching.

To obtain the S11 and S21 parameters, the mea-
surements can be achieved with the experimental 
setup presented in Figure 16. Once again, these 
measurements are realized on an 850nm oxide-
confined VCSEL since the topology of the chip 
allows a high-frequency measurement without 
the packaging influence. Indeed, when a VCSEL 
is mounted on a TO Package (for example), the 
frequency response shows a degradation of the 
signal due to the package cut-off frequency hav-
ing a significant impact on the transmission link. 
Moreover in optical subassemblies integrating 
VCSEL arrays, an electrical access mismatch 
can generate electrical crosstalk between adjacent 
lasers. For this reason, it is important to match the 
VCSEL to its drive-assembly in order to preserve 
the VCSEL advantages. The electrical access is 
thus determined form the dimensions and the ma-
terial properties and is included in the equivalent 
circuit (Figure 17).

In order to extract the VCSEL response from 
the measurement of S11 and S21, the equivalent 
circuit is implemented in the RF simulation 
tool ADS and an optimization of simulations 
is achieved to extract the values of the lumped 
components.

As shown in Figure 18, the measurements are 
very consistent with the simulations. Consequent-
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ly, this model gives a reliable simulation of the 
electrical access via the S11 and S21 parameters 
and the VCSEL frequency response. Moreover, by 
applying the optimization results to extract lumped 
component values it is possible to get values of 
intrinsic parameters by using the relationships 
(28), (29), (30) and (31) according to the range 
of values taken from the literature.

relative Intensity Noise (rIN)

The RIN is the quantification of the photon 
number fluctuation in a LD as compared to the 
total photonic emission i.e. the ratio between the 
spectral density of the optical power, SPe(f) to the 
square of the mean power Pe emitted by the LD. 
The optical power being directly proportional to 
the photon number, the RIN could be expressed 
as the spectral density of the photon number 
fluctuation over the square of the photon number 
mean value.
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The RIN is widely given in dB such as:
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An electrical equivalent model allows the 
RIN simulation by using the values of intrinsic 
parameters.

In Figure 19, we can show see that the simu-
lation is consistent with the experimental RIN 
extraction.

Digital Link Modeling

As mentioned previously, the VCSEL is a ubiqui-
tous component for the Gigabit Ethernet transmis-
sion modules employing multimode optical fiber. 
This is due to several reasons the most important of 

Figure 16. Experimental setup for S11 and S21 measurement
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which being the cost effectiveness of the VCSEL 
technology while keeping good performance for 
short distance optical links.

In that context, this section gives an overview 
of the main characteristics of the optical link.

Once again, a rate equation based model is 
proposed in order to simulate the behavior of a 
VCSEL digital link (Ly, Rissons, Gambardella, 
& Mollier, 2008). The main source of signal 
degradation in this type of link is the jitter effect. 
So, this section focuses on the jitter modeling 
using the turn-on delay of the LD. Moreover, an 
estimation of these delays is important to predict 
the maximum deliverable data rate. We will see 
that the emission delay is strongly dependant to 
the lower level of current (Ioff).

When a LD is directly modulated by a current 
pulse train from IOFF<Ith up to ION, the photon re-
sponse is not instantaneous. These delays appear 
before the steady state of the stimulated emission 
(Figure 20) is reached. This delay occurs with 
damped ringing at the relaxation resonance fre-
quency fR yielding upper limit for the achievable 
modulation frequency.

In order to quantify the effects occurring dur-
ing the turn-on event, the dynamics of the photon 
number P(t) is separated into a stochastic regime 
(t<tc) and a deterministic regime (t>tc). There 
is a delay time td between the applied bias and 
the pulse rise time to the ON level, equal to the 
sum of the carrier density rise time to the lasing 
threshold tD and the optical switch-on time to the 
optical ON level ton: t t

d D on
= +t . Resolution of 

the two-coupled equations (1) and (2) under large 
signal direct modulation leads to these turn-on 
delay times tD and ton in the stochastic and deter-
ministic regimes respectively.

The turn-on delay tD is defined as the time 
elapsed between the application of an ideal step 
current and the lasing threshold and can be deter-
mined from the carrier equation (1). According 
to Dixon, & Joyce (1979), we can express the 
turn-on delay tD as follows (when the OFF state 
is slightly below the threshold):

t t =
D e

ON OFF

ON TH

I I

I I
' ×

-

-  (34)

Figure 17. Small signal equivalent circuit of the VCSEL and its electrical access
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Where t
t

e
e

d

dN
' =  is defined as the differential 

lifetime which is assumed to be constant in the 
entire range of integration and equal to its threshold 
value:t

e th th
A B N CN' ( )= + × + -2 3 2 1 . When the 

bias level is far below threshold, the expression 
of the turn-on delay becomes:

t t =
D e

ON OFF

ON TH

I I

I I
×

-

-  (35)

Modulating the laser under pseudorandom bit 
sequences (PRBS) leads to fluctuations of this 
delay tD due to bit-pattern effect, represented by 
the crossing time tc. The statistics of the turn-on 
delay time tD  allow the derivation of the turn-on 
jitter. Previous studies have led to the expression 
of the following probability density function (PDF) 

Figure 18. Comparison between simulated and measured S11 Module and Phase and S21 module

Figure 19. Measurement and simulation of 850nm 
multimode VCSEL RIN for three bias currents, 
1.5Ith, 3Ith, 6Ith
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of the turn-on delay tc where D is the data rate:
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Considering the two orthogonal polarizations 
that both contribute to the emitted VCSEL light, the 
PDF of the rise timet t t

on d c
= -  can be derived 

from the photon rate equation(2) as:
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where P
off represents the mean value of the 

photon number at the turn-on delay tc and fR refers 
to the resonance frequency at the ON state. The 
jitter is defined as the standard deviation of the 
PDF. Since those two processes are not correlated, 
the PDF accounting for both bit pattern effect and 
spontaneous emission is obtained by the convolu-
tion of expressions (5) and (6), leading to:

p t p t p t dt
d c on c

D

( ) ( ) ( )= × ×ò
0

t

 (38)

The model described above was implemented 
in Matlab and is presented in the following sec-
tion.

The standard deviation of the PDF expressed 
in (36) gives the turn-on jitter due to the sponta-
neous emission.

The previous equations and the values of 
intrinsic parameters obtained by the small signal 
modeling permit the delay simulation in stochastic 
and determinist regimes. Thus, the Figure 21 gives 
the evolution of the turn-on delay with the ration 
IOFF over Ith and clearly shows the decrease of the 
turn-on delay when the IOFF is close to Ith.

The test-bench schematized in Figure 22 is 
mounted to characterize a VCSEL-based digital 
link. Two example of eye diagram are given in 
Figure 23 and Figure 24.

As a conclusion, for a high data rate, it is 
important to superimpose the PRBS signal with 
a prebias current in order to reduce the delay 
introduced by the electrons (τD) which could be 
amplified by the bit pattern effect.

Even if this section presented modeling results 
of 850nm VCSELs, the methodology is the same 
for longwavelength VCSELs but needs to be 
adapted to the VCSEL intrinsic structure.

OPtIcAL AccEss NEtWOrK 
ArcHItEctUrEs UsING VcsELs

Since its introduction in the Gigabit Ethernet link, 
the VCSEL technology has seen a steady progress. 
VCSEL-based 10 GB-Ethernet conforming to 
the IEEE 802.3 standard has already been avail-
able since 2001 (Simoneaux, 2001). Moreover, 
numerous research groups are trying to use the 
VCSELs for RF transmission. Thus, the VCSEL 
can be used in Radio-over-Fiber (RoF) Systems for 
Distributed Antenna Systems (Lethien, Loyez, & 

Figure 20. Turn on event from Ioff=0 to Ion>Ith
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Vilcot, 2005; Sauer, Kobyakov, & George, 2007; 
Chia, Luo, Yee, & Hao, 2003). In this way, some 
systems have been demonstrated to improve the 
RF performance of the VCSEL such as:

Optoelectronic oscillators to generate • 
spectrally pure microwave signals (Varon, 
Le Kernec, & Mollier, 2007; Hayat, Varon, 
Bacou, Rissons, & Mollier, 2008).
Optically injection-locked VCSELs to im-• 
prove the cut-off frequency, to narrow the 
linewidth, to reduce the laser RIN and the 
laser frequency chirping (Hayat, Bacou, 
Rissons, Mollier, Iakovlev, & Sirbu, 2008; 
Lu, Tzeng, Chuang, Chi, & Liao, 2007).

Recently, VCSEL-based hybrid base-station 
architecture has been proposed (Bakaul, Nadarjah, 
Nirmalathas, & Wong, 2008). This architecture 
is able to deliver wireless RF Signal, and Wired 
Ethernet signal simultaneously.

Finally, the in-system performance of each 
application is discussed.

The Optoelectronic Oscillators (OEO), are 
frequently used to generate spectrally pure mi-
crowave signals for quite some time now. The 
optical signal was generally provided by a DFB 
LD. However, the configuration was not adapted 
to low cost and integrated systems. Hence, the 
solution is to utilize a directly modulated VCSEL, 
in lieu of DFB laser. The architecture of a VCSEL-
Based Oscillator, such is presented in the Figure 
25, is composed by a loop containing a LD, an 
optical fiber as a delay line, a photodiode, an RF 
filter centered on the frequency f0, an RF amplifier 

Figure 21. Turn-on delay τD for ION=12*ITH

Figure 22. Test setup of a VCSEL based digital 
link

Figure 23. Eye diagram of a 100m fiber link at 
1,25Gbps for Ioff<Ith

Figure 24. Eye diagram of a 100m fiber link for 
Ioff>Ith



204

The Vertical-Cavity Surface-Emitting Laser

with a gain Gampli .
This OEO allows converting the VCSEL 

lightwave into a spectrally pure RF signal whose 
frequency is selected by the RF filter of the loop. 
The noise generated in the loop, containing all 
frequency components, directly modulates the 
VCSEL. Out of these diverse modulating spectra 
only the frequency components satisfying the 
loop phase and gain conditions are amplified and 
emerge from the noise floor. These components 
are then filtered by the RF filter and amplified 
by the RF amplifier. This amplified signal be-
comes the modulating signal for the VCSEL. 
The resulting optical output from the VCSEL is a 
modulated optical carrier and the spectrally pure 
microwave signal. This signal is then detected by 
a photodetector, filtered and injected again in the 
VCSEL which involves a continuous production 
of high spectral purity oscillations at the desired 
microwave frequency.

The Table 4 gives a comparison between 850nm 
multimode VCSEL, 1.55 µm VCSEL and DFB-
based OEO (Varon, Le Kernec, & Mollier, 2007; 
Hayat, Varon, Bacou, Rissons, & Mollier, 2008). 
It is evident from the experiments performed that 
in order to achieve a similar performance, the 
electrical consumption of a DFB laser is more than 
8 times that of a single-mode 1.55µm VCSEL. 
The multimode 850nm VCSEL consumes about 
twice as much as current than the 1.55µm single 

mode VCSEL. The oscillator frequency is limited 
by the availability of RF filter at a certain desired 
frequency and the intrinsic cut-off frequency of 
the optical source used. The VCSELs used have 
an intrinsic cut-off frequency of 12GHz. Given 
the availability of an RF filter, a sinusoidal signal 
of any frequency up to 12GHz can be generated 
using the same optical source without compromis-
ing any of the advantages.

In addition, the VCSEL RF performance can be 
enhanced by the Optical Injection-Locking (OIL). 
In effect, this technique gives the possibility to 
increase the VCSEL cut-off frequency. As technol-
ogy of LW VCSELs is getting more mature and 
ready for practical applications, the potentiality of 
VCSEL-by-VCSEL OIL bring a relevant prospect 
for the high speed optical source. The OIL method 
consists in the injection of a light emitted by a 
master laser into a follower laser operating at the 
same wavelength. The dynamics of this technique 
are linked to optical interactions between the two 
lasers. Coherent light from the master laser is 
injected into the follower laser optical cavity to 
lock it to the master laser wavelength. The fol-
lower laser tracks the wavelength variations of 
the master laser over a short wavelength range 
known as the “Locking Range”. As it presented 
in the Figure 26, the VCSEL-by-VCSEL OIL 
architecture employs an isolator, a 4-port optical 
coupler to link-up different components used to 

Figure 25. VCSEL Based Oscillator test bench
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conceive the test-bench. The utilization of two 
identical VCSEL significantly simplifies the IOL 
experimental setup because it eliminates the all 
types of polarization maintaining equipment.

The Figure 27 presents the 2-fold increase in 
the 3-dB cut-off frequency by VCSEL-by-VCSEL 
OIL technique. Moreover several studies in DFB 
IOL demonstrate a chirp and RIN reduction. 
Therefore, improving and integrating this system 
should give the possibility to improve the RF 
performance of the light source.

Another method to improve the modulation 
bandwidth is to use the non-linearity of the light-
current curve to realize a microwave mixing and 
thus up-conversion or a data signal. This technique 
is frequently use for baseband digital signal or data 
signal centered on a low intermediate frequency 
(Constant, Le Guennec, Maury, Corrao, & Cabon, 
2008). When the VCSEL is directly modulated 
in a non linear region of the L-I curve, the cen-
tre frequency of the signal is shifted to a higher 
frequency. The experiment consists in directly 
modulating a 1550nm VCSEL by the combination 
of a local oscillator (LO) CW-signal with an RF 
carrier or an RF carrier modulating by a digital 
signal. The CW mixing was obtained with an 
RF frequency fRF= 1.1GHz and an LO frequency 

fLO=2GHz. An optimized conversion gain (ratio 
of the electrical power photodetected at the output 
of the link at the mixing product fRF + fLO over the 
electrical power injected at fRF) have been obtained 
by adjusting the bias current Ibias in the range 1.4 
to 2mA and the input power (PRF and PLO) from 
-15 dBm to -10dBm according to a modulation 
in the non linear region.

This technique is applied to the RoF appli-
cations by modulating the RF frequency by a 
digital signal. The authors present two digital 
up-conversion results, the first case is a 10Msym/s 
quaternary phase-shift-keying (QPSK) signal and 
the second case is a multiamplitude, multicarrier 
wireless signal (WLAN IEEE 802.11a standard) 
at the bit rate 54Mb/s.

The up-conversion of the QPSK signal was 
achieved with Ibias= 1.4 mA according to a maxi-
mum conversion gain and by adjusting PRF to 
find the best error vector magnitude (EVM). An 
optimum value of 3.9% EVM was obtained with 
PRF=-23dBm and PLO = -10dBm.

The up-conversion of a complex WLAN 
802.11a digital signal is more critical. The same 
value of fRF, fLO, PLO and Ibias than previously and 
PRF = -27dBm provide a minimal EVM of 8.9% 
which is above the maximum value (5%) of the 

Table 4. Comparison of optoelectronic oscillator characteristics using different optical source optical 
sources 

DFB SM 
(1.55µm)

VCSEL SM 
(1.55µm)

VCSEL MM 
(850nm)

Ith(mA) 13 1.5 3

Operation current 
(mA)

50 6 12.5

Phase noise @10kHz 
(dBc/Hz)

-108 -95 -100

Oscillator linewidth (Hz) 10 16 10

Fiber loop length 
(m)

100 100 120

Oscillator frequency 
(MHz)

900 2490 900

Temperature 
Control

Yes No No
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IEEE 802.11a standard.
Even if the results are not in good agreement 

with the WLAN standard, this technique should be 
improved for two reasons. Firstly, this frequency 
mixing is very interesting in the radio signals 
over optical fiber distribution allowing to achieve 
a low-cost up-conversion of RF digital signals. 
Secondly, the technology of the VCSEL utilized 
is not mature, the future generations of 1550nm 
VCSEL would provide upper optical power with 
better reliabilities.

In parallel to the improvement of the VCSEL 
properties, several network architecture using 
VCSEL have been demonstrated.

For example, Bakaul, Nadarjah, Nirmalathas, 
& Wong, (2008) proposed a VCSEL-Based hybrid 
base station (H-BS) able to provide simultane-
ously wireless and wired services (Figure 28). 
Previously, this scheme utilized a reflective 
semiconductor optical amplifier (RSOA). This 
technique was limited by the narrow modulation 
bandwidth of the RSOA, which need to be ther-

Figure 26. VCSEL-by-VCSEL optical injection-locking experimental setup and spectrum of the optically 
injection-locked VCSEL

Figure 27. Comparison of the S21 spectra of free-running and optically injection-locked single-mode 
VCSELs
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mally controlled, and also by the high cost. The 
utilization of the VCSEL was suggested by the 
author to provide a cost effective solution while 
allowing the possibility of integration and a good 
thermal stability. Thus, at the output of the remote 
access node a VCSEL H-BS provide wireless and 
wired services according to the scheme introduced 
by Figure 29. A three port optical oscillator is 
linked to the star coupler of the Remote Access 
Node (RAN). The downlink signal is sent to the 
photodetector via the port 2 of the optical circula-
tor. The detected signal is divided into two parts 
by a 3dB electrical splitter to be sent to the RF 
antenna and the Ethernet Interface. The RF signal 
and the Ethernet signal are separated by a band 
pass filter to provide the 2,5GHz LO Signal with 
155Mb/s data to the RF antenna and a low pass 
filter to provide the 1,25Gb/s Ethernet Signal to the 
Ethernet hub. The VCSEL is directly modulated 
by the output signal of an RF combiner which is 
the mixing of the wireless signal (provided by an 
RF Antenna) and the Ethernet signal. Thereby, 
the VCSEL emits an optical uplink signal which 
is sent to the RAN via the port-1 of the optical 
circulator.

A mock-up has been realized to evaluate the 
H-BS concept. A measurement of the recovered RF 
spectra demonstrates the feasibility of the H-BS. 
Furthermore, the BER of the wired Ethernet and 
wireless data have been measured after 5.6 and 
10km single mode fiber length such as BER<10-9 
for received optical power close to -22.5dBm for 
the 1.25Gb/s Ethernet signal and close to -21dBm 
for the 155Mb/s data at 2.5GHz. Thus, the concept 
of the VCSEL-based hybrid base station has been 
demonstrated by the authors. With an optimization 
of the mock-up, the architecture could be eas-
ily enhanced while given a new potential in the 
multipoint-to-multipoint communications.

Furthermore, Sauer, Kobyakov, & George 
(2007) proposed the introduction of the VCSEL 
in Picocellular Networks. They suggested a direct 
modulation of 850nm and 1310nm VCSEL for 
radio-over-fiber link on multimode and singlem-

ode fiber as it shown in Figure 30. Experiments 
have been realized in the 2.4 and 5GHz bands to 
achieve record fiber transmission over 1.14km 
with uncooled 1310nm VCSEL on MMF and 
30km on SMF. A maximum EVM of 4.8%rms 
has been obtained. A transponder for a dual-band 
WLAN fiber radio picocellular network have been 
designed according to the system requirement in 
terms of sensitivity (<-90dBm) and a spurious 
free dynamic range (SFRD>95dB. Hz2/3). It was 
demonstrated that the RF signal provided to cells 
is available to the propagation by implementing 
this scheme in a 14-cell demonstrator system and 
widely proofs the interest of VCSEL in this net-
work. Thus, the authors have presented a reliable 
transponder for full WLAN throughput at both 
frequency ranges.

Even if this list of application is non-exhaus-
tive, it gives up to date overview VCSEL utiliza-
tion in the OAN.

cONcLUsION

For all these reasons, we could foresee that the 
VCSEL could become a versatile device in the 
OANs. Thanks to its rapid evolution and cost-
effectiveness, the present performance makes 
the VCSEL one of the most used Lasers in wide 
application fields.

A presentation of the component, its structure, 
its operation and its model has been introduced to 
give a versatile knowledge of the VCSEL in order 
to allow its usage in existing systems.

Moreover, the last section gave some tech-
niques to improve the RF performance of the 
VCSEL such as the VCSEL-Based Oscillator, the 
Optically Injection Locked VCSEL and the modu-
lation in non-linear region of the Light-Current 
curve. After optimization depending on the future 
generation VCSEL performance and integration 
of mock-up, all these techniques could be used 
in Optical-Access-Network scheme.

Finally two kind of OAN architecture based 
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on VCSEL have been presented. The first one was 
a VCSEL based Hybrid-Base Station to provide 
wired and wireless signal. The concept has been 
proved and the advantage of the VCSEL use has 
been demonstrated, but the performance needs to 
be improved before the implantation. The second 

one was a radio transmission link based on directly 
modulated VCSEL. The results obtained were 
very promising because a reliable transponder 
has been developed.

Thus, with the current progress of the VCSEL 
technology, we can guess that the VCSEL will 

Figure 28. Wired and wireless access network architecture

Figure 29. H-BS: Optical Network Unit /Base Station
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become a component of choice for the novel 
Optical Access Network.
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INtrODUctION

From dial-up connections to xDSL Internet users 
demand continuously higher bit rate in order to enjoy 
new offered services like Video on Demand, Voice 
over IP and more speed stream. Nowadays, people 

enjoy broadband communications through xDSL, 
FTTx and other technologies. High speed stream 
Internet turn to be a necessity for modern people 
that causes a continuous increase in the demand for 
higher bandwidth (Zukerman, Mammadov, Tan, 
Ouveysi, & Andrew, 2008).

Fiber optics networks seem to be the solution in 
this problem. The transmission capacity of optical 

AbstrAct

In Europe initiatives towards the development of optical networks infrastructures’ have undertaken in 
order to address the need of faster and more telecommunications services. Consequently, the imple-
mentation of appropriate business model seems to be meaningful tool for infrastructures as it could 
ensure commercial viability and limit investment’s risks. Although, the variety of forms characterizes 
a business model, there are some aspects that networks owners or decision makers should consider in 
each case. The purpose of this book chapter is to highlight the main issues that should be considered 
from the main actors involved in the business models like telecom operators, fiber optical constructors 
as well as municipalities that own the main part of the infrastructure.
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fibers depends on the fiber length, type and trans-
mitter technology (Cloetens L., 2001). However, 
optical fibers can achieve data rates up to 10 Gbps 
or more. Without this capacity we couldn’t have 
real broadband services.

There are many areas where fiber optics net-
works have constructed, as such kind of networks 
are considered as the most future-proof access 
technology (Green P.E., 2004). Fiber optics net-
works seem to be a reliable solution for broadband 
access as well as for real broadband services. 
These services have a variety of applications in 
all aspects of daily life. They can be offered to 
business and residential costumers. There are ap-
plications like e-education, e-health, e-games etc, 
providing many options to all subscribers.

These infrastructures should be operated in 
an effective way so that business modeling must 
be applied. Talking about business models, we 
must make clear that we are going to analyze the 
operation of fiber optics networks, which players 
appear, the obligations they have and the relation-
ships between them (Parr Rud O., 2001).

Differentiations among societies don’t allow a 
strict deployment for optical networks. There is a 
variety of political, technological and economic 
drivers behind the development of this kind of 
networks. A deep study of these drivers could 
give answers and lead to the best practice for each 
case. Engineers and decision makers should keep 
in mind that each network is a different case (Mi-
chalakelis, Varoutas, & Sphicopoulos, 2008).

However there could be a basic standardization 
in networks’ deployment. The collection of data 
from many cases and classification would lead 
to these standards.

The rest of this chapter is structured in the 
following way: In “Case Studies” optical MANs 
(Metropolitan Area Networks) from all over the 
world are discussed in order to overview prac-
tices that have already employed. In the section 
“Business Models’ analysis”, the proposed models 
are presented based on SWOT analysis. Next 
section “Technoeconomic analysis for Business 

Model “Private Initiative in Active Layer””, deals 
with the financial results and the viability of the 
networks based on a specific business scenario. 
Finally, in the last section, conclusions based on 
the main results reached from previous sections 
are presented.

case studies

This section presents and validates the exist-
ing deployments in optical infrastructures from 
Europe as well as worldwide. Many countries 
invest on fiber optics networks and so far many 
towns all over the world enjoy broadband services 
through that kind of networks. Through this study, 
useful information according to the international 
practices can be acquired and based on them 
benchmarking can be employed in areas where 
such kinds of initiatives start. The following cases 
have some similarities, although, their differences 
are more interesting for this chapter. The most 
important information is the ownership of the 
network, the decision makers who administrate 
it, and the population of considered Municipali-
ties. Population is a substantial factor regarding to 
that decision, because, combined with broadband 
penetration, determines the potential users.

sweden

It is widely known that Scandinavia countries 
are pioneers on technological issues. Firstly, we 
present some initiatives that have taken place in 
Sweden.

The city of Stockholm could not ignore the 
challenge of broadband development in country. 
The capital city of Sweden contains the largest 
Municipality in the country with almost 800.000 
inhabitants. Municipality decided to found mu-
nicipal company Stokab in order to promote ini-
tiatives at regard of economic growth through IT 
development. Stokab build a fiber optic network 
and is responsible for its operation and mainte-
nance. The company owns passive layer and active 
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equipment and leases them to Services Providers. 
The network is open access for all players on 
equal terms and company has found the way to 
operate it with the most effective way. Nowadays, 
Stokab cooperates with many ISPs and end users 
can enjoy a variety of broadband services as they 
have to choose among many ISPs (AB Stokab, 
2006a, 2006b). Stockholm is the economic centre 
of Sweden and this network gives an additional 
advantage for further development in the area. 
Many sectors have already benefited such as 
business, research, public domain etc.

Sollentuna and Hudiksvall are two Swedish 
cities that own fiber optic networks as well (Sollen-
tuna Energi, 2002). Through municipal companies 
both cities decided to cooperate with Ericsson and 
invested in FTTH (Ericsson AB, 2002a). They 
developed a three layer network which is open ac-
cess to all Service Providers (Ericsson AB, 2002b; 
Hudiksvallsbostäder, 2007). The construction of 
these networks was partly ready in 1999 and in 
the next years networks were extended in order to 
provide sufficient coverage in the Municipalities. 
Both cases have similarities with the previous 
case of Stockholm as far as the ownership and 
the administration of the networks. Although, 
it must be mentioned, that the total population 
of these cities is 60.000 and 38.000 inhabitants 
respectively. In both cases, end users can choose 
freely which SP satisfies their needs and they can 
enjoy high speed broadband connectivity (up to 
100Mbps) for a low monthly cost. It seems that 
these projects were a very optimistic vision of 
Municipal decision makers, but prove that such 
kind of infrastructures should be developed not 
only in vast urban areas.

Ireland

Ireland is also a brilliant example of a country 
that faced the challenge of broadband reality as 
a national issue. It was decided to develop a large 
optical network that is to be installed in towns 
from Co. Donegal to Cork under the so-called 19 

towns’ project. The project is targeting in three 
main issues, which are the financial support for 
the development of broadband infrastructures, the 
transformation of legal and regulatory environ-
ment and, finally, e-Business, Lifelong learning 
and e-Inclusion. Irish Government estimated that 
these infrastructures will enhance the effectiveness 
of public sector, will encourage private invest-
ments and will improve the quality of daily life 
for all citizens.

Network will provide always-on Internet Ser-
vices that can be used for many applications in 
education, health, industry, business and research 
area. The network is partly completed by now 
and gives a great advantage to all country and an 
opportunity for economic growth. The project 
will be funded by European and National sources 
while municipalities will give 10% of the total cost 
(Ireland’s NDP, 2006). According to the “NDP 
2007-2013” the initial plan was extended and 
included, among others, in national investment 
priority (Ireland’s NDP, 2007).

Netherlands

Netherlands is a country that has developed broad-
band infrastructures in many areas. We present 
some of these examples in the passages below.

The city of Amsterdam is a typical example of a 
great initiative. The project that will be completed 
in 2013 called CityNet and is the largest in Europe. 
The project is an optical network that could con-
nect 420,000 costumers – citizens and businesses 
-. The first face is already begun, and there are 
40,000 fiber-to-the-home (FTTH) connections. 
The network is open access as it helps competi-
tion among ISPs. Municipality owns the passive 
layer while BBned that belongs to Telecom Italia 
operates active network. Customers in Amsterdam 
can choose among a variety of offered services 
and can enjoy them for a low monthly cost. All 
project is funded by municipal sources at a cost of 
€ 300 M, however municipality believes that the 
network will give the economy a boost which will 
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cover the investment cost (Bbned, 2007; Citynet 
Amsterdam, 2006; Damien Chew, 2006).

Almere is a Netherlands city that since 2004 
tries to play a crucial role in global broadband map. 
Through the Almere Fiber Project the municipal 
company UNET cooperated with commercial par-
ties such as Cisco Systems, IBM, SARA Comput-
ing etc, and founded a Private Public Partnership 
(PPP). This Partnership decided the construction 
of a fiber optic network that is open access to all 
players on equal terms. There are many ISPs which 
set out in Almere and they provide a diversity of 
broadband services on competitive prices (Cisco 
Systems, 2004; Sara, 2005).

The city of Rotterdam followed the same plan 
as Amsterdam. The local real estate company, 
Stadswonen decided to invest in fiber-to-the-home 
and gain its optic network. The project was decided 
in 2006 and it is to be completed in 2008. Ac-
cording to Stadswonen’s forecasts, network could 
offer broadband services to 5,500 customers. In 
order the project is realized the same players as 
in Amsterdam will cooperate. BBned will oper-
ate active layer and deal with ISPs. Stadswonen 
figures on offering cheap services to citizens and 
local businesses, while it plans to offer free Internet 
access to all students in town (City of Rotterdam, 
2007; SURFnet, 2007).

In the city of Hillegom, Lijbrandt Telecom 
that is a private company, decided to invest in 
fiber optic network. This company belongs to 
Dik Wessels who owns Volker Wessels that takes 
part in Amsterdam and Rotterdam projects for 
network construction. Lijbrandt Telecom has the 
know-how and by now it has over 7,500 connec-
tions. Company believes that can gain 70% of 
total demand in the town. It has also decided to 
expand its network to neighbor town Lisse, which 
has 10,000 citizens and in all neighbor area. The 
aim of this plan is to reach 100,000 connections 
in next years. The case of Hillegom shows that 
private segment could invest in optic networks as 
they seem to be a profitable business (Lijbrandt 
telecom, 2007; VolkerWessels, 2007).

Iceland

Iceland is a country with high rates of develop-
ment. The city of Reykjavik has many times 
awarded of innovative projects. The municipal 
company Reykjavik Energi started to build an 
open access optical network in 1999. In 2004, 
network served 4,000 subscribers while 2005 the 
number of subscribers was 15,000. The company 
believes that will gain 65,000 connections by the 
end of 2008, when total population of the city is 
about 120.0000 inhabitants. Reykjavik Energi 
holds passive layer and active layer and leases 
the infrastructure to ISPs. The company operates 
also as an ISP and all subscribers should pay a 
monthly fee to the company (Gislason, 2004; 
Rosen, 2004). Reykjavik Energi succeeded to 
run a profitable and viable optical network, by 
gaining vertical convergence from passive layer 
to broadband services.

UsA

The most representative sample of a regional 
broadband initiative in USA is the project UTO-
PIA. It has taken place in Utah region and initial 
included 11 towns from the wide area. The first 
part of the construction has completed in 2007 
and the expected penetration was calculated about 
55% of potential demand. From the beginning 
of construction, the whole issue was faced as 
regional project and five more cities were jointed 
to this project. In addition, it was claimed that the 
total demand in an area will motivate more ISPs 
and so competition will be developed. The total 
population of this area is estimated at more than 
700.000 inhabitants. Network is open access for 
all players on equal terms (Marinkovich & Syb-
rowsky, 2003; UTOPIA, 2006). UTOPIA project 
was developed through a very analytical financial 
analysis, based on the perspective of share costs 
that gives economic advantages. The developed 
network is also a three layer network, in which 
Municipalities own, operate and maintain passive 
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and active layer.

bUsINEss MODELs’ ANALYsIs

In this section the proposed Business Models are 
presented, together with a SWOT analysis for 
each one. Based on this analysis the evaluation 
of the models can be done. It is assumed that 
the considered candidate models are the most 
appropriate for the deployment of fiber optical 
networks in emerging markets. The adoption of 
an existing model, even if it was a successful one, 
cannot ensure positive results in another country 
or region. According to the analysis, proposed 
models could be the best practices in countries 
or regions where there is no competition in in-
frastructures, e.g. Hillegom, and Municipalities 
are the only network providers. In addition, the 
following solutions are suitable when there is no 
previous experience in the administration of such 
kinds of networks and Municipalities don’t want 
to gain the required know how.

Although, the diffusion of broadband services 
and the necessity of broadband infrastructures are 
in political agendas of many countries, there is a 
lack in bibliography according to the basic concept 
of building and operating broadband networks 
(Owen & Raj, 2003).

Apart from the huge investments needed for 
a FTTH network there are some questions with 
equal importance than financial issues (Aagedal 
et al., 2002). Next paragraphs present:

1.  Modified Business models for fiber optical 
networks

2.  SWOT analysis for each Business model

The presentation of many case studies gives 
the dominant mood according to the deployment 
of optical infrastructures. The classification of 
these cases could be a useful object for future 
decisions.

The analysis of Modified Business models 

for fiber optical networks analyzes the network’s 
architecture, the players who participate and the 
relationships among them. Taking into account 
the discrete layers of the networks, answers are 
given to the following questions:

a.  Who owns each layer
b.  Who administrates each layer

The administration of these networks is a 
very important factor as the effective operation, 
which could ensure networks’ viability, depends 
on administrator(s) decisions.

Needless to say, SWOT analysis is a very 
useful tool for marketers to focus on key issues. 
Strengths and Weaknesses are internal factors 
while Opportunities and Threats are external ones 
(Adkins I., 2001).

In Figure 1 proposed Business Models are 
presented. As it comes along from the analysis 
of existing cases, an optical network is consisted 
of three layers, which are Passive, Active and 
Service Layer. Passive or Physical Layer includes 
all the necessary pipes, ducts, fibers etc in order a 
complete optical fiber network to be constructed. 
Active Layer consists of all the elements needed to 
transmit, forward and route packets of information. 
Finally, Service Layer referrers to the Services that 
Service Providers (SPs) will offer to the end users. 
The discrimination among the proposed Models is 
depended on ownership of each Layer. According 
to this analysis, there are five possible participants 
in each Business Model, Figure 2.

In the Service Layer, SPs are going to set 
out and trying to gain their market share. Public 
Sector in this analysis is identified with Local 
Municipalities. As long as Private Sector, it could 
be consisted of any kind of firm or company, 
(national or international), that would like to 
participate in the initiative of constructing and 
operating optical MANs, even if they don’t have 
previous experience. According to the previous 
presentation of international cases or projects 
there are real-estate, housing associations etc 
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companies which participate in such kind of initia-
tives. Public Private Partnership (PPP) could be 
established in order to assume the responsibility to 
operate and develop the initial infrastructures. If 
Municipalities don’t have the required know how 
to operate optical MANs, an Outsource Operator 
can be awarded (after an open contest) by them 
and ensure networks’ operation.

Apart from the three layer structure that is 
adopted, the joint action of Municipalities is 
also proposed such as UTOPIA project. In that 
case, economies of scales and cost limitation are 
expected. One more similarity is that the pro-
posed models refer to regions with medium or 
low population, e.g. Sollentuna and Hudiksvall 
cases, as real broadband infrastructures have 
become a necessity not only for the vast urban 
areas. Moreover, the establishment of a PPP and 
the collaboration with private sector is also pro-
posed as an alternative, e.g. cases of Amsterdam, 

Rotterdam and Almere. We also believe that, 
mainly in developing countries, subsidization of 
the construction of fiber optical networks will 
be a common practice, as countries include such 
kind of initiatives in their development plans, 
e.g. Ireland, and Municipalities should take the 
advantage to invest in optical networks.

However, there are some crucial differences 
from the existing cases that presented in the pre-
vious section. Based on the characteristics of the 
regions in which proposed models are deployed, 
existing business models were modified in order 
to fit better and become best practices for specific 
cases.

Hence, some practices were rejected, for 
example, in the considered case of vertical con-
vergence, it seems that this prospect creates high 
complexity to the Municipalities. In addition, in 
some Municipalities operate optical networks 
on their own e.g. Stockholm, Reykjavik etc. 

Figure 1. Proposed Business Models

Figure 2. Participants in proposed Business Models
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We believe that, at the beginning of the roll out, 
administration responsibilities should be charged 
either to private domain -in case of collaboration 
with the public sector- or outsource.

PPP in Active Layer

In this business model Municipalities will own 
Passive layer. In the active layer a Public Private 
Partnership is proposed to be established. This 
Partnership will take the responsibilities to transact 
with ISPs which in turn will offer final services 
to end users. According to administration PPP 
have two alternatives, either experts to employ or 
to award the administration to a private operator 
(outsourcing). In Table 1 SWOT analysis for this 
Business Model is presented.

Private Initiative in Active Layer

In this business model Municipalities will own Pas-
sive layer and give the operation of the networks 
to an operating company. Active layer is proposed 
to be developed by Private Sector. Private Sec-

tor will take the responsibilities to transact with 
ISPs which will offer final services to end users. 
Municipalities probably would own some Active 
equipment as well, although it would not be for 
commercial reasons. Outsource administrator will 
transact with Private sector or ISPs and will take 
all responsibilities for networks operation. SWOT 
analysis for the Business Model “Private initiative 
in Active Layer” is illustrated in Table 2.

Public Ownership-Outsource 
Administration

In this business model Municipalities will own 
Passive and Active layer as well. They will ap-
point the operation of the infrastructures to an 
operating company (outsourcing). This operating 
company will take the responsibilities to transact 
with ISPs which in turn will offer final services 
to end users. In Table 3, SWOT analysis for the 
Business Model “Public Ownership-Outsource 
Administration” is presented.

Table 1. SWOT analysis for the Business Model “PPP in Active Layer” 

Strengths Weaknesses

     Lower expenses for the extensions of Active equipment – share 
with Private Partner 
     Municipalities own 100% of Passive Layer and receive all the 
profits 
     Municipalities can benefit from other municipal excavation 
projects and extend the initial infrastructure 
     ISPs can get into the market with low budget

     Municipalities must finance the cost of all the extensions of the 
Passive Layer 
     Great complexity due to the participation of many participants 
     Private Sector’s participation will probably lead to higher prices 
of offered services 
     The procedure of PPP’s establishment will delay the effectua-
tion of the model

Opportunities Threats

     Faster extension of Active Layer 
     Participation of the Public sector provide a level of safety to the 
Private sector 
     Joint administration in the region enhances joint development 
of the infrastructures and decreases joint expenses due to the 
economies of scale 
     End users’ utility will grow up as penetration rate will increase 
     The initial interconnection of all Public Departments in the Re-
gion encourages the use of broadband services by the Public sector 
and improves the quality of offered services 
     Citizens will benefit from the better operation of the Public 
sector in their Region

     ISPs should offer their services through the existent equipment 
     Private sector could invest in particular equipment and create 
lock-in problems 
     Low penetration rate in the Region 
     Low penetration means low profits 
     The lack of the necessary know how lead to the need of an 
external administrator which means more expenses 
     The compulsory replacement of the administrator of the Passive 
Layer and the possible cost should be considered
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Table 2. SWOT analysis for the Business Model “Private initiative in Active Layer” 

Strengths Weaknesses

      Municipalities focus on the extension of the Passive Layer 
      Municipalities decide exclusively for networks’ extensions and 
can take into account social issues 
      Municipalities own 100% of Passive Layer and receive all the 
profits 
      Municipalities can benefit from other municipal excavation 
projects and extend the initial infrastructure 
      ISPs can get into the market with low budget 
      Low complexity

      Municipalities must finance the cost of all the extensions of the 
Passive Layer 
      The lack of the necessary know how lead to the need of an 
external administrator which means more expenses 
      Municipalities should convince administrator to take into ac-
count social issues regarding to decisions

Opportunities Threats

      Competition can be easily developed in Active Layer 
      Private sector in Active Layer accelerates extension’s proce-
dure 
      Joint administration in the region enhances joint develop-
ment of the infrastructures and decreases joint expenses due to the 
economies of scale 
      Higher penetration rate is expected as Private sector will invest 
in equipment in order to serve more end users 
      End users’ utility will grow up as penetration rate will increase 
      The initial interconnection of all Public Departments in the 
Region encourages the use of broadband services by the Public 
sector and improves the quality of offered services 
      Citizens will benefit from the better operation of the Public 
sector in their Region

      Competition in Active Layer would cause an extra cost to the 
operators 
      Private sector will probably invest in different equipment in 
Active Layer and it would be very difficult for that layer to be 
administrated 
      Low penetration rate in the Region 
      Low penetration means low profits 
      The compulsory replacement of the administrator of the Pas-
sive Layer and the possible cost should be considered

Table 3. SWOT analysis for the Business. Model “Public Ownership-Outsource Administration” 

Strengths Weaknesses

      Ownership of Passive and Active Layer leads to higher quality 
in offered services 
      Economies of scale in both Layers (Passive and Active) 
      Public ownership is expected to lead to lower prices due to the 
cost oriented approach 
      Offered services would be common to all Region 
      Low complexity 
      The appropriate Administrator will ensure the efficient opera-
tion 
      Municipalities decide exclusively for infrastructure’ extensions 
and can take into account social issues 
      Municipalities own 100% of the infrastructure and receive all 
the profits 
      Municipalities can benefit from other municipal excavation 
projects and extend the initial infrastructures 
      ISPs can get into the market with low budget

      Municipalities must finance the cost of all the extensions of the 
infrastructures 
      The lack of the necessary know how lead to the need of an 
external administrator which means more expenses 
      Municipalities should convince administrator to take into ac-
count social issues regarding to decisions 
      ISPs can not have access to the infrastructure 
      Limited space for service differentiation from ISPs 
      Different priorities by the participants could decrease efficient 
operation 
      Competition can be developed only in Service Layer

Opportunities Threats

      Vertical integration in infrastructure attracts more ISPs 
      Faster procedure for ISPs to get into the market 
      Joint administration in the region enhances joint develop-
ment of the infrastructures and decreases joint expenses due to the 
economies of scale 
      End users’ utility will grow up as penetration rate will increase 
      The initial interconnection of all Public Departments in the 
Region encourages the use of broadband services by the Public 
sector and improves the quality of offered services 
      Citizens will benefit from the better operation of the Public 
sector in their Region

      Other Telecom operators could develop their own infrastruc-
tures 
      Low penetration rate in the Region 
      Low penetration means low profits 
      The compulsory replacement of the administrator of the Pas-
sive Layer and the possible cost should be considered
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PPP in infrastructure

In this business model, Municipalities will 
participate with Private Sector and a PPP will 
be established. This PPP will own Passive and 
Active layer as well. Moreover, PPP will take 
the responsibilities to operate infrastructures and 
transact with ISPs which will offer final services 
to end users. Public sector will have a consulting 
role and due to the lack of previous experience, 
Private sector will be responsible for decision 
making. SWOT analysis for Business Model “PPP 
in infrastructure” is presented in Table 4.

QUALItY ANALYsIs

The evaluation of the proposed Business models 
could be done through a quality analysis (Luna-
Reyes Luis F. & Andersen D. F., 2003) which 
is based on 10 important factors. These factors 
are easy decision making, complexity, transpar-

ency, total value of networks, risk and required 
investments, time scaling, expected performance, 
competition, functionality and break-through par-
ticipation. According to the study of international 
cases, considered factors were the most popular 
among cases. Furthermore, they deal with all 
stages of networks’ development. If t0 is the time 
when networks are ready and services are offered 
to end users, some of these factors are referred to 
time before t0 and some after that.

We assume that active municipalities’ partici-
pation will be embarrassed by the lack of previous 
experience. Complexity has to do with the number 
of players in a business model and with the dif-
ficulty to reach an agreement. According to time 
scaling, there must be a public control so that 
delays are avoided. The total value of networks is 
similar in all cases, but where municipalities take 
more active role, the value is not just commercial 
but also social. Outsource operation seems to be 
more risky for operating company where there is 
no previous application.

Table 4. SWOT analysis for the Business Model “PPP in infrastructure” 

Strengths Weaknesses

      Expenses for extensions would be shared between Public and 
Private sector 
      ISPs can get into the market with low budget 
      Ownership of Passive and Active Layer leads to higher quality 
in offered services 
      Economies of scale in both Layers (Passive and Active) 
      Offered services would be common to all Region 
      Municipalities can benefit from other municipal excavation 
projects and extend the initial infrastructures

      Great complexity due to the participation of many participants 
      Municipalities should convince Private participants to take into 
account social issues regarding to decisions 
      Competition can be developed only in Service Layer 
      ISPs can not have access to the infrastructure 
      Limited space for service differentiation from ISPs 
      Different priorities by the participants could decrease efficient 
operation

Opportunities Threats

      Joint administration in the region enhances joint develop-
ment of the infrastructures and decreases joint expenses due to the 
economies of scale 
      Higher penetration rate is expected as Private sector will invest 
in equipment in order to serve more end users 
      The initial interconnection of all Public Departments in the 
Region encourages the use of broadband services by the Public 
sector and improves the quality of offered services 
      Vertical integration in infrastructure attracts more ISPs 
      Faster procedure for ISPs to get into the market 
      End users’ utility will grow up as penetration rate will increase 
      Citizens will benefit from the better operation of the Public 
sector in their Region

      Low penetration rate in the Region 
      Low penetration means low profits 
      Private participation in administration will influence networks’ 
development 
      Private sector will probably insist on higher margin revenues 
and that could affect prices 
      Other Telecom operators could develop their own infrastruc-
tures
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According to required investments, outsource 
operation has also unfavourable prospects as op-
erating company should defray them on its own. 
Time scaling is defined always from the begin-
ning but in outsource operation model, operating 
company could be more efficient in construction 
and at the offset. Expected performance and com-
petition will be the same regardless to business 
model, as we suppose that in all cases players will 
have common targets, which will be to perform 
efficiently and to develop competition. Although, 
it doesn’t mean that the evaluation of each model 
will be the same, on the contrary, it means that 
the effort from all involved player would be. The 
evaluation results depend on the aggregate influ-
ence of each model to the effective operation of 
the Municipal networks.

Functionality will be depended on operation 
planning where private sector can be more effec-
tive. An initiative like the construction, operation 
and development of an optical network requires 
a detailed plan which should at least includes 
a technical, financial and operational analysis. 
Private domain traditionally has more experience 
with commercial issues and its participation in the 
process of the development of such a plan could 
be beneficial for the network’ operation.

Fiber optics networks are considered as break-
through infrastructures. The participation to their 
operation is a challenge for private sector but it is 
also a bigger one for municipalities. In addition, 
the participation of the public sector in operation 
of the developed networks could give guarantees 
to potential investors.

In Table 5 all the above factors and the pro-
posed business models’ evaluation are presented. 
The attribute of all factors can be either positive 
or negative and the scale ranges from three minus 
to three plus. Each considered factor, positive 
or negative, is evaluated based on three basic 
measures that are High (three plus or minus), 
Medium (two plus or minus) and Low (one plus 
or minus). This general normalization provides 
information according to the expected dynamics 

from the employment of each business model. The 
advantage of a model to ensure competition could 
be limited if high complexity is required.

tEcHNOEcONOMIc ANALYsIs 
FOr bUsINEss MODEL 
“PrIVAtE INItIAtIVE IN ActIVE 
LAYEr” AND VIAbILItY

Technoeconomic analysis is based on the assump-
tion that Municipalities choose to own, operate 
and develop only Passive Layer, living Active and 
Service Layer to private sector (selected Business 
Model: “Private Initiative in Active Layer”). The 
following analysis is based on data from a typical 
emerging market. Greece is in the first stages of 
broadband evolution and therefore is chosen as 
suitable case study for running a technoeconomic 
analysis.

Initially, Capital Expenses (CapEx) and Op-
erational Expenses (OpEx) that come along with 
the operation cost of networks are determined 
and calculated by using technoeconomic tools 
developed in (Ims, 1998; Katsianis et al., 2001; 
Olsen et al., 2006). CapEx consist of office require-
ments, such as software licenses, and coverage 
cost, which based on available data is estimated 
at 48€ per meter. On the other hand, OpEx include 
employees, training, space rental, maintenance for 
Passive Network etc.

Apart from these business modeling assump-
tions the analysis includes the detailed examination 
of three main scenarios in three different Regions. 
Each one of these Regions has a different number 
of inhabitants. There is a small (S), a medium 
(M) and a large (L) sized Region in terms of 
population density as well as required network 
length. The density of the Large sized region 
will improve the profitability since the required 
network length per inhabitant will be lower. It is 
assumed that Municipalities decide to act jointly 
in order to gain economies of scale. As a result, 
Municipalities for the same Region are going to 
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corporate and operate their infrastructures as a 
joint network. Initially, optical networks provide 
about 35% of coverage in each municipality 
of the Region, according to the deployment of 
optical Metropolitan networks within the frame 
of Operational Program “Information Society” 
through “Invitation call 93” (InfoSoc, 2005), in 
remote and less developed areas in Greece. How-
ever, private funds will be needed in any case as 
infrastructures must be realistic and competitive 
and therefore networks should be extended in order 
to achieve 100% coverage in the next 2-3 years. 
In all scenarios the costs have been discounted 
at an interest rate of 10%. A 6 year time frame, 
spanning the period 2008 to 2013 has been chosen 
since nowadays most of the telecommunications 
project aim to be analyzed in a period less that 
7-10 years (Blum, 2005).

According to the model “Private Initiative in 
Active Network”, Service Providers will offer 
services and invest with their own private funds 
in active equipment. Municipalities will expand 

the network availability (passive equipment) in 
order to reach 100% coverage.

There is also a sensitivity analysis deployed, 
based on the number of Service Providers which 
are going to offer services to end users. In this 
analysis fiber is always a pair of fibers, up-link 
down link. The rental price for fiber depends on 
the number of Service Providers since the total 
cost should be covered by them, as Figure 3 and 
Figure 4 are shown.

Prices will depend also on the existence or not 
of funding from Europe or National sources. The 
mean value per year is estimated based on annual 
discounted expenses that should be diminished to 
zero (cost oriented approach) so that Municipal-
ity avoids losses and moreover adds a fair profit 
margin. The total Fiber length of the network is 
based on the number of covered curbs multiply 
by the ring length plus the extensions to the curbs. 
The municipalities can offer the access to all the 
curbs (or point of interest) by using this simple 
rule (e.g. 2 rings 5 km, 20 curbs per ring, Total 

Table 5. Quality analysis of proposed Business Models 

PPP in 
Active 
Layer

Private 
initiative in 

Active Layer

Public 
Ownership- 
Outsource 

Administration

PPP in 
Infra 

structure

Easy Decision 
Making + ++ +++ ++

Complexity -- - - --

Transparency +++ +++ + ++

TotalValue of 
Networks ++ +++ +++ ++

Risk & Required 
Investments -- - -- --

Time 
Scaling + ++ +++ ++

Expected 
Performance + ++ +++ ++

Competition + +++ +++ ++

Functionality + ++ +++ ++

Break-through 
Participation +++ +++ + ++

TOTAL 13+, 4- 20+, 2- 20+, 3- 16+, 4-
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fiber length aprox= 2x5x20=200 km, with no 
extentions)

In order to present reliable results, data from the 
majority of the Greek regions are taken and ana-
lyzed (NSSG, 2008). Based on the results, demand 
appears to play a crucial role to the profitability 
of these networks. In this study, the case where 
two services providers offer broadband services 
via the municipalities’ network is assumed. In the 
Table 6, general characteristics and first results 

are presented.
Total Network length (curbs) in meter, in-

cludes all the rings and network extensions for 
covering more curbs (almost 100% coverage 
of the towns in 3 years). Cost without Funding 
refers to operational cost, space rental for the 
new company, training, salaries, maintenance 
etc. The differentiation between with and without 
funding refers to the intention of the EU to cover 
the physical extensions of these network (passive 

Figure 3. Annual Rental cost of fiber per meter without funding and for different number of SPs

Figure 4. Annual Rental cost of fiber per meter with funding and for different number of SPs
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infrastructure), as it has subsidize the initially 
infrastructures.

Service Provider (SP) cost without funding 
covers main Categories of cost such as Rental of 
fiber, DSLAMs, interconnection circuits, regional 
circuits etc. This is the cost per SP which rents 
the network and offers services to end users in 
the Region. In the case where the Municipalities 
companies will be benefitted from the EU, the 
rental cost for the SPs will be significant lower as 
it is illustrated in SP cost with funding row. Con-
nections (and Demand) represent the 20% of the 
total market since we assume that at least 1 of 5 
of the possible customers will be connected to the 
new metropolitan network (market share).

SP should pay a rental cost per year which is 

going to increase as network will be extended. 
For the first year of operation, in 2008, and for 
35% coverage, the rental cost without funding in a 
Small Region is around 138K €, in Medium Region 
242K € and in Large Region 290.249€. From 2010 
up to 2013, network will provide 100% coverage 
and rental cost for SP will be 485K €, 847K € and 
1.0030K € for Small, Medium and Large Region 
respectively. In the case of funding rental cost will 
vary from 82K € to 287K € in Small Region, from 
145K € to 507K € in Medium Region and from 
182K € to 648K € in Large Region, for the years 
2008 and 2010-2013 correspondingly.

The cost per potential customer is almost 1.692€ 
(652,52+1.039,24) or 1.302€ (412,64+889,10) for 
the small areas without and with funding respec-

Table 6. General Information about Regions – Investment Cost 

Regions S M L

Total Network length (curbs) (m) 94,413 166,636 200,830

Initial network (m) – (2008) 46,890 80,192 90,300

Curbs (m) 14,700 30,310 47,320

Cost w/o funding (€) 4,285,729 7,467,738 9,059,150

Cost with funding (€) 2,710,225 4,773,286 6,025,070

SP cost w/o funding (€) 6,825,725 12,854,174 19,787,247

SP cost with funding (€) 5,839,578 11,168,343 17,888,249

Population 119,641 247,788 388,788

# of Municipalities in the Region 5 8 8

Network (m) per Inhabitant 0.79 0.67 0.52

SP Rental Cost per year from 2008 up to 2013 w/o 
funding

138K € (in 2008) 
485K € (in 2013)

242K € (in 
2008) 

847K € (in 
2013)

290K € (in 2008) 
1,030K € (in 2013)

SP Rental Cost per year from 2008 up to 2013 with 
funding

82K € (in 2008) 
287K € (in 2013)

145K € (in 
2008) 

507K € (in 
2013)

182K € (in 2008) 
648K € (in 2013)

Connections (end of the Study period 2013) 6,568 12,787 22,538

Demand (end of the Study period 2013) 5.49% 5.16% 5.80%

Cost w/o funding per connection (€) 652.52 584.01 401.95

Cost with funding per connection (€) 412.64 373.29 267.33

SP cost w/o funding per connection (€) 1,039.24 1,005.25 877.95

SP cost with funding per connection (€) 889.10 873.41 793.63
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tively. All the areas are in the same range for the 
investment cost but in the large areas the cost per 
potential subscriber is significant lower which is 
1.279,90€ (401,96+793,63) without funding and 
1.061,02€ (267,33+793,63) with funding. This 
cost consists of passive and active equipment and 
operational cost as well. Similar to other Broad-
band economics studies (OECD, 2008a), all this 
cost is heavily effected by the cost for civil work 
(assuming around 50€ per meter in this study).

The total estimated cost per customer per re-
gion negatively affect the fiber optic deployment 
in the small areas and European Union funding 
is necessary for attracting Private funds. Similar 
conclusions can be derived for the Net Present 
Value evaluation.

For the time period from 2008 to 2013 Net 
Present Value (NPV) is calculated for each Re-
gion for the SP. According to the results, all three 
Regions have a negative NPV for the SP, in both 
cases, with or without funding. However, NPV for 
a wider time period could be opposite, as profit 
is continuously increasing and losses decreasing. 
The investment after 2-3 years will turn to be 
profitable (likely after 2015).

Even if the NPV for the large areas is more 

negative than in the smaller areas the potential 
profits (cash flows) as it is illustrate in Figure 5 
and Figure 6 are quite promising. The large areas 
are by far engaged with huge investments point 
out at the profits after 2013.

For each examined Regions Cash Balance 
curve is calculated, with and without funding, as 
Figure 7 and Figure 8 illustrate. Plots are shown 
the required investments from each Region. It 
is obvious that in large Region SPs are going to 
invest the biggest amount. The deployment cost is 
estimated 3M euro or 4M euro with and without 
funding respectively based on the considered data. 
This numbers are comparable to other economic 
studies (OECD, 2008b) in which the deployment 
cost without operational expenses per costumer 
reach up to 370 euro, for VDSL solution, and up 
to 1.150 euro, for FTTH solution. These invest-
ments are mainly targeting to the development 
and operation of the networks. SPs should plan 
and assure financial sources, as in long term these 
investments are going to ensure networks viability. 
However, in the large Region, cash balance curves 
indicate a steeper slope after third year, in both 
cases (with or w/o funding), yielding to profits 
after 2013 (Figure 8).

Figure 5. Cash Flows without funding up to 2013
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cONcLUsION

As stated in the introduction, the demand for 
high-speed broadband services is continuously 
increasing. The necessity of new infrastructures 
that could cover this demand is a high priority 
concern in many countries. Fiber optical net-
works seem to be the key issue, as they provide 
high-speed transfer rate to the end user. EU and 
countries independently are co-operating in order 

to develop optical fiber networks by funding such 
kind of initiatives. Many of them are focusing 
in less developed areas, where competition and 
broadband diffusion are in low levels. There are 
a lot of Municipalities that have comprehend the 
seriousness of this situation and decided to develop 
their own optical MANs.

Due to the huge required investments, the 
proper business model should accompany the 
deployment of an optical network. There must 

Figure 6. Cash Flows with funding up to 2013

Figure 7. Cash Balance without funding up to 2013
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be a number of factors such as economic devel-
opment, number of businesses and households, 
broadband diffusion and population that should be 
taken into account in order to reach a conclusion 
about the proper one. The creation of a success 
business model could include all the above factors 
and much more. The road mapping of broadband 
networks’ deployment could differ according to 
each case.

In this chapter the most suitable Business 
models for developing countries are presented. 
Through SWOT and quality analysis we arrive 
to the conclusion that Private initiative in Active 
Layer is the best solution for optical MAN opera-
tion in cases where there is no previous experience 
of such kind of networks. Municipalities choose 
to corporate with other neighboring ones for 
deploying fiber optical networks. It seems that 
joint actions give strong economies of scales and 
ensure profitability in a long term basis. They can 
either allow an outsource operation to an operat-
ing company or cooperate with private sector in 
the frame of a PPP in infrastructure due to lack 
of experience and required knowledge.

According to financial analysis, which is based 
on real data from Greece, funding could be the 

key that will ensure profitability and viability for 
the optical MANs in shorter time period for non 
competitive areas. Municipalities should support 
such kind of initiatives even if more investments 
are required and losses are expected within. In 
the long term the deployment of such networks 
will be beneficial for public and private sector, 
and people will raise all the advantages that such 
initiatives guarantee.

rEFErENcEs

Aagedal, J. O., den Braber, F., Dimitrakos, T., 
Gran, B. A., Raptis, D., & Stolen, K. (2002). 
Model-based risk assessment to improve enter-
prise security. Paper presented at the Enterprise 
Distributed Object Computing Conference EDOC 
‘02 Sixth International

Adkins, I. (2001). Strategies for Utilities in the 
European Telecommunications Market. London: 
Reuters & Mason.

Bbned. (2007). Subsidiary company of Telecom 
Italia. from http://www.bbned.nl/content/english.
shtml

Figure 8. Cash Balance with funding up to 2013



229

Business Models for Municipal Metro Networks

Blum, S. (2005). In F. t. t. H. Council (Ed.), 
Financial Analysis of FTTH System Proposals: 
An Operations- Based Approach. Tellus Venture 
Associates.

Cisco Systems. (2004). Almere looks to a thriving 
digital future with real broadband.

City of Rotterdam. (2007). from http://www.
rotterdam.com/

Citynet Amsterdam. (2006). European municipal 
Fiber and Fiber backbone projects. from http://
www.citynet.nl/

Cloetens, L. (2001). Broadband access: the last 
mile. Paper presented at the IEEE International 
Solid-State Circuits Conference.

Damien Chew, C. (2006). ING wholesale banking. 
European telecoms: Citynet Amsterdam: Fiber-
to-the-home is becoming a reality.

Ericsson AB. (2002a). Case Study. Sollentuna 
Energi: A Broadband Pioneer.

Ericsson AB. (2002b). Case Study. Hudiksvalls-
bostäder: We got fiber all the way.

Gislason, H. (2004). Reykjavik: Fiber to Every 
Home. BYTE.com. United Businee Media.

Green, P. E. (2004). Fiber to the home: the 
next big broadband thing. IEEE Communica-
tions Magazine, 42(9), 100–106. doi:10.1109/
MCOM.2004.1336726

Hudiksvallsbostäder. (2007). from http://www.
hudiksvallsbostader.se/

Ims, L. A. (1998). Broadband Access Networks 
Introduction strategies and techno-economic 
evaluation, Telecommunications Technology and 
Applications Series. Chapman & Hall.

InfoSoc. (2005). Information Society. from http://
europa.eu/pol/infso/index_el.htm

Ireland’s NDP. (2006). Ireland’s National Devel-
opment Plan. European Union Structural Funds. 
from http://www.ndp.ie/viewdoc.asp?fn=/docu-
ments/homepage.asp

Ireland’s NDP. (2007). Irelands’ Broadband 
Strategy. from http://www.ndp.ie/viewdoc.
asp?fn=%2Fdocuments%2FNDP2007-
2013%2Foverview.htm

Katsianis, D., Welling, I., Ylonen, M., Varoutas, 
D., Sphicopoulos, T., & Elnegaard, N. K. (2001). 
The financial perspective of the mobile networks 
in Europe. IEEE Pers. Comm. Mag., 8(6), 58–64. 
doi:10.1109/98.972169

Lijbrandt telecom. (2007). from http://www.
lijbrandt-telecom.nl/

Luna-Reyes Luis, F., & Andersen, D. F. (2003). 
Collecting and analyzing qualitative data for 
systems dynamics: methods and models. System 
Dynamics Review, 19, 271–296. doi:10.1002/
sdr.280

Marinkovich, M., & Sybrowsky, J. (2003). UTO-
PIA: A Public Network based on FTTP, Layer 2 
Ethernet Access and the “OSPN” Model. Con-
verge Network Digest.

Michalakelis, C., Varoutas, D., & Sphicopoulos, 
T. (2008). Diffusion models of mobile telephony 
in Greece. Telecommunications Policy, 32(3-4), 
234–245. doi:10.1016/j.telpol.2008.01.004

NSSG. (2008). General Secretariat of National 
Statistical Service of Greece (Publication.: www.
statistics.gr

OECD. (2008a). Working Party on Commu-
nication Infrastructures and Services Policy. 
from http://ec.europa.eu/information_society/
index_en.htm

OECD (Ed.). (2008b). Broadband Growth and 
Policies in OECD Countries: An OECD Browse 
it Edition.



230

Business Models for Municipal Metro Networks

Olsen, B. T., Katsianis, D., Varoutas, D., Stor-
dahl, K., Harno, J., & Elnegaard, N. K. (2006). 
Technoeconomic evaluation of the major tele-
communication investment options for European 
players. IEEE Network, 20(4), 6–15. doi:10.1109/
MNET.2006.1668398

Owen, M., & Raj, J. (2003). An Introduction to 
the New Business Process Modeling Standard. 
BPMN and Business Process Management. Popkin 
Software.

Parr Rud, O. (2001). Data Mining Cookbook: 
Modeling Data for Marketing, Risk, and Cus-
tomer Relationship Management. Wiley Computer 
Publishing.

Rosen, E. (2004). Reykjavik leads the way on 
fiber to the curb. Network World.

Sara. (2005). Computing & Networking ser-
vices. from http://www.sara.nl/news/newslet-
ters/20050105/news_lett_20050105_eng.html

Sollentuna Energi. (2002). from www.sollentu-
naenergi.se

StokabA. B. (2006a). from http://www.stokab.se/
templates/StandardPage.aspx?id=306

Stokab, A. B. (2006b). Stokab Annual Report. 
from http://www.stokab.se/upload/Ladda%20ner/
dokument/Stokab%20Annual%20Report_05_
ENG_I.pdf

SURFnet. (2007). from http://www.surfnet.nl/
info/home.jsp

UTOPIA. (2006). Connecting Communities. from 
http://www.utopianet.org/

VolkerWessels. (2007). from http://www.volkerw-
essels.com/corporate/bin/en.jsp?enDispWhat=Zo
ne&enPage=HomePage&enDisplay=view&

Zukerman, M., Mammadov, M., Tan, L., Ouveysi, 
I., & Andrew, L. L. H. (2008). To be fair or ef-
ficient or a bit of both. Computers & Operations 
Research, 35(12), 3787–3806.



231

Copyright © 2010, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

Chapter 11

Modeling and Techno-Economic 
Evaluations of WDM-PONs

Jürgen Schussmann
Carinthia University of Applied Sciences, Austria

Thomas Schirl
Carinthia University of Applied Sciences, Austria

INtrODUctION

Due to the enormous and still rocketing bandwidth 
demand, there is no doubt that the age of Fiber-to-
the-Home (FTTH) has arrived. The landscape of 
telecommunications, especially in the field of access 
networks, is now undergoing a major change towards 
FTTH. This major change is accepted worldwide 

and is driven by cutting-edge countries like Sweden, 
Korea, California, Japan, and projects like the Utah 
Telecommunications Open Infrastructure Agency 
(UTOPIA) in the USA or the Multi-Service Access 
Everywhere (MUSE) in the Netherlands and many 
other projects (Maeda, 2004; Lin, 2006).

Today, most Passive Optical Networks (PONs) 
and Point-to-Point (P2P) networks are being de-
ployed only on a limited scale. Mass deployment 
of PONs was in its early stages. In Japan, Korea, 

AbstrAct

In the near future, broadband access networks will be required with data rates of over 1Gbit/s per cus-
tomer. Currently, time-division multiple access passive optical networks (TDMA-PONs) are deployed. 
However, TDMA-PONs cannot keep up with the requirements for the broadcasting of a great number of 
HDTV channels and the unicasting of several triple-play services (voice, data and video). In contrast, 
wavelength-division-multiplexed PONs (WDM PONs) will be able to provide these required high data 
rates per user causing higher costs than with TDM-PONs. The introduced paradigm shift, at least one 
wavelength per service and user, leads to the introduction of new aspects in the design of future WDM 
PON access networks. In techno-economic evaluations, new network architectures with the highest 
potential concerning economic considerations have been identified. Access to these newly identified 
network architectures will prompt market introduction as well as market penetration helping Fiber-to-
the-Home (FTTH) to become reality.
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Sweden, Denmark and Norway there were high 
levels of activities, while in the US and in other 
European countries the penetration and growth 
was more modest (Figure 1 a)). The countries in 
Figure 1 a) are sorted in ascending order by the 
total of broadband subscribers. In this context it 
is important to define the terms DSL, cable and 
fibre. In the terminology of the OECD (OECD, 
2008), DSL includes all DSL lines offering Internet 
connectivity which is capable of download speeds 
of at least 256kbit/s. Cable includes all subscrib-
ers with a download speed greater than 256kbit/s. 
Fiber includes all fiber-to-the-premises subscrib-
ers at download speeds greater than 256kbit/s. In 
summary, only 1.1 broadband subscribers per 100 
inhabitants over all OECD countries use fiber 
connections with at least 256kbit/s.

In Figure 1 b), the average advertised download 
speed sorted by the same countries as in Figure 1 a) 
is shown. The arithmetic mean value of 13.7Mbit/s 
over all countries shows the poor bitrate compared 
with high speed passive optical access networks. 
Unfortunately, only a few exceptions like Japan, 
France, Korea and Sweden show significantly 
higher download speeds.

Figure 1 shows the significant lack of high-
speed optical access networks in the world.

bitrate Per User requirements

Today, the major challenge is the bitrate bottleneck 
in access networks due to the ever increasing bitrate 
requirement per user. In the past, many projections 
of future bitrate requirements have been made 
(Coffman & Odlyzko, 2001). I refrained from 
such forecasts, as they have all proven to be too 
optimistic. However, it is clear that bitrates will, 
in fact, continue to grow faster than the world 
population grows. Due to the dropping prices for 
Internet access (and computers) and as the Internet 
begins to serve more data-intensive applications, it 
is also clear that the bitrate requirements per user 
will grow. Furthermore, the unshakeable demand 
for bitrates caused by the growth of high bitrate 

applications and broadband systems leads to higher 
bitrate requirements per user (Figure 2).

In a deployment, not only one service but a 
service mixture is used and leads to a further in-
crease of the bitrate requirements. (Lund, 2001) 
points out that a future application mixture leads 
to a bitrate requirement of approximately 40Mbit/s 
per user. In a residential area with 3,500 sup-
ported users, the total bitrate required is roughly 
140Gbit/s. (Lund, 2001) also shows that a 2m 
node rack can service these 3,500 users. Further 
information about the cable plant design can be 
found in (Mahlke & Gössing, 2001).

The development of a killer application, for 
which many customers would be prepared to pay 
a premium price, could generate a compelling 
commercial argument for deploying fiber-to-the-
home (FTTH) more quickly (Wolf & Zee, 2000; 
Mayhew et al., 2002). A possible killer application 
could be the video transmission in an unforeseen 
quality. Symmetry in terms of downstream and 
upstream bitrates is an important parameter in 
access networks. The symmetry is defined as 
the ratio between downstream and upstream bi-
trates. It was reported that the current symmetry 
by means of current traffic is approximately 1.4 
and is further tending downwards in the future 
(Reed, 2003). New and emerging applications 
such as video conferencing or data file repositories 
require symmetric bandwidth in both directions. 
In the future, the access network must therefore 
be capable of transporting symmetrical traffic. 
WDM PON solutions presented in this chapter 
are highly symmetric.

bitrate Limitation

The big question is: does it make sense to ever 
increase the bitrate in telecommunication networks 
to reduce the transmission time? The transmission 
time depends on two parameters. The first one is 
the bitrate, which is limited by the transmission 
channel (Shannon, 1948). It can be easily calcu-
lated by the relation
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Figure 1. a) Broadband subscribers per 100 inhabitants, by technology, December 2007; b) average 
advertised download speeds, October 2007; (OECD, 2008)
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transmission time = 
file size [bit]
bitrate [bit/s]

.  (1)

The second parameter is the propagation 
speed in the medium used. It depends on the 
used material and can be calculated by the well 
known equation

v =
1

me
 (2)

whereas µ represents the permeability and ε the 
permittivity. From this it follows that the trans-
mission time is

transmission time = 
d [m]

v [m/s]
.  (3)

For our considerations, we assume a propaga-
tion speed of 2/3 of the speed of light, which is valid 
for the most common transmission mediums.

It must be mentioned that in the real world the 
transmission time depends on many other param-
eters like the line coding, protocols, delay times 
due to the packet switching and so on. These ad-
ditional parameters enhance the transmission time 
significantly. Thus, our consideration is reliable, 
and the published data represents theoretical limits. 
This means that the transmission time cannot fall 
below these theoretical limits.

Figure 3 gives us an example of how to transfer 
a 10kByte file over distances between 1 km and 
40,000km. At very low bitrates, the transmission 
time depends only on the bitrate of the transmission 
channel, as shown in equation (1). If we increase 
the bitrate, the transmission time drops and ap-
proximates the region of the propagation speed. If 
we further increase the bitrate, at a specific point 
the transmission time depends only on the limited 
propagation speed (equation (3)). In dependence 
of the distance and the bitrate, the transmission 
time depends only on the speed of propagation 
and not on the bitrate.

Over a distance of 10,000km, for example, 
the transmission time goes linearly down with 
the bitrate, because the transmission time depends 
linearly only on the bitrate. At approximately 
2Mbps, the transmission time remains unchanged 
due to the constant transmission time that depends 
only on the speed of propagation.

The transition to the horizontal line depends 
on the distance and the amount of data which will 
be transferred. As we can see from Figure 3, the 
horizontal lines show that the transmission time is 
limited by the speed of propagation and varies in 
dependence of the distance (and therefore of the 
propagation delay). The slanting line depends only 
on the file size. For larger file sizes, the slanting 
line moves parallel to greater transmission times 
and vice versa.

As a consequence, we can see an interesting 

Figure 2. Typical bitrate requirements of different current and future applications (Hecht, 2005; Lund, 
2001; Simcoe, 2002; Biraghi et al., 2002; Weldon & Zane, 2003; Ramsey, 2005)
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property: for smaller file sizes, the transmission 
time depends on the speed of propagation for 
lower bitrates. That implies that only for larger 
file sizes is it reasonable to increase the bitrate to 
reduce the transmission time.

Figure 3 shows the transmission time in de-
pendence on the bitrate and different distances. 
This diagram can be generalized and is shown in 
Figure 4 for distances between 1km and 40,000km 
and for file sizes between 1Byte and 100GByte. 
With this diagram, we are able to determine the 
theoretical limitation of the transmission time.

In Figure 4 an example is given for a file size 
of 1kByte over a distance of 1,000km. We can 
see that for bitrates of greater than 2Mbit/s the 
transmission time is constant and cannot under-
run the 4ms limitation. For this example, it would 
be pointless to increase the bitrate over 2Mbit/s. 
As mentioned before, it must be noted that the 
transmission time depends on many other factors 
and is larger in the real world.

This subsection identifies the influencing fac-
tors and show the implications on the transmission 
time. It could be shown that the transmission time 

depends on the file size, the distance between the 
communication nodes and the bitrate of the com-
munication channel (additional parameters like 
protocols, delay times due to the packet switching, 
... are unaccounted). The importance of increasing 
the bitrates mainly because of the ever increasing 
data volume has been shown.

tDM PON

This subsection shortly describes three important 
TDM PON standards. Due to the highly compre-
hensive standards, only the main characteristics 
are stated.

One of the first papers describing PONs was 
published by British Telecom researchers in 
1988 (Stern et al., 1988). Down to the present 
day, several alternative architectures for TDM 
PON-based access networks have been standard-
ized (Prat, 2002). The main difference today is 
the choice of the bearer protocol (Sivalingam & 
Subramaniam, 2005). Currently, three different 
standardized specifications exist:

Figure 3. Transmission time to transmit and acknowledge a 10kByte file over distances between 1 and 
40,000km. The transmission time declines linearly to a specific point. At this point, the transmission 
time is constant because it depends only on the velocity of propagation.
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ATM-based PON (APON) or broadband • 
PON (BPON)
Generic frame based PON (• GPON)
Ethernet based PON (• EPON)

The following paragraphs give a brief overview 
of these standardized architectures.

A/bPON

ATM PON was formed by the Full Service Access 
Network (FSAN) initiative (FSAN, 2008) which 
is an incorporation of major network operators and 
many equipment vendors. The goal was to specify 
a specification that uses ATM as its layer-2 pro-
tocol (Killat, 1996; Dixit, 2003). Later, the name 
APON was replaced by broadband PON (BPON) 
which symbolizes the support of Ethernet services, 
video services and virtual private line services 
(Gillespie, 2001; Green, 2005). Since 1997, the 
ITU-T has published a series of A/B-PON-related 
recommendations (Nakanashi & Maeda, 2002). 
APONs are mainly used in North America (Kettler 
et al., 2000; Lin, 2006).

GPON

Because of the ever growing traffic volume, the 
FSAN group (FSAN, 2008) strove to standardize 
a new PON (Generalized PON) network with bi-
trates higher than 1Gbit/s and improved efficiency 
for data traffic (Green, 2005). To overcome the 
inefficiency in the ATM based PON, the generic 
framing procedure (GFP) (ITU-T G.7041, 2003) 
can be used, while allowing a combination of 
ATM cells and variable-size frames. GPON is 
standardized in the ITU-T standard G.984.1 (ITU-
T G.984.1, 2003), G.984.2 (ITU-T G.984.2, 2003) 
and G.984.3 (ITU-T G.984.3, 2003).

In summary, GPON includes full service 
support like voice (POTS, ISDN), Ethernet 
(10/100 BaseT), ATM, leased lines and more. 
In principle, GPON supports various bitrate 
options. Downstream direction bitrates of 1.2 
and 2.4Gbit/s and upstream direction bitrates of 
155Mbit/s, 622Mbit/s, 1.2Gbit/s and 2.4Gbit/s 
are standardized.

On the basis of the power budget limit and dis-
persion limitations, the distance between the OLT 

Figure 4. Generalized diagram to determine the transmission time in dependence on the bitrate, file 
size and distance. An example of how to transfer a file with a size of 1kByte over a distance of 1,000km 
is indicated. In this example, it is obvious that an increase of the bitrate beyond approximately 2Mbit/s 
can not reduce the transmission time. Therefore, the transmission time can not go below 4ms.
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and the ONU is standardized and cannot exceed 
the distance 10km or 20km (in dependence of the 
bitrate used). The transmission convergence (TC) 
layer permits split ratios up to 1:128.

The biggest advantage of the GPON is its multi-
service support, especially the large amount of 
TDM services which can be supported efficiently. 
Thus, for Fiber-to-the-Office (FTTO), GPON is 
the preferred PON technology (Lin, 2006).

EPON

Ethernet PON (EPON) (also termed as Ethernet 
in the first mile (EFM)) is a PON-based network 
that carries data traffic encapsulated in Ethernet 
frames (Kramer & Pesavento, (2002); Dixit, 2003; 
Green, 2005; Kramer, 2005). In most countries, 
EPON is the dominant PON technology for homes 
and small offices (Lin, 2006).

In principle, two modes of operation are 
standardized. In the first one, it can be deployed 
over a shared medium using the carrier-sense 
multiple access with collision detection (CSMA/
CD) protocol. In the second one, stations can be 
connected via full duplex point-to-point links. It 
uses a standard 8b/10b line coding and operates 
at standard Ethernet speed.

In the downstream direction, Ethernet frames 
transmitted by the OLT pass through a 1:N passive 
star coupler and therefore reach each ONU. N is 
standardized between 4 and 64. In the downstream 
direction, packets are broadcast by the OLT and 
extracted by their destination ONU based on the 
media-access control (MAC) address.

In the upstream direction, due to the directional 
properties of a passive star coupler, data frames 
from any ONU will reach only the OLT, and not 
other ONUs. If data frames from different ONUs 
are transmitted simultaneously, they may still col-
lide. Thus, in the upstream direction, the ONUs 
needs to employ some arbitration mechanism to 
avoid data collisions and share the fiber-channel 
capacity fairly. All ONUs are synchronized to a 
common time reference and each ONU is allocated 

to a time slot. An ONU should buffer frames re-
ceived from a user until its timeslot arrives.

The possible time slot allocation schemes could 
range from a statistic allocation TDMA (time divi-
sion multiple access) to a dynamically adapting 
scheme based on an instantaneous queue size in 
every ONU (statistical multiplexing scheme). 
More allocation schemes are possible, including 
schemes utilizing notions of traffic priority, qual-
ity of service (QoS), service-level-agreements 
(SLAs), oversubscription, and so on (G. Kramer 
et al., 2001).

WDM PON

While a TDM PON uses a broadcast structure in 
which all users receive copies of the same optical 
signal, it has been realized that wavelength-divi-
sion multiplexing (WDM) had certain advantages: 
increased capacity, security, privacy, upgrade-
ability (Gumaste & Antony, 2002; Iannone et 
al., 1998; Krishna & Subramaniam, 2000). Due 
to the collision-free nature of a WDM PON, it 
offers the n-fold bandwidth compared with TDM 
PONs implemented with a passive star coupler. 
This fact implies the evolution of FTTH solutions 
illustrated in Figure 5. It should be indicated that 
B-ISDN and xDSL are not pure FTTH solutions. 
But it illustrates the ever increasing fiber penetra-
tion and the fact that fibers are moving closer to 
the user.

A passive-star coupler represents a broadcast-
and-select component in which each optical input 
signal is equally distributed to all output ports. 
This reality leads to optical power splitting losses 
and can be avoided by using wavelength router 
(WR). In principle, there are several possible 
implementations of WR depending on the physical 
concept (Agrawal, 2002; Keiser, 2003; Mestdagh, 
1995; Wan, 2000).

The preferred embodiment of the wavelength 
router is the arrayed-waveguide-grating multiplex-
er (AWGM), also known as wavelength grating 
router (WGR or simply WR) or an optical phased 
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array (PHASAR). Each wavelength can be simul-
taneously used on all input ports without channel 
collision, thus enabling wavelength reuse within 
the network (Barry & Humblet, 1993; Glance et 
al., 1994; Lin, 2004; Milorad, 2004; Sivalingam 
& Subramaniam, 2005; Smit & van Dam, 1996). 
The wavelengths are routed as virtual channels 
λi

k, where the subscripted index i denotes the 
physical wavelength and the superscripted index 
k represents the input port number.

Several applications can be imagined with such 
an AWGM device. The AWGM is mostly used as a 
wavelength mutliplexer (Figure 6 (a)) and a wave-
length demultiplexer (Figure 6 (b)) (Takahashi 
et al., 1995). Both applications allow for setting 
up WDM networks. If we join the wavelength 
multiplexer and demultiplexer, we create a new 
component called the static wavelength router (see 
Figure 6 (d)). The fourth application is add-drop 
multiplexing which is essential to set up optical 
WDM rings (Takahashi et al., 1995).

As shown in Figure 6 (d), all available wave-
lengths at input port 1 are routed to port numbered 
1, 2, 3 and 4 without having collisions with other 
wavelengths of the other input ports 2, 3, and 4. 
The wavelengths of the other input ports 2, 3, and 
4 are similarly routed in a cyclic way.

Convenient property of the AWGM is the 
support of a high number of ports (e.g. 80 x 80 
AWGMs are currently commercially available 
(Photeon, 2008)) and its excellent channel selec-
tion characteristics.

Compared to a passive-star coupler, in which 
a given wavelength may only be used on a single 
input port, the AWGM with M input and M out-
put ports is capable of routing a maximum of 
M2 connections, as opposed to a maximum of M 
connections in the passive-star coupler. Because 
the AWGM is an integrated device, it can be 
fabricated at low cost. The disadvantage of the 
AWGM is the fixed routing matrix which cannot 
be dynamically reconfigured. Despite its static 
nature, an AGWM router has many applications 
in WDM networks as stated before.

New Paradigm

In the past, for each service, a specialized telecom-
munication network was built. An example is the 
voice network, which was originally designed to 
transport only voice services. Each telecommu-
nication network was optimized for a respective 
service. Thus, the utilization of the network with 
other services was undesirable. For the first time, 
with ISDN (Integrated Services Digital Network) 
(Kanbach & Körber, 1999), the paradigm “one 
service – one network” is discarded. The objective 
of the new paradigm is to transport all services in 
the past and future over a single telecommunication 
network. Today, we know that ISDN, xDSL and 
other up to date wired network technologies are 
due to the already enormous and still rocketing 
bandwidth demand overtaken by the internet.

In the near future, broadband access networks 
will be required with data rates over 1Gbit/s for 
each customer. Due to this aspect the widespread 
deployment of fiber-to-the-home (FTTH) tech-
nology is speeding up (Lin, 2006). Currently, 
time-division multiple access passive optical 
networks (TDMA-PONs) are deployed. However, 
TDMA-PONs, like ATM PON (APON), Broad-
band PON (BPON), Generalized PON (GPON) 
and Ethernet PON (EPON) cannot keep up with 
the requirements for the broadcasting of a great 
number of HDTV channels and the unicasting of 
several triple-play services (voice, data and video) 
(Söderlund et al., 2004).

TDM-PONs have limited bitrates per user. 

Figure 5. Evolution of wired access networks and 
FTTH solutions 
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They are complicated to upgrade, and all ONUs 
must work at the aggregate bit-rate. Privacy is an 
important issue due to the broadcast of the down-
stream information. Network integrity is a field 
of study because one ONU can corrupt the entire 
upstream transmission. A delicate operational 
problem is how TDM PONs will be upgraded in 
the future in terms of higher bitrates per user.

In contrast, wavelength-division-multiplexed 
PONs (WDM PONs) will be able to provide these 
required high data rates for every user however 
with, the limitation of higher costs compared with 
TDM-PONs.

In contrast to cutting-edge scientific papers 
(An et al., 2004; Banerjee et al., 2005; Bock, 
et al., 2004; Maier et al., 2000;), the focus is to 
provide each user with at least one wavelength. 

This paradigm can be formulated as follows

#user ≤ #service ≤ # λ (4)

so that each user and each service obtain at least 
one wavelength (Figure 7). From another point 
of view, this work represents a generalization of 
the special case: one wavelength per user for all 
services.

However, there still are some drawbacks in 
WDM PON networks. WDM components such 
as multiplexers/demultiplexers, wavelength rout-
ers, multiwavelength sources are more expensive 
compared with TDM PON components. Yet the 
costs for WDM components are rapidly decreas-
ing. Due to the cost sensitivity in access networks 

Figure 6. Schematic illustration of the functionality of an AWGM device. Potential applications are the 
wavelength multiplexer (a), demultiplexer (b), the add-drop multiplexer (c) and the static wavelength 
router (d). In the case of the static wavelength router, 4 wavelengths per input port were cyclically routed 
to the 4 output ports without collisions. Therefore, wavelength reuse is feasible.
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it is important to introduce new architectures that 
are able to share components and costs. Therefore, 
it is important to identify WDM PON architectures 
which minimize costs.

A topic in a WDM PON is the assignment of 
wavelengths to ONUs or to services (McGarry 
et al., 2006). This layer two task is part of the 
medium access control (MAC) protocol and does 
not affect our current work scope. We focus on 
practical WDM PON architectures which allow 
the transportation of many different wavelengths 
collision free from the OLT to each ONU.

sINGLE-stAGE NEtWOrKs

In order to be in a position to study and define 
the connectivity properties of the WR, it is useful 
to consider optical channels routed by a WR as 
belonging to a discrete bidimensional domain: 
space and wavelength. It must be noted that the 
WR is a passive device and is able to perform 
space permutations while it does not modify the 
wavelength of the signals.

The WR behaves like a periodical pass-band 

filter. Its transfer function peaks repeats at fixed 
wavelength intervals called free-spectral-range 
(FSR). Designing the WR we make use of the 
following equation (Glance et al., 1994; Smit & 
van Dam, 1996)

FSR M M= ×D Îl  .  (5)

In the real world, the FSR has a more compli-
cated expression. The FSR and the transfer func-
tion are not constant and vary over the λ-axis. The 
following discussion is based on an idealized WR 
model. The wavelength domain for the channels 
routed by the WR is a discrete set of wavelengths, 
numbered by an index k that can assume all the 
integer values from 1 to (theoretically) infinity 
(Figure 8). Within optical networks, the bandwidth 
is divided into frequency bands numbered by 
positive integers k. Wavelengths are spaced by a 
wavelength interval Δλ, whereas λ0 correlates with 
k=1 and represents the lowest useable wavelength. 
Every wavelength used depends on the wavelength 
number k and the wavelength interval Δλ and can 
be expressed by

Figure 7. The paradigm shift: at least one wavelength for each user. Each wavelength transports at 
least one service.
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l l lk k k( ) = + -( )D " Î ¥é
ëê

ù
ûú0

1 1   , .  (6)

A second parameter to characterize a WR which 
is called coarseness c and represents the number 
of adjacent wavelength channels belonging to the 
wavelength comb routable on the same output 
port can be introduced.

In summary, a WR can be specified by the size 
M and the coarseness c. The WR routing function 
is given by (Barry & Humblet, 1993)
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where o,i∈[1,M] represents the output and input 
port and k Î ¥é

ëê
ù
ûú1,  represents the discrete wave-

length number (Figure 8). In equation (7) the 
important modulo-M division is a consequence of 
the periodical behavior of the WR and is named 
“cyclic-routing”. In the frequency domain, the 
cycling-routing property appears as the free 
spectral range (FSR).

On the basis of the routing properties of the 
WR, we are now going to define rules to evaluate 
the WR parameters in a WDM PON. The space 
demultiplexing function depends on the choice of 
the input occupancy pattern. Thus, we must define 
different input patterns for a WR. In the past, 
only designated input occupancy patterns have 
been used (Maier et al., 2000). Thus, we define 

a generic input pattern for a WR. The generically 
terminated input port i  in an input pattern can 
be described as
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where I is the terminated input pattern described 
as a decimal number. The expression in the round-
off brackets results in two numbers: one and zero. 
The result is multiplied by the output port number 
o so that i MÎ é

ëê
ù
ûú0, . The identifier i  depends on 

the two parameters input occupancy pattern and 
the number of the used output ports. Substitution 
(8) in (7) leads to
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The commonly known inverse function of a=b 
mod c is b=c⋅q+a where q∈[0,∞]. By utilizing this 
correlation in equation (9), we obtain

Mq o o
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Each channel inside a consecutive wavelength 
comb is indexed by the number z in (10). Mul-
tiplying equation (10) with c and transformation 
to k leads to

k Mqc o c o= + -( ) -
× × ( )ê

ë

ê
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 (11)

The result of equation (8) leads to figures 

Figure 8. Discrete wavelength domain in a WDM 
PON
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between zero and M. The parameter i in equation 
(7) is defined between one and M. Thus, equa-
tion (11) must be adjusted for the case i = 0
. This can be done by multiplying (11) with an 
expression so that the result of (11) is zero for 
the case i = 0 . The expression in the round-off 
brackets in (8) fulfils our requirements, and k is 
then determined by

k Mqc o c o= + -( ) -
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ë
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With the equation (12), the set of all wave-
lengths that, being inserted into the WR from any 
of its used input port occupancy patterns, reach a 
given output port o can be calculated. It depends 
only on the coarseness c, the size M and the input 
occupancy pattern I of the WR.

Another possibility to fully calculate the WR is 
the Wavelength Transfer Matrix (WTM) (Barry & 
Humblet, 1993) and the generalized WTM for any 
coarseness factor and any number of free spectral 
ranges (FSR) used (Schussmann, 2008).

Network Design

In single stage WDM PON networks, there are 
three potentials (see equation (7)) to comply with 
the introduced paradigm shift

(1)  the use of WR with a coarseness factor 
greater than one,

(2)  the utilization of the cyclic routing property 
and

(3)  the simultaneous usage of the possibility (1) 
and (2).

Starting from equation (7) and the inverse func-
tion of a = b mod c is b = c ⋅ q + a whereby q∈[0,∞], 
we are able to convert equation (7) to k

k Mqc oc ic= + - + 1.  (13)

With (13) all the discrete wavelength indices k 
can be identified on an output o. It linearly depends 
on the size M, the coarseness c and the number 
of the considered input port i. The q factor results 
from the cycling routing property and describes 
all the wavelengths that are routed from a certain 
input port to a certain output port.

In a single stage WDM PON each output port 
of the WR is connected to an ONU. Therefore, 
the number of connected users U is equal to the 
size of the WR

U M= .  (14)

The free spectral range (FSR) can be calculated 
by means of equation (5). Because the variable Δλ 
refers to the analog behavior of the WR, we intro-
duce another expression to describe the FSR

FSR M c= × .  (15)

In a WDM PON, only a fraction of the whole 
FSR can be utilized. It is clear that due to the 
cyclic routing property of the WR, more than one 
FSR can be used. To express this characteristic, 
the number of FSR is given by

#FSR
n

FSR

n

M c
= =

×
w w ,  (16)

where nω is the number of wavelengths per in-
put fiber of the WR. It should be noted that the 
number of used FSR is the absolute value and 
can be a decimal number. When the used FSR is, 
for instance, half the whole FSR, then the vari-
able #FSR is 0.5 (independent from a possible 
overlapping of more than one FSR). The number 
of wavelengths routed to the same output port (is 
equal to the number of wavelengths per user Uω) 
leads to the following design rule

U c FSR Iw = × ×#  (17)
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where I represents the number of terminated 
input ports of the WR. Substituting (16) in (17) 
leads to

U
n I

Mw
w= .  (18)

Equation (18) shows that the number of wave-
lengths per user is independent from the coarse-
ness factor. However, the wavelength indices 
are dependent on the coarseness factor. Another 
point of view is that the ratio I/M is a decimal 
number between 0 and 1 and therefore Uω can 
be maximal nω.

capacity Limits

The capacity limit in a single-stage WDM PON is 
the product of the channel bitrate on each source 
or wavelength B0 and the number of sources or 
wavelengths Nω in the whole network. The number 
of wavelengths depends on the accessible optical 
spectrum ΔF and the channel spacing Δf (Figure 
8). The capacity limit for a single-stage WDM 
PON is then given by

B B N B M
F
f

B M U
N
= × = × × = × ×

0 0 0
2

w w

D
D

.
  

 (19)

On the strength of the restricted optical spec-

trum of the used components, the accessible optical 
spectrum is limited. The channel spacing depends 
on the WDM technology. Typical channel spac-
ings are 20nm (ITU-T G.694.2, 2002) for CWDM 
and 1.6nm, 0.8nm, 0.4nm, 0.2nm and 0.1nm for 
DWDM technology (ITU-T G.694.1, 2002). The 
optical spectral range ΔF is not limited in both ITU-
T standards. If we assume an accessible optical 
spectrum of ΔF=200nm and a channel bitrate of 
1Gbit/s, we achieve the number of wavelengths 
and the capacity limits can be seen in Figure 9.

Due to technology restrictions, the size of the 
WR and therefore the maximum number of users 
is limited. Today a maximum size of 80 inputs 
and outputs are realistic (Smit & van Dam, 1996; 
Photeon, 2008) and therefore a maximum number 
of users of 80.

According to the paradigm of at least one 
wavelength per service and user, the maximum 
possible number of users and therefore the maxi-
mum network structures is given. In other words, 
the multiplication of the number of users U with 
the number of wavelengths per user cannot exceed 

the number D
D

F
f

M× .

MULtIstAGE NEtWOrKs

The single-stage architecture suffers from multiple 
limitations. These include difficulties in scaling 

Figure 9. Maximum number of possible wavelengths Nω and the network capacity limit BN for different 
channel spacings Δf with respect to ΔF=200nm, M=80 and B0=1Gbit/s.



244

Modeling and Techno-Economic Evaluations of WDM-PONs

the number of ONUs once the network is laid out. 
Another problem is the limited number of users 
due to the limitations on the WR size. Furthermore, 
there is a limited spectral range in the network and 
therefore a limited number of useable wavelengths. 
A multistage WDM PON uses more than one WR 
in serial. A similar concept based on passive-star 
couplers can be found in (Borella et al., 1998, p. 
275 et seq.). This concept is called a multilevel 
optical network (MON).

The implementation of the paradigm shift in 
(4) needs many different wavelengths. Due to 
the cost sensitivity of access networks, channel 
spacings of 20nm (ITU-T G.694.2, 2002) offer the 
most advantages for optical access networks to 
use uncooled DFB Lasers (Tanis & Eichenbaum, 
2002). Thus, only a handful of wavelengths can 
be used simultaneously. In this case, we need ar-
chitectures that allow for the reuse of wavelengths 
in the same WDM PON network.

For the description of the network topology, 
the following symbols similar to (Maier et al., 
2000) are introduced in Figure 10.

To allow only regular and practicable topolo-
gies, the network structures considered in this work 
is based on the following design conventions:

Each user could obtain at least one • 
wavelength

Uw ³ 1 .  (20)

Due to the considered tree topology, the • 
first stage consists of one WR device

N
1

1= .  (21)

Each output port of a stage s is either con-• 
nected to an input port of the following 
stage s+1 or to an ONU; therefore, the 
number of connected users are

U M N
S S

= × .  (22)

Compared with single-stage networks (equa-
tion (14)), the number of connected users is Ns 
times greater.

The coarseness for the stage s is• 

c
s
³ 1 .  (23)

It would be pointless to use a WR with a 
coarseness factor of 0.

We observe only networks with a tree to-• 
pology. The number of WR is increasing 
stage by stage, so

N N S
s s- < Î é

ëê
ù
ûú1

2   s , .  (24)

To accomplish the design convention (III) • 
and to permit only networks with WR that 
are connected (at least by one link) to a 
WR from the previous stage or to the OLT 

Figure 10.
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in the first stage, we define

N M N M
s s s s- -× < ×

1 1
.  (25)

The size M and the coarseness factor c of • 
the WR are constant for all WR in the same 
stage.
For all • WR, the number of input ports is 
equal to the number of output ports.
All ONUs connected require the same • 
number of wavelengths Uω.
In an increased coarseness (• IC) WDM 
PON, the coarseness factor of the first WR 
is one (c1=1) to receive coarseness factors 
in the last stage in the range of technology 
feasibility.
Similarly as in design convention (X), the • 
coarseness factor in a decreased coarseness 
(DC) WDM PON is one in the last stage 
(cS=1).
The coarseness factor in an • IC WDM PON 
increases stage by stage or is equal to the 
previous stage

c c
s s+ ³

1 .  (26)

In a DC • WDM PON, the coarseness factor 
decreases stage by stage or is equal to the 
previous stage

c c
s s
³ +1 .  (27)

Network Model

Figure 11 represents the architecture to model the 
multistage WDM PON similarly as in (Maier et 
al., 2000). The WDM PON network connects a 
number of ONUs to a single OLT, which is typi-
cally located in the CO. In the model, the WDM 
PON is partitioned in stages and interstages. The 
WR are placed at the defined stages where an 
interstage represents the fibers which connect 
the device in stage s with the device in stage 

s+1. The model consists of S+1 stages, which 
are connected with S+1 interstages. The constant 
interval between terminated input ports of a WR 
in stage s is the relation Ms/Is and is denoted by as. 
Stages and interstages are numbered in ascending 
order beginning with zero in the case of the first 
stage and interstage. Both, stages and interstages 
end with the index S. The number of fibers in an 
interstage s is denoted by Is. The number of WRs 
in stage 1 is always 1 and is increasing stage by 
stage to form a tree topology. The number of 
ONUs U, which can be connected to the WDM 
PON, is equal to the number of output ports in 
the last stage S and can be calculated by design 
convention (III).

Design Parameters

First of all, the maximum wavelength per fiber 
link must be calculated. For the time being, one 
wavelength per ONU is assumed. From there, 
the following statement can be expressed: at 
each stage of the network, the number of users 
U must be equal to the number of wavelengths 
in the whole network Nω. At the interstage 0, all 
wavelengths Nω are grouped in I0 fibers and must 
feed all connected ONUs. Thus, the following 
condition holds (Maier et al., 2000)

I
U
n0

=
w

.
 (28)

The total number of used wavelengths in the 
whole WDM PON can be calculated by

N U Uw w= × .  (29)

To perform the paradigm shift, we assume the 
number of wavelengths per ONU Uω according 
to the design convention (I) and (IX). This rule 
can be obtained by upgrading equation (28) to the 
following relationship
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I
N

n

U U

n0
0 0

= =
×w

w

w

w

 (30)

in which each user obtains the same number of 
wavelengths. The next step is to determine the 
number of required WRs in stage s. The number 
of output ports in stage s-1 is Ms-1⋅Ns-1. Because 
of the design conventions (III) and (VI), we must 
connect all the outputs from the stage s-1 to the 
stage s, which leads to the following relation 
Ns⋅Is=Ms-1⋅Ns-1. Converting it to Ns leads to

N
M N

I
S

s
s s

s

=
×

Î é
ëê

ù
ûú

- -1 1 2   s ,
.  (31)

The general relationship for each stage can be 
obtained by recursion (Maier et al., 2000)
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 (32)

Converting equation (31) to Is leads to the 
required number of input ports on stage s

I
M N

N
S

s
s s

s

=
×

Î é
ëê

ù
ûú

- -1 1 2   s , .  (33)

Ic WDM PON

In an IC WDM PON, the coarseness factor 
increases stage by stage (see design conven-
tion XII). The primary goal is to calculate the 
coarseness factor in each stage so that the space 
demultiplexing function can be guaranteed. The 
derivation is not an easy task and can be found 
in (Maier et al., 2000)

c
N M

I
s S

s
s s=

×
Î é

ëê
ù
ûú

- -1 1

1

2, .  (34)

Figure 11. Reference architecture of the multistage WDM PON. It illustrates the stages and interstages 
which are used for designing the network.
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Dc WDM PON

In a DC WDM PON, the coarseness decreases 
stage by stage. The presented method is equivalent 
to a bottom-up approach which begins at the ONUs 
and then goes up stage by stage in direction to the 
OLT. The goal is to calculate the coarseness fac-
tor in each stage so that the space demultiplexing 
function can be guaranteed. The derivation can 
be found in (Schussmann, 2008)

c
M M N

I Ms
s s s=
× ×

×
+1

1 1

.  (35)

Number of Wavelengths Per User

An essential parameter during the design process 
is the number of wavelengths per user. In a single-
stage WDM PON, we are able to calculate the 
number of wavelengths per user with equations 
(17) and (18). In a multistage WDM PON, equa-
tions (17) and (18) are only valid for one stage 
and can be used to calculate Uω stage by stage. It 
is clear that in the last stage the number of wave-
lengths per fiber is identical with the number of 
wavelengths per user.

It is important to know that equations (17) and 
(18) can reduce the number of wavelengths per 
fiber but they need not reduce it. Equation (17) 
and (18) reduce the number of wavelengths in 
stage s only if Uω<nω, or seen from another point 
of view, I/M is less than 1.

It follows that the number of wavelengths per 
user is the minimum of all Uω over all S stages:

U U U U
Sw w w w= { }min , ,...,

1 2 . (36)

It must be noted that the calculation of Uω is 
independent from the coarseness factor. Thus, 
the presented method can be used in an IC and 
DC WDM PON.

capacity Limits

The highest density of number of wavelengths per 
fiber is at interstage 1at the root of the tree. The 
division of the accessible optical spectrum ΔF 
by the channel spacing Δf leads to the number of 
wavelengths per fibern nω, which can be reused on 
each port of the WR. Therefore, the capacity limit 
for a multi-stage WDM PON is then given by

B B N B M
F
fN

= × = × ×
0 0 1w

D
D

.  (37)

The capacity limit depends on the channel 
bitrate B0, the size of the WR in the first stage 
M1, the accessible optical spectrum ΔF and the 
channel spacing Δf. According to the highest 
density of wavelengths per fiber in the first stage, 
the capacity limit in (37) is the same as in single-
stage WDM PONs and can be seen in Figure 9. 
Compared with a single-stage WDM PON, the 
number of users in a multi-stage WDM PON 
is MS⋅NS and therefore Ns times greater than in 
single-stage networks.

With an example, the limits are demonstrated. 

We consider a WDM PON with D
D

F
f

= 32 , 

Mmax=64 and 128 users, each one with a number 
of wavelengths of 16. Thus, the maximum number 
of wavelengths in the multi-stage WDM PON is 
32⋅64=2048. In other words, the multiplication 
of the users U with the number of wavelengths 
per user Uω does not exceed the number 2048. 
It must be pointed out that the usage of smaller 
wavelength spacings allows us to increase the 
usage of umpteen thousand wavelengths. But 
smaller numbers of Δf results in higher costs for 
lasers and WR.

tEcHNO-EcONOMIc EVALUAtIONs

In most cases of multistage WDM PONs, the 
technology has worked but the economics has not. 
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Thus, it is important to examine the economical 
aspects. Thousands of different WDM PON net-
work architectures are technologically possible. 
The goal is to identify those architectures that are 
technologically feasible while simultaneously 
minimizing costs.

In the past, many economic case studies have 
been published (Bell et al., 1996; Bell & Trigger, 
1998; Prat, 2002; Tera, 2008; Tonic, 2008). Each 
analysis uses a different model to identify the fiber 
length, ducts, etc. and different cost functions to 
determine those architectures that minimize the 
costs. In general, techno-economic evaluations 
can be performed at different levels as shown in 
Figure 12.

All listed modeling levels have their own 
assets and drawbacks. The focus of the techno- 
economic evaluations is to compare various 
numbers of different architectures to find those 
architectures which minimize costs. In this case, 
the basic modeling level is the best choice despite 
the drawback of large margins of errors.

Previous works often focused on the investment 
cost and operational expenses for different first 
mile solutions. This analysis will focus more on 
the comparison of network architectural options 
and influencing factors, which implies setting the 
focus on a comparison of the investment cost. 
Costs that have no effect on the comparison were 
left out (such as central office (CO) building, 
electricity, lasers, etc.).

Generation of Network Architectures

On the basis of the design conventions, all prac-
ticable architectures must be generated. All pos-
sible parameter identifications that correspond 
to an IC or DC WDM PON must be identified. 
The purpose is to find out which combinations of 
the number of stages, size of the WR, number of 
used inputs and the coarseness factor for IC and 
DC WDM PONs are technologically feasible and 
minimize the costs.

To determine these combinations, many opti-
mization methods like linear integer programming 
or other methods can be used. The number of 
possible network architectures is relatively small. 
Thus, another approach to solve the problem can 
be used. All the possible network architectures 
for a given number of users and for all possible 
numbers of wavelengths per user are generated. 
The next step is to compare the costs and identify 
the optimal parameter choice for a given number 
of users and wavelengths per user.

A developed design tool is composed of four 
parts (Figure 13). The first module generates all 
combinations of 



M  and 


N  in dependence of S, 
Mmin, Mmax and Nmax. Another required constraint 
is the size of the WR. At the moment, due to 
the technological constraints in the production 
process, a maximum size of the WR of Mmax=64 
is commercially available which is used to limit 
the number of architectures. The number of WRs 

Figure 12. Different levels of modeling the techno- economic evaluation for networks.
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increases stage by stage due to the design conven-
tion (V). Thus, the highest number of WRs is in 
the last stage. The maximum number of WRs in 
one stage is limited to 64. As a consequence, the 
maximum number of users can be determined by 
64x64=4,096 users.

The second module generates all vectors of 


I  
and c  (for both IC- and DC WDM PON archi-
tectures) in dependence of Uω and nω and then it 
moves through all the generated architectures from 
the first module. Those architectures that do not 
fulfill the design conventions will be excluded. 
Within the third module, the costs for all generated 
architectures are calculated. With the last module, 
architectures and costs can be analyzed.

In order to verify and to estimate the number 
of possible architectures for a given parameter 
configuration, considerations to both questions 
are explained in the next paragraph.

Starting with the number of theoretically pos-
sible architectures, without including the design 
convention, the number of architectures can be 
calculated by the well known equation of varia-
tions with repetitions

V n
n

k k( ) =  (38)

where k is a selection from n different ele-
ments.

As a consequence, the number of variations 
for N is nS-1 (S-1 due to the design convention (II) 

in which N1=1) and for M it is equal to nS. The 
maximum number of N is chosen at 64 which 
results in an n of 7 (V7

(S-1)). The size of the WR is 
limited between 4 and 64 and will lead to an n of 
5 (V5

(S)). From this it follows that all theoretical 
variations can be calculated simply by the multi-
plication of V7

(S-1) and V5
(S) (Figure 14).

The number of architectures in regard to the 
design conventions additionally depends on the 
number of wavelength per user Uω, the maximum 
number of wavelengths per fiber nω and on the 
number of stages S. The maximum number of 
architectures realizable can be calculated with the 
parameters Uω=1 and nω→∞ (last two columns in 
Figure 14). The maximum number of architectures 
in dependence of S generated by the design tool 
is shown in the last two columns in Figure 14 for 
IC and DC WDM PONs.

The number of possible architectures depends 
on S, nω, Uω, Mmin, Mmax and Nmax. As shown in 
the example in Figure 15, the number of possible 
architectures rises with the number of users. From 
this point in dependence of S, the number of pos-
sible architectures remains constant or declines. 
This means that each curve in Figure 15 has its 
own maximum. This maximum is recommended 
because it allows a high degree of freedom. This 
degree of freedom results in a higher number of 
minimum cost architectures and allows the choice 
of those architectures that best match the condi-
tions in the real world.

Figure 13. Flowchart of the functionality of the network design tool for single and multistage IC and 
DC WDM PONs.
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cost Performance

The objective is to identify architectures that 
minimize the costs. To compare all generated 
architectures, three distinct cost functions are 
defined. Only those costs are considered which 
allow a comparison of different architectures. In 
the economical evaluations, we have considered 
the costs for commercially available devices at 
the end of 2007.

To compare the variety of architectures, the 
cost function consists of three distinct cost por-
tions. The first one includes the cost of the WR. 

The coarseness factor of the WR is determined 
by the individual design of the star couplers and 
the integrated waveguides. The reported costs in 
Figure 16 have been provided by a manufacturer. 
It is appropriate to expect a drop in costs of WR 
manufacturing, thus the production volumes 
should increase. This scenario is likely to happen 
in the future as these devices will become more 
and more accepted as devices to set-up optical 
networks.

The second cost function takes into account 
the cable cost. The cable cost depends mainly on 
the number of fibers. The differences between 

Figure 14. Number of theoretical and practical multistage WDM PON architectures. Theoretically 
7,723,805 different architectures are possible. Due to the design conventions, only a fraction of the 
number of architectures is feasible. For an IC WDM PON, 7,785 possible architectures and 7,660 ar-
chitectures are possible for a DC WDM PON.

Figure 15. Example of the maximum number of multistage IC and DC WDM PON architectures in 
dependence from the number of users U with S between 1 and 5, nω=64, Uω=2, Mmin=4, Mmax=64, 
Nmax=64. In summary, 1199 different number of architectures are possible.
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them are significant. Thus, five different cable 
costs between 4 and 64 fibers are used in the 
economic analysis (Figure 17). This implies that 
each user is linked with four fibers. We suppose 
for simplicity that all the Is fibers in stage s are 
placed in one single cable.

The third cost function accounts for the instal-
lation cost (Figure 17) (Tan, 1997). It contains 
the cost of the installation and of the trenching 
building operation. Partial cable reuse is not taken 
into account and therefore it would overestimate 
the cable and installation costs if networks with 
more PONs had to be constructed.

For calculating the cable and installation costs, 
link lengths of all the cable links in a multistage 
WDM PON must be known to calculate the total 
cost. This is not an easy task because there are 
no area-wide commercial multistage WDM PON 

installations today. Therefore, link lengths must 
be assumed based on more traditional networks. 
(Mickelsson et al., 2002) shows that with a link 
length of 1,500m, 50% of all subscribers can be 
reached. Thus, the sum of the link lengths in a 
stage is always 1,500m (Figure 18). The length of 
the interstage links is also difficult to forecast. We 
assume a distribution as reported in Figure 18.

Performance Analysis

We consider the architectures with U=128, Uω=2, 
nω=64, Mmin=4 and Mmax=64. These numbers derive 
from a technological perspective and are freely 
chosen. The data obtained from the cost analysis 
function were first grouped by the number of stages 
S, and then each group is ordered by increasing 
costs per user. To get a clearly arranged view, 
the resulting costs are numbered in ascending 
order beginning with zero and act as an index, 
called architecture index (Figure 19). It should 
be noted that architectures with an architecture 
index of zero represents the WDM PON with the 
best cost performance. The sum of the three cost 
components is shown in Figure 19 The best cost 
performance architectures are those with S=5 and 
then closely followed by those with S=4. This is 
the result of the relatively higher cost of cable and 
installation compared with the WR cost.

cONcLUsION

The already enormous and ever increasing band-
width demand justifies the need for high-speed 
access networks. In particular, WDM technology 
is commonly viewed as the preferred choice in 
building such future high-speed access networks. 
In WDM networks, multiple wavelength chan-
nels operating at electronic transmission rates are 
supported in parallel to fully utilize the enormous 
potential bandwidth of a single optical fiber. Fur-
thermore, WDM PONs appear to be the preferred 
architecture for the development of highly flexible 

Figure 16. WR cost in dependence on the size at 
current commercially available devices at the 
end of 2006

Figure 17. Cable and installation cost in € per 
meter



252

Modeling and Techno-Economic Evaluations of WDM-PONs

future access networks.
To make sure that multistage WDM PONs can 

be considered as viable, promising alternatives 
to current access network developments such as 
WLAN and xDSL, several requirements have to 
be fulfilled. First, they have to be realizable and 
cost-effective. Specifically, commercially avail-
able low cost WRs, lasers and receivers are of 
high interest in this context. Second, they should 
provide scalability in terms of the number of 
wavelengths per user and in terms of the number of 
users. Third, they have to support an independent 
multi-provider solution and an independent multi-
service solution which results in an uncoupling 
between the network and the service provider.

The paradigm shift of at least one wavelength 
per user and service is the basis for further consid-
erations. It is a long-term and flexible alternative 
to the TDM PON currently being deployed by 
operators to support the extraordinary data traffic 
growth in access networks.

Further on, techno-economic evaluations 
of single and multistage WDM PONs are ac-
complished. Architectures minimizing the costs 
are identified. The selection depends on crucial 
requirements such as the number of users and the 
number of wavelengths per user.

Currently, the researched architectures have 
been restricted to tree topologies only. However, 
bus topologies are more fail-safe than tree topolo-

Figure 18. Link lengths in meters in multistage WDM PONs dependent on the number of WR stages. 
Links are numbered beginning at the CO and then going in the direction of the ONUs.

Figure 19. Total costs per user for the architectures received from the design tool with U=128, Uω=2, 
nω=64, lmax=1,500m, Mmin=4 and Mmax=64. Architectures are ordered by increasing costs.
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gies (q.v. self-healing in SDH) and thus a topic in 
optical access networks.

A constraint in the design process is the same 
number of wavelengths per user for all users. In 
a real deployment, this assumption limits the em-
ployment of multistage WDM PONs. As a result, 
the design rules must be adjusted. In case of using 
more than one wavelength per user, standards are 
needed to define which application is assigned to 
which wavelength. This means that a protocol must 
be developed to offer the exchange of the control 
information needed. Moreover, an intelligent 
scheduler is needed in the OLT to fairly assign 
the limited number of wavelengths to users and 
applications. This is an important topic and has 
the potential for future research activities.
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INtrODUctION - bAcKGrOUND

NGA stands for New Generation Access, a new 
concept associated with the future access network 
architecture that is capable for providing sufficient 
bandwidth to all present and forthcoming applica-
tions, thus removing the bandwidth barrier from 
the last mile for the next fifty years. It is closely 
related with NGN, the New Generation Network 
platform that will transform the existing, traditional 

TDM-based multi-network structure into a universal 
all-IP network.

Nobody denies that the future access network 
will eventually be an all-fibre network in a “fibre-
to-the-home” (FTTH) architecture, even though 
the offering of POTS (plain old telephony services) 
services over optical fibre requires a higher cost 
and imposes the need for local powering for opto-
electronic conversion, which is unnecessary in the 
case of copper access telephony. Most Telco have 
already taken the decision to adopt FTTH solutions 
in “Greenfield” network implementations, and in 

AbstrAct

This chapter offers a qualitative approach towards the development of the new generation access net-
work, based on FTTx implementations. After a brief description of the current state of traditional access 
networks and an estimation of the expected data rate per household in terms of services, the chapter 
examines all the available Network Technologies (FTTx), Access Technologies (xDSL, Ethernet and 
PON) for both P2P and P2MP development schemes and their relevant implementations. The prospects 
of NGA are also strategically examined in view of the complicated multi-player environment, involving 
Telco (ILEC and CLEC), regulators and pressure interest groups, all striving to serve their individual, 
often conflicting interests. The chapter concludes with an outline of the different deployment strategies 
for both ILEC and CLEC Telco.
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most countries, new-house cabling regulations 
are coming in force for assisting the provision 
for future installation of optical fibres inside the 
buildings.

What is still under strong debate in the telecom-
munication industry is not the final outcome of the 
access network evolution towards fibre, but the 
evolution stages and duration. If one looks into the 
history of the conventional copper based access 
network in Europe and the USA, it is clear that 
the whole process of development was both costly 
and highly time consuming. It took more than fifty 
years to built, the development was gradual and 
the cost gigantic. To replace the existing copper 
access network with a new overlay optical fibre 
network, even in urban areas and over a period 
of ten years, is a substantial challenge requiring 
a huge amount of funding that can be hardly jus-
tified by present day economics and the heavily 
competitive Telco environment.

An alternative approach that goes via a 
“fibre-to-the-cabinet with VDSL2” stage 
(FTTC+VDSL2) seems a more economic inter-
mediate step, because it takes advantage of the 
shorter copper lengths (<500m) of the existing 
distribution networks in order to deliver data rates 
of above 50 Mb/s to most of the customers at a 
small fraction1 of the FTTH cost. If it was only 
a matter of economics, nobody could honestly 
argue against the combination of FTTC+VDSL2 
as the most viable solution for NGA development, 
particularly in areas with an existing copper net-
work infrastructure. Nevertheless, in the present 
day complicated telecommunication environment, 
the strategy2 of the individual players in view 
of their contrasting interests may also play an 
equally important role that cannot be ignored. It is, 
therefore, essential to understand the basic NGA 
development strategies and assess all the different 
implementation scenarios from the perspective 
of each player.

The present chapter is divided in six sections 
examining: the traditional structure of the access 
network, the present and future services in terms 

of their bandwidth requirements, the available 
network and access technologies, different NGA 
network implementations and deployment strat-
egies. The content of this chapter reflects the 
personal views of the author, which by no means 
imply official OTE policy.

DEFINItIONs: tHE trADItIONAL 
strUctUrE OF tHE 
AccEss NEtWOrK

In accordance with the European Telecommu-
nications Standards Institute (ETSI), the access 
network is defined as the network part that links 
the subscriber to its local exchange (LE) includ-
ing the primary network also known as feeder, 
the secondary or distribution network and the 
customer or drop segment as shown in Figure 
1. It is also often referred to as the Local Loop, 
Copper Loop or Last Mile.

Even though, in most cases, the three-segment 
“modular” design depicted above is followed, 
in some exceptions and for large customers (i.e. 
ministries, banks, hospitals, police etc.) the pri-
mary network may be directly terminated into 
the customer’s premises in a “fixed-feeder like” 
network approach3.

The access network was originally designed 
and gradually built over the last fifty years to 
provide ordinary telephony (POTS) services to 
customers. It employs cables consisting of un-
shielded twisted copper pairs or quads4, that start 
from the Main Distribution Frame (MDF) of the 
LE and terminate at the Network Termination 
Equipment (NTE) at the subscriber premises.

The primary network contains a number of 
high capacity cables of up to 2,400 pairs that start 
from the LE, split in smaller capacity cables of 
up to 400 pairs at intermediate junction points 
in a tree-like topology, covering the LE area and 
eventually terminate at outdoor cross-connect 
cabinets (XCC). The cables of the primary net-
work are usually dry, kept under pressure and are 
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positioned in pipes.
The secondary network starts from the XCC 

and contains a number of smaller capacity cables 
(from 10 to 100 pairs) that develop in a star-like 
topology around the cabinet and terminate either 
at the termination box of the customer building 
(inside or outside) or on a pole situated near the 
customer building. There follows the distribution 
network with indoor or outdoor cabling using 1 
or 2 pairs for each subscriber.

According to the BOBAN5 project, the access 
network configuration of different European 
Public Network Operators (PNO) is outlined in 

Table 1.
The access network cables are of different 

age and technologies6, they have over the years 
received numerous maintenance works and their 
current state is largely uncertified. They use con-
ductors with diameters of 0.47 and 0.6mm and 
more rarely 0.8 and 0.9mm8. For uniform spans, 
the maximum cable length for each conductor di-
ameter is limited to 3.5 – 6.0 – 8.0 and 9km respec-
tively. Even though uniform spans with conductors 
of 0.4 and 0.6mm diameters are preferred, there 
are cases where, in order to increase the reach, a 
mixed use of 0.4 and 0.6mm conductor cables is 

Figure 1. Traditional European Access Network Development

Table 1. Results from EURESCOM Project P614 questionnaire to European ILEC 

Network Structure Primary Network 
1st Segment

Secondary Network 
2nd Segment

Distribution Network 
3rd Segment

Average Cable Length (m) 
Urban areas 
Rural areas

500 – 2,000 300 – 1,000 
100 – 1,000

50 – 100

Pairs per segment (on average) 400 – 2,400 10 – 200 1 – 2

Conductor diameter (mm) 0.4 – 0.6 0.4 – 0.6 0.4 – 0.8

Percentage of used pairs per 
section

65% 50% 100%

Average subdivision of copper network

Urban/Metropolitan: Ducts 80%

Sub-Urban: Ducts / directly buried 50% / 30%

Rural: Aerial 80%
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allowed without the use of impedance matching. 
Uniform spans with 0.8 or 0.9mm conductors are 
only used to provide telephony services to isolated 
settlements distant from the LE.

The XCC is the main passive flexibility point 
for accessing the copper pairs of the main and 
distribution networks. It comprises of a metal or 
plastic outdoor cabinet of the appropriate dimen-
sions9 situated on a plinth to protect from flood-
ing, and contains cross-connection elements10 
for the termination of the primary and secondary 
network cables. The total number of customers 
served by a XCC varies from 150 to 600 for dif-
ferent operators11, and depends on the population 
density and overall network design. Denser areas 
are associated with larger XCCs, while smaller 
XCC usually indicate shorter secondary network 
lengths. Figure 2 shows the different XCC used 
by OTE12 and their internal organization.

The termination or terminal box (TB) repre-
sents the closest to the customer Telco-owned 
flexibility point. It is situated either within the 
building, connected to the interior network of 

multi-apartment buildings, or in the external plant, 
wall-mounted or pole-mounted. Both indoor and 
outdoor TB are metal or plastic and contain copper 
cable termination and cross-connection blocks or 
strips. The indoor boxes, also called “escalit”, are 
bigger to allow for the termination of up to 100 
copper pairs (for external and internal cabling 
purposes), while outdoor boxes are smaller and 
offer a termination capacity of 10 to 20 pairs. The 
distribution from the outdoor boxes to the indi-
vidual customer is provided using self-supporting 
cables13 of 2 or 4 pairs.

From the above, it is clear that the ability of an 
operator to provide broadband services through 
the existing access network is clearly affected by 
the individual dimensional characteristics of their 
access network. Some interesting data reported 
by European Telco14, related to their access net-
work coverage, are presented in Figure 3 and 
Figure 4 for the primary and secondary networks 
respectively.

The corresponding figures related to the aver-
age number of household served from XCC and 

Figure 2. OTE XXC cabinets (new and old types) allowing for up to 1,200 and 750 pair terminations 
respectively. A primary to secondary cable pair ratio of 2:3 is used.
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TB are reported in Table 2.
From the above, it is clear that in most coun-

tries, about 50% of the total number of customers 
on average, are situated within 2,000m from the 
MDF of the LE. The situation appears to be more 
favorable for the European Operators, having 
shorter access networks due to denser population, 

when compared to those in the USA, as shown 
in Figure 5.

Figure 3. Reported primary network coverage for ILEC operators [ITU-T FS-VDSL FGTS Part 1: 
Operator requirements, p. 26].

Figure 4. Reported secondary network coverage for ILEC operators [ITU-T FS-VDSL FGTS Part 1: 
Operator requirements, p. 26].
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NEtWOrK sErVIcEs

Services is what adds value to a network, with-
out them, telecom networks are like highways 
without cars, unused empty lanes without traffic 
and no significant revenues from tolls to finance 
maintenance and justify their existence. Some 
argue beforehand, “Give us the applications that 
require bandwidth enough to justify the network 
investment, give us a killer application”. Others 
support that by providing the bandwidth by itself 
at a low price will create the applications and will 
generate the expected growth in the same way S/W 
and H/W did for the computer industry.

To the author’s knowledge, there is no “killer 
application” in telecommunications that could, 
by itself, justify the vast investment required for 
NGA deployment. There is, however, a consid-
erable number of applications, outlined in Table 
3, which, when served by a common IP-based 
platform16, can provide sufficient economy of 
scale for low enough pricing to stimulate growth 

and generate revenues.
Table 3 refers to specific services of voice, 

audio, video and data and their requirements in 
terms of bandwidth, quality of service (QoS), 
delay, packet-loss, flow and type. Event though 
these services are constantly evolving and their 
transmission requirements over then next five 
years are likely to change, one can estimate that 
the future average household bandwidth require-
ments for 1 HDTV (high-definition television) 
and 2 SDTV (standard-definition television) 
channels, 2 gaming channels, 2 voice video calls 
and a high speed internet connection will exceed 
20 Mb/s17.

To understand the nature and development of 
future multimedia services one must appreciate 
the difference between the provision of services 
over the general Internet, which only supports one 
“best effort” class of service, and the provision of 
services from managed networks, that can support 
a wide range of QoS parameters for individual 
services and applications.

Table 2. Average number of household served at various points of the access network 

Operators 1 2 3 4 5 6 7 8 9 10 11 12

XCC 250 600 250 500 250 200 350 500 400 300 350 110

TB 20 25 20 8 4 12 7 8 4 n/a 10 7

Figure 5. Cumulative distribution of copper line lengths15
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Most European Telco are getting ready to 
rollout new multimedia services, mainly IPTV 
(Internet Protocol TV) and VoD (video on de-
mand). Despite great efforts by equipment vendors 
and high profile industry collaborations there are 
still several roadblocks, ranging from the lack of 
an overall standardisation framework, low profit 
margins and the threat of competition from the 
Internet.

To evaluate the effect of emerging services on 
access bandwidth requirements it is important to 
consider demand forecasting over the next 5 years. 
Published data from studies using extrapolation 
techniques18 point out that the transmission re-
quirements of multimedia services for an average 
household are likely to increase from 20 to above 
50 Mb/s in the next 5 years, subject to individual 
demand, demographics etc.

NEtWOrK tEcHNOLOGIEs

The employment of optical fibre in the access 
network is served by a group of network technolo-
gies referred to as FTTx (Fibre To The x), where 
x implies the degree of fibre penetration into the 
network. Even though the term has not been stan-
dardized the most common variants include:

Fibre to the cabinet or curb (FTTC)• 
Fibre to the building (FTTB)• 
Fibre to the home (FTTH).• 

Others24 include FTTN (fibre-to-the-neigh-
bourhood), FTTO (fibre-to-the-office), FTTP 
(fibre-to-the-premises), FTTU (fibre-to-the-user) 
and FTTD (fibre-to-the-desk).

Table 3. Types and QoS requirements of multimedia services [SOURCE: Sigurdsson, H. M. (2007), 
Ch.2, p. 91] 

Category Service Download Upload QoS Delay PLR19 Flow Type

Voice
PSTN 64 64 CBR20 150 1% two-way unicast

VoIP 30 30 rt-VBR21 400 3% two-way unicast

Audio

Audio-conferencing 128 rt-VBR two-way multicast

Audio-on-Demand 256 rt-VBR one-way unicast

Broadcast Audio 128 rt-VBR one-way multicast

Video

Broadcast SDTV @ MPEG-2 4.000 CBR one-way multicast

Broadcast HDTV @ MPEG-2 15.000 CBR one-way multicast

Broadcast SDTV @ MPEG-4 2.000 CBR one-way multicast

Broadcast HDTV @ MPEG-4 8.000 CBR one-way multicast

Video-on-Demand SDTV 2.000 CBR one-way unicast

Video-on-Demand HDTV 8.000 rt-VBR one-way unicast

Video-telepony 384 384 rt-VBR two-way unicast

Video-conferencing 384 384 rt-VBR two-way multicast

Data

File Transfer 1.000-5.000 UBR22 one-way unicast

WWW 256-1.000 ABR23 one-way unicast

E-mail 1.000 UBR one-way unicast

Peer-to-peer 5.000 UBR two-way unicast

Instant Messaging 10 ABR two-way unicast

Gaming-on-Demand 1.500 CBR 100 two-way unicast
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Fttc

FTTC stands for fibre-to-the-cabinet (or Curb) 
and considers the use of optical fibres up to an 
active cabinet, placed on the street pavement or 
curb, serving a group of customers (from 50 to 
500) via the existing copper distribution network. 
Given the present access network topology, the 
most suitable place for installing the active cabinet 
seems to be the existing cross-connection cabinet 
(XCC), with the fibre replacing only the feeder 
cable, that links the XCC to the local exchange 
(feeder network), and retaining the secondary 
network to connect to the customer premises, as 
shown in Figure 6.

FTTC deployment requires the installation of 
an outdoor cabinet for housing the active equip-
ment. The cabinet must be such as to house and 
protect the active equipment from the outside en-
vironment25, ensuring its normal and undisturbed 
operation. Even though different deployment 
scenarios may be considered26, in the general 
case, the active equipment inside the cabinet 
must be properly sized to cover the requirements 
of all the customers, providing services such as 
POTS, VoIP, ISDN (Integrated Services Digital 
Network), DSL-based (Fast Internet, IPTV, VoD), 
leased lines etc.

An outdoor cabinet must contain both active 
and passive equipment as described below:

Active equipment for providing both • 
broadband and narrowband services. In 
the general case two different sub-racks 

may be employed, namely a TDM-based 
flexible multiplexer for providing POTS 
and ISDN services and a DSLAM (DSL 
Access Multiplexer) for providing xDSL 
services (normally VDSL2). In most recent 
implementations, a single sub-rack in the 
form of MSAN27 may be used for provid-
ing both narrowband and broadband ser-
vices, thus saving cabinet space and power 
requirements, though MSAN technology 
still lacks maturity. In some cases might be 
also useful to include the installation of an 
Ethernet Switch inside the cabinet in order 
to aggregate flow from the DSLAM and 
FE services, offered directly to customers 
from the cabinet over fibre. In all cases, ac-
tive equipment placed in outdoor cabinets 
must be temperature hardened, to withstand 
higher temperatures of up to 60oC during 
summer without the need for air condition-
ing, and lower temperatures down to -20oC 
during winter.
Transmission equipment for serving the • 
above sub-racks. DSLAM, MSAN Switch 
or ONU/ONT28 equipment requires an 
Ethernet connection (FE or GE) for all 
Ethernet based services, usually served by 
a dark fibre connected to an access switch 
at the local exchange. TDM based flex-
ible multiplexers require V5.2 NxE1 con-
nections to an OLT29 equipment at the lo-
cal exchange, served by optical “widelink 
modems”30 or SDH (Synchronous Digital 
Hierarchy) transmission equipment.

Figure 6. FTTC network outline with active cabinet placed on existing XCC location
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A powering unit, local or remotely fed, for • 
powering the active equipment. For local 
powering a meter is usually necessary, for 
measuring the power consumption31, to-
gether with a rectifier, for providing the 
-48 V required by the active equipment, 
and batteries backup in case of local power 
failure32. In case of lower power require-
ments (<500W), remote power from the 
local exchange may be used33 with suffi-
cient copper pairs34 from the feeder cable. 
Both dc and ac remote powering have been 
considered35, either from the exchange or 
from an outdoor power cabinet using clus-
tering techniques36. Remote power feeding 
requires the installation of a remote power 
unit at the cabinet, which is fed by the cen-
tral office unit using telecom copper pairs. 
No batteries are required with significant 
space and maintenance cost savings, since, 
in case of power cuts, back-up powering is 
provided by the local exchange. The choice 
between local and remote powering de-
pends on power requirements37, cost, avail-
ability and national safety limitations. In 
both cases, a PDU38 is useful for providing 
powering connections to the active equip-
ment with the appropriate safety fuses.
A Local Distribution Frame (LDF) is re-• 
quired for the provision of both narrowband 
and broadband services to the customers. In 
most cases, it is highly desirable to main-
tain the LDF of the XCC by integrating it 
into the cabinet structure, thus avoiding the 
construction work necessary for connect-
ing the existing distribution network to the 
new cabinet. The cabinet space required 
for the LDF depends on the dimensioning 
of the active equipment. Sufficient space 
must be available for the termination of 
the narrowband and broadband sub-racks, 
the housing of the MDF splitters and the 
termination of the distribution network. 
For a cabinet of up to 300 customers and 

a 2/3 ratio between feeder and distribution 
networks, a termination space for 1,050 
pairs39 is required at the LDF.
An Optical Distribution Frame (ODF) is • 
required for the termination of the optical 
fibre cable linking the outdoor cabinet with 
the local exchange. Even though in most 
cases, a 12 fibre termination may seem suf-
ficient, higher termination capacities may 
be useful for future applications (i.e. for 
providing from the cabinet FE services to 
customers over fibre etc.).
A temperature controlling unit for the ac-• 
tive equipment inside the cabinet; its type 
and dimensioning depends on the power 
dissipation requirements of the cabinet. 
Cooling is more important to southern 
countries, where during the summer the 
external temperature may rise as high as 
50oC. Different cooling schemes can be 
used, varying from free-cooling with fans 
and dust filters, to heat-exchangers of 
various sizes and air conditioning units. 
The latter are usually avoided, since their 
power requirements quickly exhaust the 
battery back-up power in case of power 
cut. For smaller cabinets free cooling with 
dust-filter offers a good low cost solution, 
with additional maintenance cost required 
for the filters and the fans. The heat ex-
changer seems a more attractive solution 
for medium and large size cabinets, with 
improvements in efficiency and fan noise 
reduction. A recent 3M product, with the 
commercial name “Thermosyphon™”40, 
is also expected to provide an efficient at-
tractive alternative for cooling. Heating is 
also important to northern countries, where 
during winter the outdoor temperature can 
go as low as -30oC. Since in normal opera-
tion, the equipment generates enough heat 
to be within its normal temperature oper-
ating levels, it is often only necessary to 
provide a heating element with a fan for 
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cold start up41.
Finally, a unified management system that • 
will control the operating conditions inside 
the outdoor cabinet is required. A group of 
sensor elements will be used to detect un-
authorized entrance, temperature, humid-
ity and smoke levels, while other detectors 
will manage the cooling fans, the power 
supply and the batteries. A remote man-
agement unit will multiplex the individual 
sensor signals into a single management 
signal (usually with FE interface), which 
will be transmitted as in-band or out-band 
information to the local exchange central 
management unit. Note that the active 
equipment (DSLAM, MSAN, switch and 
transmission system) also has its own man-
agement system, which is usually transmit-
ted to a dedicated NMS.

Even though significant work has been carried 
out in attempts to standardize a broadband cabinet 
for outdoor use42, it usually acts as basic guidelines 
and each Telco prefers to design cabinets best 
suited to its individual requirements.

Some Telco have even considered the pos-
sibility of grouping customers from more XCCs 
into a bigger group of 500-1,000 customers, to be 
served by one active cabinet (see Figure 7), thus 
reducing the overall number of active cabinets 
required, with the following implications:

A bigger customer group requires bigger • 
space for the active equipment, increasing 
the cabinet size and the space requirements 
on the pavement, which may also be sub-
ject to additional “space coverage fees” to 
the local authorities or municipalities.
By grouping customers from more XCCs • 
it is necessary to connect the distribution 
network of each XCC to the active cabinet, 
requiring additional construction work that 
increases the overall cost.
Higher customer groupings need active • 
equipment of bigger capacity, that requires 
higher power consumption, making local 
powering with power meter and battery 
buck-up a unique solution (remote-pow-
ering is not an option for power require-
ments above 500 W), which will increase 
both space and cost.

It seems, therefore, more attractive to consider 
a one to one correspondence between active equip-
ment cabinets and XCCs, with the possibility of 
integrating the existing LDF of the XCC into the 
new cabinet, even at the expense for more ac-
tive cabinets43. This approach has the following 
advantages:

Small DSLAM or MSAN equipment for • 
serving from 100 to 200 customers is usu-
ally sufficient, requiring limited space and 
low power dissipation. This has a marked 

Figure 7. FTTC network outline with one active cabinet serving more XCC cabinets
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effect on the overall cabinet dimensions. 
Lower power requirements make remote 
powering a viable alternative, further re-
ducing the space requirements by removing 
the need for meter and back-up batteries.
Lower power dissipation makes heat man-• 
agement inside the cabinet easier. For 
small DSLAM/MSAN a free cooling sys-
tem with a filter and two fans is often suffi-
cient, though some vendors44 allow the use 
of closed cabinet systems, eliminating the 
maintenance cost for filters and fans.
A small active cabinet can be more eas-• 
ily integrated with an existing XCC into a 
single unit. The new cabinet can be usually 
situated on the same footprint of the exist-
ing cabinet, with only an increase in height 
required. Some small increase in depth and 
width might also be necessary, though the 
changes in footprint are not severe enough 
to require additional licensing from the lo-
cal authorities.
By utilizing the LDF of the existing XCC • 
there is no need for additional network 
works, in order to gain access to the distri-
bution network, minimizing both construc-
tion cost and service interruption during 
implementation.

The use of a large number of outdoor cabinets 
has also a marked effect on the OPEX, both for 
service provisioning and equipment maintenance. 
The provisioning of a DSL service normally re-
quires some patching at the local exchange, which 
now has to be done at the cabinet site, increasing 
the operational cost. This can be partly or fully 
eliminated at the expense of CAPEX by employ-
ing AMDF equipment or using DSL-ready tech-
niques45. Equipment maintenance, that includes 
both proactive (filter cleaning, fan replacement, 
battery servicing etc.) and reactive maintenance is 
a substantial OPEX contribution which character-
izes FTTC deployment. This can be reduced by 
employing environmentally hardened equipment 

for external use.

Fttb

FTTB stands for fibre-to-the-building and is the 
next transition stage towards the evolution of an 
all-fibre access network. By the term building, we 
usually refer to multi-apartment houses and not 
individual homes, where FTTB becomes identical 
to FTTH. Though the number of apartments per 
building may vary at different countries46, for most 
European countries a typical size of 10 apartments 
per building may be considered satisfactory.

As shown in Figure 8, for a FTTB implementa-
tion an optical fibre cable must link every build-
ing to its local exchange. Point-to-point (P2P) or 
point-to-multipoint (P2MP) topologies may be 
employed, with 2 to 3 fibre pairs dedicated per 
building for redundancy purposes. The optical 
fibres must enter the building and terminate inside 
a small ODF at the building entrance, close to 
the building internal cabling box. An agreement 
of the building owner or owners is necessary for 
gaining access to the building.

The active equipment to be placed inside the 
building may consist of a small DSLAM, MSAN, 
switch or other active equipment with a capacity 
to offer the building customers with all the exist-
ing services, including POTS, ISDN, DSL-based 
(Fast Internet, IPTV, VoD), leased lines etc. This 
equipment has to be properly installed inside a 
small indoor cabinet, positioned at an appropriate 
place inside the building, close to the ODF and 
the internal cabling distribution frame (ICDF) that 
gives access to the individual apartments. The 
power for the active equipment must be provided 
locally (using a common or separate power me-
ter). For placing the small indoor cabinet inside 
the building, the Telco need to be granted access 
from the building owner or owners, which may 
not be easy for multi-ownership buildings.

The basic structure of an indoor cabinet, to be 
placed inside the building, must contain both active 
and passive equipment, as described below:
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Active equipment in the form of a mini • 
DSLAM/MSAN or switch or other ac-
tive equipment for providing services to 
the building customers. Even though dif-
ferent deployment FTTB scenarios have 
been examined47, the active equipment will 
have eventually to provide all the offered 
services (legacy and DSL-based), cutting-
off the copper link to the building from the 
local exchange. For space economy, it is 
desirable to use a single sub-rack (namely 
MSAN) for all services. A capacity of 12 to 
24 ports should be enough to cover all the 
requirements of a medium sized building.
The active equipment must have a FE/GE • 
uplink for connection to the local exchange 
via a dark fibre pair, so no transmission 
equipment will be required.
The active equipment will be directly con-• 
nected to the building ODF using a pair of 
patch-cords, so there will be no need for 
an additional small ODF inside the cabi-
net. The patch-cord path between the cabi-
net and the building ODF must be relative 
short and carefully protected.
Power for the active equipment must be • 

provided locally by the building owner, us-
ing a common or separate meter. Remote 
powering seems an unlikely option. The 
use of a separate meter seems compulsory 
in a multi-Telco building environment, in 
which case sufficient space must be re-
served inside the cabinet. The active equip-
ment must be preferably ac powered, or al-
ternatively a small rectifier must be used 
to provide the -48V, required for operation. 
In this case a small PDU may also be use-
ful for providing powering connections to 
the active equipment with the appropriate 
safety fuses. The use of batteries for back-
up powering must be also considered, par-
ticularly for the provision of POTS services 
(life line) in case of power cuts.
A Local Distribution Frame (LDF) is re-• 
quired for terminating the active equipment 
ports and connecting to the ICDF building 
box. The size of the LDF must be such as 
to allow:

A 50-pair IDC termination block  ◦
for the active equipment (12 to 24 
ports).
A 50-pair IDC termination block for  ◦

Figure 8. FTTB network outline for P2P and P2MP implementations
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bridging to the ICDF building box. 
A 50-pair cable must be used for the 
LDF- ICDF bridge.
Sufficient space for the splitters.  ◦
Some space savings can be achieved 
by employing MDF splitter blocks 
that combine narrowband and broad-
band services.

Since the active equipment is housed in-• 
side the building no temperature control-
ling unit is necessary.
A management system for controlling the • 
active equipment and the operating con-
ditions inside the indoor cabinet may be 
considered. Sensor alarms for unauthor-
ized cabinet entrance, high temperature, 
humidity and smoke could be monitored 
particularly in a multiple-Telco building 
environment. The active equipment must 
also be individually monitored by its NMS 
system.

For new buildings, it might be easier to 
standardize48 the building entrance, the type and 
position of the ODF and the indoor cabinet with 
the active equipment. This can be further compli-
cated if multi-Telco access to different building 
apartments is required. The use of a Telco room, 
for allowing different Telco to position their ac-
tive equipment does not seem a likely option, 
since it increases the space requirements inside 
the building.

The situation is even more complicated in 
existing buildings, where some construction work 
inside the building is necessary, the position of 
the ODF and the indoor cabinet placement is not 
uniquely defined, and an agreement of all the 
apartment owners is required before entering 
the building. Experience shows that entering an 
existing multi-owner building will be a rather 
complicated and time consuming issue.

In economic terms FTTB deployment is 
characterized by increased CAPEX and OPEX, 
compared to FTTC. The smaller capacity49 of 

the active equipment placed inside the building 
increases the cost per port and the small number 
of potential broadband customers allows for poor 
port utilization. Additionally, the presence of a very 
large number of active nodes (one per building) 
increases the OPEX, both for service provisioning 
and equipment maintenance. The provisioning of 
DSL services and equipment maintenance has to 
be performed at the building site, increasing the 
overall cost and raising questions on easy access. 
Service provisioning may be greatly assisted, at the 
expense of CAPEX, by employing small AMDF 
equipment or using DSL-ready techniques50 for 
all the potential customers.

FttH

FTTH stands for fibre-to-the-home and is target 
of the evolution towards an all fibre network. By 
the term home we usually refer to an apartment 
inside a multi-apartment building or an individual 
house.

As shown in Figure 9, for a FTTH implementa-
tion an optical fibre pair (normally two pairs for 
reasons of redundancy) must link every house to its 
local exchange. In the external network either P2P 
or P2MP topologies may be employed. An optical 
fibre cable of sufficient capacity must enter the 
building and terminate inside the “main building 
ODF”, which acts as the interface between the 
external and internal optical networks.

For multi-apartment buildings an internal fibre 
optic network must be developed inside the build-
ing, linking each apartment to the “main building 
ODF”. One or more fibre pairs must be reserved 
for each apartment.

For new buildings the network can be pre-
installed using single mode fibres or provisions 
can be made with the installation of multi-tube 
ducts and sub-ducts, which allow fibre bundles 
to be installed by blowing at a later stage. In 
most European countries standardization for new 
buildings provides all the necessary utilities for 
the future installation of optical fibres to all the 
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apartments with the minimum of effort.
The situation is significantly more difficult 

with old buildings, most of which do not have 
the available path-ways for the installation of 
fibre cables to the apartments, and require the 
construction of internal wall-mounted cabling. 
The outline of such a network consists of:

A vertical part, that rises from the main • 
building ODF to the intermediate “floor 
ODF-boxes” (one per building floor), for 
connecting to the floor apartments. The 
vertical part is wall-mounted, usually fol-
lowing the path of the building stair-case or 
elevator. Ideas for wall-mounting outside 
the building have also been considered, 
though their installation is more difficult 
and may cause reaction from the owners, 
since it may alter the building appearance.
A horizontal part that extends from each • 
“floor ODF-box” to the “apartment ODF-
socket” in a star-like configuration. The 
horizontal part is also wall mounted on 
path-ways, carefully constructed to fol-
low wall crossings, while retaining the 
minimum curvature required for optical 

fibres51, and enters through wall drillings 
to reach the “apartment ODF-socket” with 
the minimum of disturbance.
The in-house distribution part, from the • 
ODF-socket of the apartment to the termi-
nations of the different apartment rooms, 
namely the office, sitting-room, bedrooms 
etc. Once the fibre pair is terminated at the 
active equipment or ONT52, different tech-
nologies can be used to distribute the dif-
ferent services (POTS, Fast Internet, IPTV/
VoD etc) to the relevant home appliances, 
including UTP (Unshielded Twisted Pair) 
cabling, WiFi or PLT53.

A more popular approach utilizes multi-tube 
sub-ducts to construct both the horizontal and ver-
tical parts of the inter-building network, allowing 
spare tubes at each “floor ODF/Box” for future 
apartment connection. To connect an apartment 
all that is required is to establish tube continuity 
between the relevant horizontal and vertical parts 
(at the “floor ODF-box”) of the internal network 
and blow a fibre bundle between the main build-
ing ODF and the apartment ODF-socket, thus 
eliminating the need for an intermediate fibre 

Figure 9. FTTH network outline P2P and P2MP implementations with internal optical network
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splice per connection. Note that all ducting and 
fibre cable components must meet the safety 
regulation for internal use regarding flammabil-
ity54, having adequate fire resistance and smoke 
producing characteristics.

The construction of an internal fibre network 
inside an existing multi-apartment building is 
expensive55 and may also prove to be difficult, 
since major works (wall drillings, wall mountings 
etc.) have to be performed in areas of common 
ownership, and the agreement of all the owners 
is usually required before access can be granted. 
It is still debatable to whom the internal cabling 
cost must be charged; the Telco, the building 
owners56 or the government in a form of subsidy. 
Even though the Telco might be the more likely 
candidate, the situation becomes more compli-
cated in the case of multiple-Telco access in the 
same building.

The active equipment (ONT) in a FTTH 
implementation is in a form of an optical modem 
or switch, with all the relevant interfaces for the 
applications provided, namely POTS, possibly 
ISDN, VoIP, Fast Internet, IPTV/VoD. For some 
applications multiple interfaces may be required, 
including WiFi. The equipment is ac powered, and 
some form of built-in back-up powering57 must be 
provided to ensure that at least a minimum POTS 
life-line service is maintained in case of electric 
power outages.

Some form of centralized ONT management 
by the Telco is also desirable.

The ONT is positioned close to the “apartment 
ODF/socket” and is connected to it using a pair 
of short patch-cords. The connection of the ONT 
interfaces with the relevant home appliances is 
made via the in-house distribution network.

In terms of Telco CAPEX, the major cost 
concerns the construction of the outer and inner 
networks, while the cost of the active equipment 
may be transferred to the customer58.

In terms of OPEX, FTTH promoters claim to 
be the minimum possible59, since the ONT is not 
maintained by the Telco. This, however, is only 

true, provided the active equipment reaches a 
form of standardization and maturity comparable 
to that of a DSL modem, which is not currently 
the case. Since then, a form of 24-hour technical 
support must be provided to the customer services, 
which for an extended customer base may result 
in a much higher OPEX.

AccEss tEcHNOLOGIEs

xDsL technologies

DSL stands for Digital Subscriber Line and is 
today’s dominant technology for providing broad-
band services over telephony to a large number of 
customers using the traditional access network. 
Its major success may be attributed to the fact 
that the service can be directly provisioned from 
the local exchange with minor network opera-
tions. The outline of a DSL broadband network 
is described in Figure 10.

A DSL broadband connection is set between 
the subscriber modem and the DSLAM60 at the 
local exchange. The DSLAM acts as multiplexer, 
combining data streams from a number of differ-
ent subscribers into a single data stream signal, 
and, using ATM or Ethernet transmission tech-
nology61, forwards it towards a BRAS62 server, 
which provides access both to the ISPs63 and the 
IP core network.

ADSL2+ is the most recent standardised64 
version of the ADSL variant. ADSL stands for 
Asymmetric DSL and offers asymmetric data 
transmission over telephony65 over a conventional 
telephony line, with a significantly higher data rate 
in the downstream66 direction. ADSL2+ offers a 
downstream of up to 24 Mb/s, with a maximum 
upstream67 of 2 Mb/s. This can be achieved over 
2.2 MHz of the copper wire spectrum, by employ-
ing an advanced modulation technique known as 
DMT68.

The data rates achieved by ADSL2+ connec-
tions are seriously affected by a number of factors, 
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the more serious being the cable distance between 
the subscriber and the DSLAM. Even though a 
nominal data rate of up to 24 Mb/s may be offered 
to a subscriber, the modem can hardly deliver 
more than 2 Mb/s if the cable distance exceeds 
3 km, for a copper pair diameter of 0.4 mm. The 
performance becomes even worse if the multi-pair 
feeder cable is filled up with a large number of 
DSL services, which interfere with each other, 
reducing the S/N (service to noise ratio) with a 
marked effect on the effective bit rate of all the 
connections69. Thus in practice, the high bit rates 
of ADSL2+ are only available to a small percent-

age of the customers that are situated close to the 
local exchange.

VDSL2 is the latest development70 of the xDSL 
family and has the potential of replacing ADSL2+, 
becoming the major DSL variant. VDSL2 stands 
for the 2nd version of Very high bit rate DSL and 
can be considered as an extension of ADSL2+. 
It can operate at different spectral profiles, as 
shown in Figure 11, providing both symmetric 
and asymmetric services.

The asymmetric operation offers downstream 
data rates in excess of 100 Mb/s, effective over 
cable distances of up to 500m from the DSLAM. 

Figure 10. Basic ADSL architecture

Figure 11. VDSL2 band-plan – profile 30a (30 MHz bandwidth – 8.625 kHz tone spacing)
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Figure 12 shows a comparison between the per-
formances of ADSL2+, VDSL71 and VDSL2 in 
terms of downstream data rates as a function of the 
cable distance between subscriber and DSLAM72. 
Note that beyond a certain distance of 1.500m 
the VDSL2 operation is fully compatible with 
that of ADSL2+.

The symmetric operation offers data rates 
of above 50 Mb/s over cable distances of up to 
500m.

It is clear that in order to take full advantage 
of the very high bit rates available by the VDSL2 
technology, the maximum cable distance between 
the DSLAM and the subscriber must be limited 
below 500m. This can be achieved by including 
VDSL2 in FTTC/B implementations. A small 
DSLAM, containing VDSL2 cards, can be placed 
inside the active cabinet (outdoor or indoor), 
taking advantage of the short copper length of 
the distribution network or the internal building 
cabling in order to provide very high bit rate 
broadband services, comparable to those offered 
by optical fibre.

MSAN is a DSLAM, which can be equipped 
with a variety of cards for offering both narrow-
band (POTS, ISDN, TDM-based leased lines) and 
broadband services (ADSL2+, VDSL2, FE etc.). 
The technology is rapidly becoming available, 
though it has not yet reached maturity74.

Ethernet technologies

Ethernet has over the recent years become the most 
widely used technology. It started as a protocol 
for local area networks and has been extended 
into both metro and wide area networks. There 
is an installed base of over 500 million Ethernet 
ports. As a result, Ethernet components are highly 
reliable and low cost, available worldwide. Using 
Ethernet as an access technology allows IP and 
Ethernet protocols to be directly applied in the 
access network75, avoiding the cost and complex-
ity of protocol conversion necessary with other 
implementations. In addition network managers 
can take advantage of available management tools 
designed for the Ethernet network.

The employment of Ethernet in the access 
network is widely known by the term EFM, which 
stands for “Ethernet in the First Mile”, and has 
been standardized by the IEEE as the 802.3ah 
standard76. According to the standard, three dif-
ferent physical transport schemes are considered, 
as shown in Figure 13. Two implementations use 
point-to-point (P2P) Ethernet links over either 
copper wires or optical fibre for connecting 
users directly to the local exchange, while the 
third implementation uses a point-to-multipoint 
(P2MP) configuration known as EPON77. Table 
4 illustrates the physical characteristics of the 

Figure 12. Comparative performance of ADSL2+, VDSL and VDSL2 in terms of span73
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three implementation schemes according to IEEE 
standardization.

In addition to IEEE, ITU-T recommendation 
G.98579 gives the specifications for a 100 Mb/s P2P 
Ethernet-based optical access system. The main 
P2P scenario considers dedicated fibre running 
between the local exchange and the individual 
subscribers. Such a scenario, favoured mainly 
by Ethernet switch manufacturers like Cisco 
and Telecom Regulators (for obvious reasons), 
requires a very large number of fibre optic lines, 
with each line having its own optical transceivers 
in both ends. The implementation is, therefore, 
expensive and is useful only if the subscribers 
require bandwidth close to the full capacity of-
fered by the fibre.

Another option, known as active P2MP (not 
favoured by Telecom Regulators; Ethernet switch 
manufacturers still satisfied), is to run a pair of 
fibre from the local exchange to an Ethernet switch 
located inside an outdoor cabinet (FTTC configu-
ration), with individual fibre pairs running from 
the switch to the customer premises. This layout 
reduces the number of fibre pairs terminated at the 
local exchange, but now all the subscribers share 
the bandwidth of the same optical fibre from the 
local switch to the local exchange.

A third option is EPON, which is a part of 
PON technologies, is considered next.

Figure 13. Three different EFM physical implementations

Table 4. Main Physical Layer Characteristics of EFM options 

EFM Option Physical Layer Options

EPON - 10-km dis tance;  1Gb/s;  1x32 spl i t ter ;  one bidirect ional  s ingle mode f ibre. 
- 20-km distance; 1Gb/s; 1x16 splitter; one bidirectional single mode fibre.

P2P over fibre - 1000Base-X (10-km) or LX (40-km); 100 Mb/s or 1 Gb/s; one pair of unidirectional single mode fibres. 
- 1000Base-X (10-km) or LX (40-km); 100 Mb/s or 1 Gb/s; one bidirectional single mode fibre.

P2P over copper - 750-m distance; 10 Mb/s full-duplex transmission over single voice-grade copper pair78.
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PON technologies

PON stands for Passive Optical Network, and, as 
the name implies, it contains no active elements in 
the intermediate stages along the network paths, 
following a P2MP topology. The basic architec-
ture of a typical PON is illustrated in Figure 14, 
in which a fibre optic network is used to connect 
telecommunication equipment80 in the local ex-
change with a number of customers.

Starting from the local exchange, a single 
mode optical fibre runs to a passive optical power 
splitter that simply divides the incoming power 
into N separate paths to the customers. The power 
splitting ratio of the splitter can vary from 2 to 64, 
though typical values of 8, 16 and 32 are more 
often used. The splitter outputs connect to indi-
vidual single-mode fibres that run to the customer 
equipment. The maximum fibre span from the local 
exchange to the user can be up to 20 km.

PON operation is based on simultaneous trans-
mission of separate service types on the same fibre, 
which is enabled by using different wavelengths 
for each direction (as shown in Figure 14). For 
downstream transmission PON uses a 1490 nm 
wavelength for combined voice and data traffic 
and a 1550 nm wavelength for video distribution. 
Upstream data and voice transmission is served 
by a wavelength at 1310 nm. The combination 
and separation of the different wavelengths is per-
formed by low-cost WDM81 couplers. Depending 
on the particular implementation, the PON opera-

tion can be symmetric or asymmetric. A number 
of different transmission formats can be employed 
for the downstream video at 1550 nm.

The active equipment of a PON network is 
situated both in the local exchange, known as 
Optical Line Terminal (OLT), and the customer 
premises, known as Optical Network Unit (ONU) 
or Optical Network Terminal (ONT). The term 
ONT is mainly used when the fibre serves an 
individual customer in a FTTH implementation, 
whereas the term ONU is used when the fibre 
terminates in an outdoor or indoor cabinet for 
FTTC/B implementations. Connections from the 
ONU to the premises are made using the distribu-
tion copper network.

The OLT is normally situated in the local 
exchange and controls the bidirectional flow of 
information across the PON. In the downstream 
direction the OLT multiplexes traffic, including 
POTS, data and video, from different long-haul or 
metro networks and broadcasts it to all the ONT 
and ONU modules connected to the PON. In the 
upstream direction, the OLT accepts multiple 
types of traffic from the network users using 
TDMA82 techniques, and directs each type to the 
appropriate network interface. A typical OLT is 
designed to control more than one PON. PON 
vendors offer products that can support more 
than 56 PONS per sub-rack83. OLT equipment 
must meet specific PON standards84 in order to 
allow connection with ONT and ONU modules 
of different manufacturers.

Figure 14. FTTx implementations based on PON technology
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The ONT is an optical modem located at the 
customer premises. It provides an optical con-
nection to the OLT via the PON network on the 
upstream side, offering a variety of electrical in-
terfaces for connection to the electronic equipment 
of the customer. Depending on the communication 
requirements of the customer the ONT typically 
supports a mix of telecom services including 
POTS, ISDN, Fast Internet connections, digital 
and analogue video formats. A wide variety of 
ONT terminals are available for different levels 
of demand and customer requirements. Most of 
them are small and sophisticated, ac powered 
for in-house use. The ONU is basically a higher 
capacity rack-mounted ONT, in the form of a 
PON-driven DSLAM/MSAN85, installed in an 
outdoor or indoor cabinet and used to serve a 
larger number of customers in FTTC/B PON 
implementations. It is usually dc powered and 
can be equipped with a combination of different 
service cards for different applications.

Over the last fifteen years there have been sev-
eral PON implementation schemes, the three main 
ones being: Broadband PON or BPON, Ethernet 
PON or EPON, and Gigabit PON or GPON. Even 
though all follow the basic PON architecture of 
Figure 14, the individual characteristics of each 
implementation are outlined in table 5.

GPON appears to be the dominant PON stan-
dard, since it offers higher transmission speeds, 
improved security and customer-driven operation, 
while retaining many of the functionalities of 

the BPON and EPON schemes, such as dynamic 
bandwidth assignment (DBA) and the use of op-
erations, administration and maintenance (OAM) 
messages.

GPON appears to be the favoured access 
technology for incumbent Telco86 (ILEC) and 
major telecom equipment vendors87 for use in 
all FTTC/B/H implementations. It appears to be 
significantly more economical88 than P2P Ethernet 
schemes, both in terms of fibre utilization and 
transceiver requirements. It is, however, disliked 
by regulators89 and Ethernet switch manufactur-
ers90, who claim that it leads to a “closed access” 
network, against the rules of open competition in 
the telecom market.

The only obvious disadvantage of a GPON 
scheme has to do with the fact that all customers 
share the same fibre line91 between the splitter 
and the OLT, which may result in future band-
width limitations, particularly when a GPON is 
used to serve a large customer base with ONUs 
of GPON-driven DSLAM/MSAN. Thus, future 
developments on PON schemes are expected to 
increase the uplink bandwidth. Even though a 
10GPON standardization is under way92, a vast 
increase in bandwidth is expected by the applica-
tion of DWDM technology on a PON network, 
which will effectively allow each customer (at the 
ONT and ONU level) to operate on a dedicated 
wavelength pair93, taking full advantage of the 
available bandwidth.

The effect of DWDM technology on the PON 

Table 5. Major PON Technologies and Characteristics 

Passive Optical Network Type

Characteristic BPON EPON GPON

Standard ITU-T G.983 IEEE 802.3ah ITU-T G.984

Protocol ATM Ethernet ATM and Ethernet

Transmission speeds 
(Mb/s)

622/1.244 down 
155/622 up

1.244 down 
1.244 up

1.244/2.488 down 
155 to 2.488 up

Span (km) 20 10 20

Splitter ratio 1/32 1/16 nominal 
1/32 allowed

1/64
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scheme together with alternative PON architec-
tures94 have been also extensively examined in 
a large number of mainly EC funded European 
projects and field trials95 over the last ten years.

NGA NEtWOrK IMPLEMENtAtIONs

Fttc Implementations

In urban areas, FTTC implementations seem to 
be the most straight forward approach towards 
NGA. By placing the active equipment in cabi-
nets in the location of the XCCs, the main task is 
to replace the copper feeder network by a fibre 
optic network. This can be further assisted by the 
existence of ducts in a good percentage of the 
feeder network96, allowing for quick and low-cost 
installation of fibre optic cables by blowing. For 
the rest, micro-trenching techniques can be used 
to install fibre optic cables or multi-tube ducts in 
a relative short time.

Even though either P2P or P2MP GPON to-
pologies may be used for connecting the active 
equipment to the local exchange, P2P with medium 
sized DSLAM/MSAN has a clear advantage in 
terms of bandwidth availability97 for future ap-
plications.

Two98 different approaches may be used to-

wards FTTC NGA implementation. Both use the 
present location of the XCC to install the active 
equipment, taking advantage of the existing dis-
tribution network. They vary, however, in terms 
of complexity, time-of-life, flexibility, deployment 
time and cost.

The first is known as “overbuilt cabinet” ap-
proach and positions of a small-sized broadband, 
double-wall aluminium cabinet on the top of the 
existing XCC, as shown in Figure 15. The width 
and depth of the new cabinet match exactly the 
foot-print of the existing XCC99, allowing for direct 
and secure bolting of the two cabinets with mini-
mum effort. The height of the new cabinet, though 
limited by practical considerations, must be suf-
ficient100 to contain the active equipment, namely 
a temperature hardened mini-DSLAM with up to 
2x48=96 VDSL2 ports, remote-powering equip-
ment, an ODF and MDF splitter boxes. The two 
cabinets communicate through a set of holes for 
the passing of cables (optical, power and VDSL2 
subscriber cables). Even though remote-powering 
from the local exchange, using available copper 
pairs of the feeder cable, seems better suited in 
terms of simplicity and space-saving requirements, 
local powering can also be considered, with ad-
ditional space requirements for a power meter101 
and back-up batteries102.

The “overbuilt cabinet” approach seems 

Figure 15. Overbuilt cabinet FTTC implementation103
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straight forward enough to ensure massive deploy-
ment with little annoyance104 in a relative short 
time, provided the existing XCC casing is metal105 
and in good condition to securely lift the weight106 
of the new cabinet. Due to space limitations of 
the overbuilt cabinet and remote-powering limita-
tions to below 300 W107, the capacity of the active 
equipment has to be limited to below 100 ports. 
This means that the active equipment can only 
partly satisfy the complete telecommunication 
requirements of the under-laying XCC (typically 
250 to 300 subscribers) and the “overbuilt cabinet” 
approach can only work in an overlay scenario, 
where legacy POTS services are provided from the 
local exchange and FTTC is only used to provide 
broadband VDSL2 services, with a maximum 
potential penetration of 34%108.

The second approach, known as “replacement 
cabinet”, replaces the casing of the existing XCC 
with a new bigger cabinet, which is higher, slightly 
deeper and somewhat wider. For practical reasons 
two different cabinet designs may be considered, 
one extended mainly upwards, the other sideways, 
as shown in Figure 16. The new cabinet must be 
spacious enough to accommodate all the neces-
sary equipment, namely a midi-DSLAM/MSAN 
of potential capacity of above 300 ports, local 
powering equipment (including rectifier, PDF 
(power distribution frame, power meter and 
back-up batteries), ODF and MDF splitter boxes, 
retaining the distribution frame of the XCC.

The “replacement cabinet” approach requires 
substantial more construction work, so that mas-
sive deployment in a short time becomes rather 
unlikely. In some cases the concrete base of the 
XCC need to be extended sideways by up to 0.60 
m, requiring permission from the municipality or 
the local authority. Even though the overall cost109 
of the “replacement cabinet” FTTC approach is 
substantially higher, it constitutes a much more 
secure implementation, since the active equipment 
can potentially fully support the telecommunica-
tion requirements of the XCC customers110. In 
this respect, the copper feeder cable that ties the 
cabinet to its local exchange becomes obsolete 
and the cabinet is “virtually” independent111.

FTTC implementations suffer from higher 
OPEX in terms of DSL provisioning, as discussed 
in section 4.1. This can be substantially reduced 
by using two possible solutions: using an AMDF 
inside the cabinet, or by applying the “DSL-ready” 
concept, both at the expense of CAPEX. Note that 
both solutions apply only to the “replacement 
cabinet” FTTC approach.

AMDF stands for Automated Main Distribu-
tion Frame and is a remotely managed electro-
mechanical switching matrix of N inputs and M 
outputs (M>N), its principle of operation outlined 
in Figure 17. It is a bulky device that requires ad-
ditional cabinet space that greatly influences the 
overall cabinet dimensions. It is also expensive, at 
a cost per port equal to that of a DSLAM port, and 

Figure 16. Replacement cabinet FTTC implementation
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there are recent reports on operational degradation 
of VDSL2 services due to impedance mismatch 
with the distribution copper line112.

Comparatively the “DSL-ready” concept is 
simple and easily applicable. The basic idea, 
outlined in Figure 18, is to reserve a VDSL2 port 
for each POTS customer served from the active 
cabinet. Since the capacity of the DSLAM/MSAN 
is such as to accommodate the full needs of the 
XCC, it is easy to pre-wire every POTS connection 
to a VDSL2/POTS port through a MDF splitter 
box. The VDSL2 port is at an “inactive” default 
state and can be activated from the NMS, as soon 
as an order for a new connection is made, thus 

significantly reducing both provisioning time 
and cost.

Fttb and FttH Outside 
Plant Implementations

FTTB and FTTH implementations are similar in 
terms of the outside fibre optic network develop-
ment, since they both ignore the existing copper 
cable access network and develop an overlay 
network, with fibre cables coming from the local 
exchange and terminating at the “main building 
ODF”, as described in previous sections 4.2 and 
4.3. FTTH has the additional requirement113 for 

Figure 17. Block diagram explaining the AMDF principle of operation. AMDF installed in DT FTTC 
XCC replacement cabinet

Figure 18. Block diagram explaining the “DSL-ready” principle of operation
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constructing the internal fibre optic building 
network that links the individual apartments with 
the main building ODF, as clearly discussed in 
section 4.3.

If one could design and build a new access 
network from scratch today114, it is highly likely 
that it would be a fibre optic network identical 
in architecture to the existing copper network, 
with a pair of optical fibres used to connect each 
subscriber to a central point of network conver-
gence, in a similar fashion to the copper pair that 
is conventionally used to connect the subscriber 
to its local exchange. The similarities are even 
stronger if the new fibre optic network adopts a 
P2P architecture, in which case a fibre optic cable 
directly replaces the multi-pair copper cable and 
an optical distribution frame (ODF) the copper 
cable patch panel (MDF).

A direct implication of the above implementa-
tion is the need to develop higher capacity fibre 
optic cables equivalent to the copper cables, used 
in the main-part of the access network. Given that 
copper cables of up to 3,000 pairs may be used 
in the access network, it is difficult to envisage 
a fibre optic cable of 6,000 fibres115, even with 
fibre-ribbon technology which provides the high-
est fibre optic cable capacity116. Consequently, a 
larger number of individual fibre optic cables will 
have to be used on multi-tube ducts to provide the 
required fibre capacity.

Another implication of the point-to-point fibre 
optic implementation is related to the size of the 
central point of network convergence. Taking into 
account that a typical local exchange serves more 
than 40,000 subscribers, a point-to-point FTTH 
implementation would require the termination of 
80,000 fibres at the Optical Distribution Frame 
(ODF), which will replace the existing Main 
Distribution Frame (MDF) at the local exchange. 
Note that there is a significant difference in size 
between fibre optic and copper pair termination 
modules. A typical ODF with a termination capac-
ity or 1,000 fibres (500 subscribers), including 
cable and patch-cord management facilities, has 

dimensions of: 90cm x 30cm x 220cm (WxDxH), 
requiring a central office footprint of 0.27m2. For 
comparison purposes consider that the termina-
tion of 500 copper pairs in IDC117 strips requires a 
significantly smaller space of dimensions: 18cm x 
15cm x 150cm. Even though the new SFF118 fibre 
optic connectors offer a marked reduction in size 
and higher termination densities, compared with 
older FC (fibre connector) and SC (subscriber 
connector) products, it is very difficult to envisage 
a functional ODF119 with comparable termination 
capacity. Note also that optical terminations and 
patch-cords are more sensitive than copper wire 
used for patching. They require a much cleaner 
environment (very sensitive to dust), they cannot 
be fabricated on-site and have to be ordered at 
specific lengths, often requiring space for extra 
length storage and management purposes. The 
above complications lead to smaller sizes of 
network convergence points. Relevant studies120 
indicate typical fibre optic convergence points 
of up to 15,000 customer lines. This, however, 
has a direct implication in increasing the overall 
telecommunication points of presence, i.e. local 
exchanges, by about 50%, which is contrary to 
the tendency for reducing them by creating big-
ger nodes.

Both “fixed” and “modular” network designs 
can be implemented, using optical fibre cables 
and or multi-tube ducts, where in a “fixed” ap-
proach the fibre pair terminates directly at the 
“main building ODF” from the local exchange, 
while in a “modular” approach an intermediate 
termination stage (ODF) at an outdoor cabinet 
is used to provide additional cross-connection 
flexibility.

When developing an overlay fibre optic net-
work in a fully developed, saturated121 urban area, 
the “fixed” approach is preferred, since there will 
be no need for additional future connections.

Compared to P2P, the P2MP GPON FTTB/H 
implementations have fewer implications on the 
existing network dimensioning, reducing the over-
all implementation cost. An important aspect that 
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influences the network development has to do with 
the positioning of the 1/64 optical splitter, used 
in a GPON scheme to divide the power from the 
feeder fibre to the customer lines (ONTs). Since 
FTTB/H implementations may ignore the existing 
copper network infrastructure, the optical splitter 
can be placed at a variety of different convenient 
positions, namely a fibre optic splice closer, an 
outdoor ODF cabinet or at the “main building 
ODF”, depending on the required density of the 
overall fibre network. For FTTH implementa-
tions it is also possible to employ more than one 
splitter stages (with overall splitter ratio 1/64), as 
outlined in Figure 19.

FTTB/H NGA implementations are character-
ized by a substantially higher cost than “equiva-
lent” FTTC+VDSL2 implementations, and can be 
viewed either as long term strategic decisions or 
as the final evolution stage of a long term FTTx 
implementation strategy.

NGA DEPLOYMENt strAtEGIEs

significant Players

The selection of the appropriate FTTx implementa-
tion is clearly a matter of Telco strategy, available 
funding, present access network state, competition, 

regulation and commitment. Even though FTTH 
seems to be the “final stage” towards an all-fibre 
access network transformation, the reluctance 
of Telco to invest the vast amounts of funding 
required in the present time of increased compe-
tition and regulation uncertainty, has prompted 
some local authorities122 and alternative carriers to 
seek public funding in order to develop their own 
FTTH network infrastructures in order to stimulate 
growth by creating a “high tech” environment.

On the other hand, European governments and 
the EC (European Commission) have finally come 
to terms with the understanding that large infra-
structure investment with long payback periods 
can only come from “public funding” and have 
expressed their willingness to subsidize FTTH 
deployment plans123, based on joint ventures be-
tween public and private sectors, provided they 
are supported by adequate business plans.

This has, however, contributed to the overall 
confusion disrupting Telco’s original business 
plans and creating a complicated but interesting 
multiple-player puzzle, where both incumbent 
(ILEC124) and new comer (CLEC125) Telco, alterna-
tive carriers, local authorities and pressure interest 
groups, governments and regulators, equipment 
manufacturers and civil construction companies 
all strive to influence the FTTx choices in accor-
dance with their individual interests.

Figure 19. GPON FTTH implementation with two optical splitter stages
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ILECs retain the most conservative attitude 
towards FTTH. Recovering from the initial shock 
of privatization and the intense competition of 
CLEC, during which some lost nearly one third of 
their customer base to their competitors, now com-
fortably established inside their local exchanges 
thanks to the LLU126, they appreciate ADSL-based 
broadband, as a new, though eroding, source of 
revenue, but still bear the wounds from earlier 
abandoned, massive FTTx rollout attempts in the 
early 1990s127. Nevertheless, they clearly recog-
nize the need to push fibre deeper into the access 
network and possess the funds to support it, but 
most of them prefer to do in steps going through 
the FTTC+VDSL2 stage with P2MP PON-like 
fibre deployment at a significantly lower cost128, 
taking advantage of their existing infrastructure 
in ducts and the relatively short length of their 
copper sub-loop.

On the other hand, the CLECs appear to have 
more serious reasons to worry about future devel-
opments in the access network. Having invested 
heavily in LLU, they have gained access to the 
ILEC customer base at the Local Exchanges, 
but most of them operate under loss in a heavily 
competitive telecom market and, furthermore, they 
lack the additional huge funds needed to invest 
into FTTx technologies. They clearly prefer FTTH 
P2P deployments from the ILEC exchanges to the 
final customers, but they would like somebody 
else, namely the ILEC or public funding, to pay 
the excessive bill for the necessary infrastructure 
so that they can access it through a regulated 
LLU-like arrangement. They clearly worry about 
ILEC FTTC/VDSL2 PON deployment plans, 
which they will eventually limit their role to that 
of a bit-stream wholesale service provider, and 
argue for strict sub-loop unbundling enforcement 
policy, pipe sharing, fibre unbundling and even 
functional separation of the ILECs.

The regulators have, in the past years, put 
considerable effort in stimulating competition 
by opening the telecom market in accordance 
with EC directives and were, in a good degree, 

successful, judging from a marked cost reduction 
in telecom services. Their most effective tool 
was LLU, which was imposed on the ILEC as a 
temporary measure, but has ever since become 
permanent, based on the argument that the copper 
access plant was built by public money and must 
be, therefore, open equally to all. By doing so, 
however, they triggered the defensive instincts 
of the ILEC, who consider them fully biased in 
favour of CLEC and claim that regulation has 
become another form of protectionism, prohibit-
ing future investments in the access network. 
Regulators clearly prefer the new generation fibre 
based network to follow a P2P implementation 
topology from the ILEC local exchanges (where 
CLECs have also established presence) so that 
they can regulate it in a way similar to LLU. They 
are, therefore, very sceptical towards ILEC P2MP 
FTTC+VDSL2 NGA rollout plans, since they find 
them almost impossible to regulate and wave the 
threat of structural separation towards any ILEC 
plans for vacating local exchanges buildings and 
for network restructuring in a way that will close 
the access network to the CLECs.

Alternative carriers are usually utilities (i.e. 
cable, electricity, gas, water and sewage) with 
established customer bases that operate on national 
or local level. Nearly all of them have their own 
duct infrastructure in the access network, while 
some of them have direct access to the customer 
premises. Over the last ten years, encouraged 
by access network equipment vendors, alterna-
tive carriers have attempted to enter the telecom 
market as network providers seeking a new source 
of income. Even so, with the exception of cable 
companies, who have direct access to the customer 
and an infrastructure compatible to that of Telco, 
the rest have not been very successful. Power Line 
Technology (PLT), as a distribution technology, 
has not progressed far beyond pilot projects, 
while gas and sewage utilities have found it very 
difficult to reach the customer, since they have 
no access to a compatible inter-building distribu-
tion network. Thus, from the alternative carriers 
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only cable companies can play a significant role 
in FTTx employment plans. After all HFC129, the 
basic technology employed in cable networks, is 
clearly a FTTC/B variant.

Access network equipment vendors have a 
strong interest in FTTx technologies and possess 
significant influence and lobbying power at the 
EC and national government levels. They have, 
however, conflicting interests towards network 
deployment (fibre manufacturers and Ethernet 
switches equipment vendors clearly prefer a P2P 
topology, while telecommunication equipment 
vendors prefer MSAN, VDSL2 and GPON P2MP 
topology), but a common interest and thirst for 
investment130 into the access network that will 
create a large market for their products.

Another pressure group with substantial influ-
ence at the national and local government levels 
are the civil construction companies, who during 
the recent years have greatly prospered by build-
ing roads and highways through joint ventures 
with the public sector. Having gained expertise in 
laying fibre optic cables along highways and rent-
ing infrastructure to Telco they feel that they can 
mostly benefit from the vast construction program 
of a massive rollout in the access network.

Incumbent telco strategy

The European ILEC are the dominant players in 
the access network, since they owe most of the 
existing infrastructure and are expected to play a 
key role in NGA development. Even though their 
strategy varies, subject to local variations, they 
all have to select between a set of deployment 
strategies131, which are characterised by how much 
of the copper loop they will eventually use and 
consequently how far towards the customer they 
will deploy the new fibre network.

The basic ILEC strategy towards NGA, the 
implementation scenarios and the evolution paths 
are outlined in Figure 20.

Even though most European operators deploy 
ADSL2+ from Ethernet DSLAM132, more than 

80% of their installed DSL port-base comprises 
of ADSL lines, offered from ATM-based DSLAM 
situated at the local exchanges, with severe 
limitations in terms of bandwidth and multicast-
ing capability. For this reason ILEC eventually 
move towards scenario 1, replacing legacy ATM-
DSLAM with Ethernet-DSLAM equipped with 
ADSL2+ ports133 in order to offer broadband ser-
vices such as IPTV and VoD, with the minimum 
infrastructure changes. Their experience with the 
new multimedia services will provide technical 
and operational experience and will test their 
business models based on customer satisfaction, 
take-up rates, willingness to pay etc.

With good knowledge of the required invest-
ment and the expected revenues the ILEC are 
pushed by the need to differentiate their services 
from those of their competitors in terms of higher 
bit rate, reverse the stream of customer losses and 
probably win some back. Their evolution path 
towards scenario 2 is an aggressive move, which 
has to be taken soon (in the next two years) and on 
a massive scale, to allow the ILEC to retain a tight 
control over access network developments. A key 
decision on the migration towards FTTC is how 
close to the customer the fibre will be deployed. 
It is generally accepted that the deeper the fibre 
penetration, the higher the bit-rate offered, but 
at an increased expense from civil construction 
work, cables and cabinets. From strategic reasons 
the ILEC FTTC implementations are most likely 
going to be based on the existing network topol-
ogy, replacing the XCC with a fibre fed active 
cabinet and reducing the cost by taking advantage 
of the existing infrastructure of pipes and copper 
distribution network.

Another important aspect is whether the ILEC 
will transfer legacy telecom services to the new 
fibre network or retain both networks in an overlay 
scheme. By transferring all the telecom services to 
the fibre network, the active cabinet becomes “in-
dependent” from its local exchange. In this way the 
ILEC have the opportunity to cluster more active 
cabinets to fewer larger nodes of concentration, 
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thus eventually “closing down” local exchanges 
and economizing in operational cost and from 
selling their real estate property134. They have, 
however, to spend more on bigger active cabinets 
with MSAN equipment, local powering and power 
back up facilities, whereas the existence of LLU 
will most likely delay the “closing-down” of local 
exchanges for a long period. On the other hand, 
the decision to go for a fibre overlay network only 
for broadband (DSLAM with VDSL2)135 based 
on XCC overbuilt schemes has a marked advan-
tage in terms of implementation time and cost. If 
one also considers that legacy services are going 
through an evolution phase towards IP, and are 
most likely to be eventually offered from VDSL2, 

a lower cost FTTC VDSL2 DSLAM implemen-
tation ensures a faster return of investment and 
seems likely to be a better choice, particularly for 
a relative short transition phase towards scenario 
3 of 5 to 10 years.

Scenario 3 is the final step towards an all-fibre 
network, replacing the existing copper plant with 
fibre in FTTB/H implementations. Even though 
FTTH enthusiasts argue from a direct transition 
from scenario 1 to scenario 3, the implementation 
cost associated with a massive FTTB/H rollout is 
so high that the ILEC are not prepared to pay in 
today’s environment. In this respect ILEC FTTH 
NGA implementations can be only viewed as a 
long term prospect. A direct transition to scenario 

Figure 20. NGA strategy implementation scenarios for ILEC, based on Sigurdsson, H. M. (2007)
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3 may, however, be encouraged by public or EC 
financing plans.

Even though FTTB/H implementations can be 
based on P2P Ethernet, P2MP Active Ethernet or 
PON schemes, most ILEC operators tend to select 
PON mainly for reasons of economy.

The above apply mainly on FTTx implemen-
tations in urban environments. For Greenfield 
environments the ILEC will probably go directly 
to scenario 3 skipping the intermediate steps.

Alternative carrier telco strategy

CLEC and new entrants in telecom communica-
tions that do not possess an access network in-
frastructure have three options: rent infrastructure 
from ILEC and offer wholesale services, install 
their own active equipment at the ILEC exchanges 

and access the customers using LLU, deploy their 
own new infrastructure.

The overall CLEC strategy136 is outlined in 
Figure 21.

The role of a wholesale service provider is 
rather weak, since it resembles that of a bandwidth 
broker rather than that of a telecom operator. Rely-
ing only on low prices, with a small profit margin 
and with no possibility for service differentiation 
to the customer, the future of a wholesale provider 
is dim and uncertain.

This is why CLEC tend to prefer LLU as their 
main strategy for establishing a substantial cus-
tomer base. By renting space and installing Eth-
ernet DSLAM/MSAN equipment with ADSL2+ 
lines inside selected local exchanges, the CLEC 
can provide 2-play and 3-play services at very low 
prices137 to attract customers. Once establishing 

Figure 21. NGA strategy implementation scenarios for CLEC and new entrants based on Sigurdsson, 
H. M. (2007)
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a customer base through service competition and 
differentiation they may embark on expensive 
infrastructure deployment.

In the present state of affairs the CLEC have 
no intension for investing in access network in-
frastructure. They have recently invested in LLU 
and what they want is to continue growing under 
the protection of the Regulator, taking customers 
from the ILEC mainly by offering lower prices. 
This is why they are greatly disturbed by any 
ILEC plans for FTTC with VDSL2 and “closing 
down” of local exchanges, which will put them 
back to the role of wholesale provider.

Theoretically, the CLEC could build their 
private access networks if they possessed the 
required funds138. If they did so, it is more likely 
to assume that they would embark on FTTB/H 
implementations, independently from the exist-
ing infrastructure of the access network. In fact, 
they have done so with “key-account” customers, 
but for them, a massive FTTB/H rollout for com-
mon subscribers is out of the question, due to the 
very high cost of the required investment. Some 
propose to use lower cost FTTC implementations 
with sub-loop unbundling, but their case is rather 
weak, since in order to make sense, each active 
cabinet must serve customers from a number 
of XCC, effectively increasing the distribution 
network length. If one also takes into account the 
substantially higher required CAPEX (i.e. outdoor 
cabinet, active equipment, local powering, net-
work construction and sub-loop unbundling fee) 
and OPEX (service provisioning and maintenance) 
it becomes clear that massive implementations of 
this type are unacceptable for CLEC.

Once CLEC emerge on a FTTx deployment 
strategy, more often in a Greenfield area, they 
prefer to deploy FTTH, mainly of the active 
Ethernet type for reasons of simplicity and higher 
flexibility. In some countries139 CLEC announce 
that they will develop their own parallel access 
infrastructure, based on pipe sharing or in col-
laboration with a utility provider. Ideally, a CLEC 
would like to rend fibre from the ILEC in a sort 

of LLU-like agreement.

cONcLUsION

NGA is a qualitative term indicating the successive 
transformation of the existing access network into 
a broadband network by massive implementation 
of FTTx technologies, where x, the factor indicat-
ing the amount of fibre penetration, becomes “a 
function of Telco strategy, regulation, available 
CAPEX, OPEX, Mbps/€, Competition and Ex-
pected services”140.

Even though FTTB/H is expected to be the 
final stage of this transformation, the excessive 
investment, required mainly in construction works 
for rebuilding the access network, indicates that 
this evolution is going to happen gradually over 
a long period of time141 and will most likely go 
through the intermediate step of FTTC with 
VDSL2. After all, the 50 Mb/s bandwidth per 
household anticipated in 5 years time can be eas-
ily supported by VDSL2 technology. This is why 
FTTC+VDSL2 must not be seen as an obstacle 
to FTTB/H development, but as an intermediate 
step that will allow for a gradual network trans-
formation over a longer period, based on a “pay 
as you grow” approach.

FTTH enthusiasts and regulators argue against 
the need for this intermediate step, which may also 
create regulatory implications, and try to speed 
up the transformation process by attracting public 
and EC funding. If they are successful, this will 
balance the scale in favour of FTTH and lead to 
a rollout of massive scale for a period of time of 
5 to 10 years, introducing a new “single” infra-
structure provider model with many competing 
service providers. This will also have a marked 
effect on the overall telecommunication environ-
ment, with the competition of two infrastructure 
monopolies, the old copper infrastructure owned 
by the ILEC and rented to the CLEC by LLU, and 
the new fibre infrastructure owned by the new 
provider and rented equally to all Telco.
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In any case, what we are likely to see over the 
next few years are ambitious plans for massive 
investments into the access network. History 
shows that ambitious, highly expensive and long 
term plans in telecommunications usually fail, 
if not well defined and supported by all players 
(governments, regulators, operators, competition 
authorities, investors etc). We hope that this time 
they will be successful, since the copper access 
plant is near its end of lifetime and a new fibre 
optic access network will be a major tool for 
development for the next fifty years.
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ENDNOtEs

1  Ranging from 1/5 to 1/10 of the FTTH 
cost

2 “STRATEGY is what call in order to justify 
something that we cannot otherwise jus-
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tify using technical and/or financial terms” 
FITCE (Federation of European Telecom-
munications Engineers) 2002.

3  In Europe 15% from a total of 287,209,000 
access network lines are directly connected 
to the MDF. SOURCE: EURESCOM (Eu-
ropean Institute for Research and Strategic 
Studies in Telecommunications).

4  Even though in USA, UK and most countries 
copper pair cables are used, central European 
countries like Germany, Austria etc. quad 
copper formations are preferred. OTE hav-
ing a history of strong German influence 
employs quads.

5  EURESCOM P.917 (1999)
6  Even though copper conductors are mostly 

used, copper clad aluminium was also com-
mon in the 1960’s and 1970’s. Until the 
1980’s paper was the main insulation mate-
rial until finally replaced by polyethylene.

7  In USA and UK a 0.5mm conductor diameter 
is used.

8  In USA the AWG (American Wire Gauge) 
unit is used. Thus 0.4, 0.5 and 0.6mm are 
26, 24 and 22 AWG.

9  OTE uses XCC with dimensions (HxWxD) 
of 1,400x730x270 mm

10  Older cabinets used pre-terminated wire 
wrap blocks while newer cabinets employ 
IDC (Insulation Displacement Contact) 
blocks.

11  ITU-T FS-VDSL FGTS Part 1: Operator 
requirements, Table 4 p. 27

12  OTE stands for Greek Telecom Operator 
and is the Greek incumbent

13  In some countries drop-wires are used in-
stead.

14  ITU-T FS-VDSL FGTS Part 1: Operator 
requirements, Table 4 p. 26

15  SOURCE: Sigurdsson, H. M. (2007)
16  A transformation from a “data-centric” to a 

“multimedia” platform
17  P. Dal Bono, “Telecom Italia domestic 

NGN2: the first important steps toward 

FTTH”, 2008, FTTx Council Europe Con-
ference”

18  H. M. Sigurdsson, Ph.D. Thesis, Kongens 
Lyngby 2007, Ch.2

19  Packet Loss Rate - PLR
20  Constant Bir Rate - CBR
21  Real time Variable Bit Rate – rt-VBR
22  Unspecified Bit Rate - UBR
23  Available Bit Rate - ABR
24  Keiser, G. (2006), p.15
25  Both climatic conditions (heat, cold, mois-

ture, dust etc) and vandalism must be taken 
into account when designing the cabinet.

26  An alternative fibre overlay deployment 
scenario considers the provision of only 
broadband services from the outdoor cabinet, 
retaining the POTS services over copper 
from the local exchange.

27  Multiple Service Access Node – MSAN
28  Optical Network Unit – ONU; Optical Net-

work Termination – ONT; Refers to ONU 
or ONT terminal units for GPON schemes

29  Optical Line Termination – OLT
30  “Widelink” is equipment used for the trans-

mission of 2xE1 per optical fibre
31  Usually housed in a different compartment 

for independent accessing by the powering 
utility

32  A 3 to 6 h back-up time may be sufficient, 
though this may depend on the SLA with 
the power utility.

33  Blondel, E. & Rubin R. (2001)
34  25 copper pairs are sufficient for providing 

about 300W over a copper pair cable distance 
of 3km from the local exchange.

35  dc remote powering with up conversion 
to 300V at the local exchange and down 
conversion to -48V at the remote side can 
be used to transmit up to 15W per copper 
pair.

36  A central powering unit is installed in a 
powering outdoor cabinet, used to remote-
power a cluster of telecom outdoor cabinets 
(usually up to 10 per cluster).
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37  Today about 3W power consumption per 
customer may be estimated for VDSL2 
broadband services. In the future, a reduction 
of this figure to about 2 W is anticipated.

38  Power Distribution Frame – PDU
39 It requires 300 pairs for narrowband sub-rack, 

300 pairs for broadband sub-rack and 450 
pairs for the distribution network. Signifi-
cant space savings can be achieved by using 
MDF splitter blocks combining broadband 
and narrowband termination requirements.

40  Warm air from the DSLAM heats up the 
fluid in the evaporator. By natural convection 
the fluid flows to the condenser in the roof 
here dissipating the heat to the environment. 
The fluid being cooled down flows back to 
the evaporator thus forming a hermetically 
sealed loop.

41  Note that a start procedure at low tempera-
tures greatly influences the laser operation, 
reducing the expected lifetime of the active 
equipment.

42  BOBAN P917GI Eurescom project
43  This will result on additional CAPEX due 

to the cost of more cabinets and higher cost 
per port due to smaller DSLAM capacity.

44  Ericsson offers active equipment that can 
operate at temperatures up to 70oC, which 
can be placed on a closed cabinet without 
ventilation.

45  Both techniques will be further analyzed at 
later sections of this chapter.

46  In South Asia multi-apartment buildings of 
more than 100 apartments are commonly 
met.

47  In the overlay scenario the existing copper 
network is retained for POTS and ISDN 
services and a DSLAM is installed inside the 
building for broadband services and VoIP.

48  In most European countries the entrance of 
FO cables, the internal building cabling and 
the positioning of active equipment have 
been standardized or are under standardiza-
tion.

49  Mini DSLAM/MSAN using cards of 12 to 
24 ports per card capacity.

50  Both techniques will be further analyzed at 
later sections of this chapter.

51  Special types of fibre for internal cabling are 
available by vendors like Corning, which 
can sustain a much tighter curvature.

52  Optical Network Termination – ONT
53  Power Line Technology (PLT) uses the 

installed power lines inside the house to 
distribute FE to all the electrical sockets. A 
special plug is used to access the FE interface 
for connecting to a PC, Set Top Box etc.

54  They must be constructed by low-smoke, 
halogen free, fire retardant materials (LSHF) 
in accordance with existing standards.

55  A net cost of about 300€ per connected 
apartment has been reported.

56  This seems highly unlikely for ordinary 
subscribers.

57  Long-life rechargeable batteries are often 
used.

58  After all, the customer has ownership of his 
modem.

59  Chanlou, P. (2008).
60  DSL Access Multiplexer – DSLAM
61  More recent systems use Ethernet technology 

DSLAMs with GE uplink interfaces, which 
allow for multicasting services.

62  Broadband Access Server - BRAS
63  Internet Service Provider – ISP
64  ITU G992.5 published on 01/2005
65  POTS or ISDN
66  Towards the subscriber modem
67  Towards the DSLAM at the local ex-

change
68  Discrete Multiple Tone - DMT
69  The further connection may suffer more by 

the interference of a stronger on a weaker 
signal.

70  Standardized by ITU as G.993.2 on 
02/2006

71  An earlier version of VDSL, not backward 
compatible with ADSL2+, whose perfor-
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mance would degrade considerably beyond 
1,000m

72  The same DSLAM sub-rack can house 
different xDSL cards including ADSL2+, 
VDSL2, SHDSL etc.

73  SOURCE: DSL Forum (2007)
74  POTS services are provided by either the 

H.248 or the SIP protocols, ISDN and TDM-
based leased lines not yet offered by most 
vendors.

75  Diab, W.W. & Frazier, H. M. (2006), Ch.2, 
p.15

76  Standard approved in June 2004, Diab, W.W. 
& Frazier, H. M. (2006), Ch.3, p.37

77  Ethernet over Passive Optical Network – 
EPON

78  With copper pair bonding of up to 8 pairs 
it is possible to increase the effective data 
rate up to 80 Mb/s.

79  Standard approved in March 2003.
80  Including PSTN switches, ATM switches, 

IP routers, Ethernet switches, Video servers 
etc.

81  Wavelength Division Multiplexing (WDM) 
is a technique for multiplexing different 
wavelengths on the same fibre, increasing 
the information carrying capacity of optical 
fibres.

82  Time Division Multiple Access - TDMA
83  Products available by major vendors like 

Alcatel, Ericsson, NSN, Huawei and ZTE
84  BPON, EPON, GPON discussed later in this 

section.
85  Most DSLAM/MSAN vendors offer a GPON 

uplink interface card.
86  Also because it makes fibre LLU almost 

impossible
87  Since despite standardization ONT and ONU 

terminals have to be of the same technology 
as the OLT

88  A 40% reduction in cost in favour of P2MP 
topology is the result of an economic case 
study reported in Prat, J., Balaguer, P.E., 
Gene, J.M., Diaz, O.& Figuerola, S. (2002), 

Ch.7.
89  Find it almost impossible to regulate a shared 

access other than bit-stream.
90  Not so many Ethernet switches required.
91  2.5 Gb/s upstream.
92  Work in progress by ITU/FSAN group 2008-

2011
93  The scheme has been already implemented 

by vendors leading to commercial prod-
ucts.

94  SuperPON, HyperPON, SMP-PON etc.
95  A typical but not conclusive list may in-

cude: PLANET (ACTS-2000), TOBASCO 
(ACTS-1998), HARMONICS (IST-2001), 
SONATA (2001), BONAPARTE (ACTS-
1998), FIBERVISTA (1999), RINGO (2001) 
etc.

96  Though it varies between countries, a 30 to 
40% might be a good assumption.

97  By considering GPON with a splitting ratio 
of 1/64 and ONUs, each with a capacity for 
up to 300 subscribers the, 2.5 Gb/s fibre 
uplink to the OLT will potentially serve up 
to 19.200 customers.

98  More may be applied, though the author 
thinks those two to be the most effective in 
terms of cost and implementation time.

99  This influences the choice and positioning 
of the active equipment inside the cabinet.

100  An extra height of up to 0.50 m seems 
reasonable, for an existing XCC height of 
1.20m.

101  Facilities for accessing the meter by the 
power utility may also be provided, i.e. 
separate door.

102  It will not be right to place back-up batteries 
on the top cabinet, because their weight will 
lift the centre of gravity of the joint cabinets, 
causing instability.

103  SOURCE: OTE 2008 VDSL2 pilot proj-
ects

104  No permission of the municipality or the 
local authority is required.
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105  In countries where plastic casings for XCC 
are used tests have to be carried out.

106  A total weight of 40 Kg is anticipated for 
both the cabinet and the active equipment.

107  For 25 feeder pairs with about 12 W/pair
108  A second VDSL2 mini DSLAM of 96 ports 

can also fit into the cabinet, and provided 
the powering issue for 600 W can be met, 
the maximum broadband penetration can 
increase to about 70%.

109  Includes both equipment and construction 
cost.

110  The MSAN can be equipped with different 
cards for both narrowband and broadband 
services including POTS.

111  Plans of reducing the number of local ex-
changes can be easily implemented by con-
necting the cabinet to another exchange.

112  DT has recently stopped the employment of 
AMDF in its FTTC T-Com network.

113  And the additional cost
114  Greenfield situation
115  Two fibres are usually used per customer. 

There is a possibility of using one fibre per 
customer with different wavelengths for up-
link and downlink at a much higher cost.

116  Higher ribbon fibre optic cable reported 
capacity of up to 2,000 fibres.

117  Insulation Displacement Contacts
118  Small Form Factor fibre optic connector 

families include LC, MT-RJ, etc. connec-
tors

119  Which will allow for easy and safe patch-
ing

120  Typical study by AT KEEARNEY and 
PLANNING SA on “Developing the 
Hellenic Ministry of Transport and Com-
munications 5-year broadband strategy for 
Greece” – Workshop for public discussion, 
16/05/2008.

121  No more prospects for additional construc-
tion.

122  40.000 homes in the city of Amsterdam, 
200,000 in Cologne, 450,000 in Munchen, 

Hauts-de-Seine etc in Felten, B., Yankee 
Group (2008)

123  AT KEEARNEY & PLANNING SA, (2008). 
Developing the Hellenic Ministry of Trans-
port and Communications 5-year broadband 
strategy for Greece

124  ILEC – Incumbent Local Exchange Car-
rier

125  CLEC – Competitive Local Exchange Car-
rier

126  LLU - Local Loop Unbundling
127  Early attempts for massive FTTx rollouts 

in the 1990’s include DT OPAL project, FT 
DORA project, TI SOCRATE project and 
BT OTIAN project.

128  Clarke, R. N., AT&T (2008).
129  HFC - Hybrid Fibre Coax
130  Somebody else’s – public or private they do 

not care
131  Sigurdsson, H. M. (2007), Section 3.8
132  Some are also experimenting with VDSL2 

in FTTC implementations.
133  That offer speeds up to 24 Mb/s to customers 

in the vicinity the local exchange
134  On early September 2008 Wirtschaftswoche 

reported details on a plan by DT to replace 
its current 7,900 local exchange buildings 
(MDFs) with 800-900 high level switches. 
According to the paper, this will make half of 
DT’s 17,000 network technicians redundant, 
and allow the company to raise €3.5bn from 
the sale of its exchange buildings. This would 
of course jeopardise competitor unbundling 
facilities. The plan follows Dutch and EU 
approval for KPN’s plan to shut down MDFs 
as part of its VDSL/FTTH build. The EU’s 
supportive position reflected a view at the 
time that incumbents should not be forced 
to maintain legacy infrastructure simply to 
support competitors. Report by Credit Suisse 
Equity Research.

135  Retaining the legacy services to the copper 
plant

136  Sigurdsson, H. M. (2007), Section 3.9
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137  Even at loss, effectively “buying” custom-
ers

138  The author’s position is that even if they 
had they would never invest in passive in-
frastructure because of the very long period 
in the return of investment. According to 
AT KEARNEY in the business plan for the 
2008 “5-year broadband strategy of Greece” 
for a FTTH access infrastructure provider 
a 17 year return of investment period is 

anticipated.
139  Like France, where Iliad/Free, France Tele-

com, Neuf Cegetel and Numericable all go 
for independent implementations.

140  Noted by Dr. T. Doukoglou in his presenta-
tion “FTTx the Choices, the Roles & the 
Players (Incumbent Operator’s View)” at 
the Athens Workshop on New Generation 
Access, 11/4/2008

141  Over ten years from now
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Chapter 13

Next Generation Home 
Network and Home Gateway 

Associated with Optical Access
Tetsuya Yokotani

Mitsubishi Electric Corporation, Japan

INtrODUctION

Internet services have been popularized widely 
by the deployment of broadband communication 

infrastructure. In particular, the performance of 
broadband communication has been improved by 
optical fiber transmission technologies. Although 
transmission rate by metal transmission technologies 
including ADSL will approach the upper bound, e.g., 
less than 100Mb/s, rate by optical fiber transmission 

AbstrAct

As optical broadband access networks have been popularized, triple play services using IP technologies, 
such as Internet access, IP telephony, and IP video distributing services, have been also popularized. 
However, consumers expect new services for a more comfortable life. Especially, when QoS guarantee 
and high reliable services are provided in NGN (Next Generation Network) era, various home network 
services over NGN are deployed. For this purpose, the home gateway has been installed in consumer 
houses for the connection between access and home networks, and providing various services to con-
sumers. Even though, the broadband router currently plays a role similar to the home gateway, this 
home gateway should comprehend functionalities of the broadband router, and should have additional 
features. The functional requirements of such home gateway have been discussed in standard bodies. 
That is, the next generation home gateway in NGN era generally should have four features as follows; 
High performance for IP processing, Compliance with the interface of carrier grade infrastructure 
including NGN, Flexible platform for various services, and Easy management and maintenance. This 
chapter describes the standardization of the home gateway and, proposes its evolution scenario the 
present to the future. Then, it also proposes these four requirements, and technologies to comply with 
features described above.
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rate has been still improved. 1Gb/s transmission 
in optical access networks is currently feasible. 
The deployment of 10Gb/s transmission will be 
started within the next several years. Moreover, 
when NGN discussed in ITU-T is deployed, 
various functionalities will be supported in addi-
tion to an improvement of the performance. For 
example, QoS control and high reliable transmis-
sion control will be available. In this situation, 
consumers expect an enhancement of the existing 
services and a deployment of new services for a 
more comfortable life. For this purpose, the “Next 
Generation” home gateway will be installed for 
consumers. The home gateway currently provides 
IP processing, mainly. It looks like the broadband 
router. However, in NGN era, the home gateway 
comprehends functionalities provided by the 
conventional one, and provides an additional 
functionality and the high performance.

In short, this home gateway provides a high 
performance transmission without the degrada-
tion of a transmission performance of an optical 
access network, and various services over broad-
band networks for consumers. Therefore, as this 
home gateway is one of the key components for 
the high performance communication and new 
services across telecom networks, most telecom 
operators are interested in requirements of such 
home gateway.

ITU-T and other standard bodies activated by 
telecom operators currently have discussed these 
requirements actively. This Chapter summarizes 
a discussion about the next generation home get-
away focusing on the standardization, and presents 
its evolution scenarios. Then, it describes key 
features of the next generation home gateway.

POPULArItIEs OF INtErNEt 
AND brOADbAND sErVIcEs

This section describes the present and the future 
broadband services which motivate an installation 
of home networks and the home gateway.

Worldwide trends of Internet 
and broadband services

The growth of Internet has been continued world-
wide. Figure 1 shows report of ITU-D (See, ITU-D 
(2008)) about the popularity of Internet worldwide. 
The number of Internet users currently occupies 
only 17% of worldwide residents. However, its 
growing rate is rapid. In particular, broadband 
services by DSL (Digital Subscriber Line), FTTH 
(Fiber To The Home), and cable modem has been 
installed. As shown in Figures 2 and 3 (See, ITU-
D (2008)), the number of users of broadband 
services has been increased. Especially, in US, 
Asia, and European countries, the number of us-
ers is grown up rapidly. As broadband services 
provides high speed IP based communication by 
economic and fixed rate for consumers, consum-
ers enjoy IP centric triple play services, such as 
high speed Internet access, IP telephony, IP video 
distribution services.

Evolution of broadband services

Broadband services have been enhanced by 
the evolution of optical fiber communication 
technologies. Figure 4 is the Japanese case in 
broadband service transition (Yokotani, Nakani-
shi, Ogasawara, & Maeda, 2006) as one of the 
examples. Since Japan is one of the countries 
which initiatives the deployment of broadband 
services, it can looks like a good guideline for a 
future prediction. In Figure 4, although transmis-
sion rate by metal transmission, mainly ADSL is 
saturated to less than 100Mb/s, a fiber transmission 
technology for FTTH still contributes increasing 
of transmission rate. Especially, PON (Passive 
Optical Network) (Maeda, Okada, & Faulkner, 
2001) architecture contributes a promotion of 
FTTH. As PON architecture provides economical 
FTTH services by many advantages described in 
the later. Although STM-PON was proprietary, B-
PON (Broadband PON) (ITU-T G.983, 2001) and 
G-PON (Gigabit PON) (ITU-T G.984, 2002) have 
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been specified in ITU-T SG15. E-PON (Ethernet 
PON) has specified in IEEE 802.3 (IEEE802.3, 
2005). These standardized PON systems promote 
the growth of FTTH. In the near future, NG-PON 
(Nakagawa, 2006) will be specified by ITU-T 
SG15 and/or IEEE 802.3. This system also will 

contribute the promotion of FTTH (Nakamura, 
Ueda, Makino, Yokotani, & Oshima, 2004).

The advantages of PON architecture are 
described as follows using Figure 5. PON archi-
tecture invokes the Point to Multi-point topology 
as shown in Figure 5. This topology has many 

Figure 1. Transition of the number of worldwide Internet users

Figure 2. Transition of the number of worldwide users of broadband services
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advantages as follows; the reduction of the number 
of optical fibers, the reduction of a footprint in a 
central office for each user, and easy providing 
multicast and broadcast communication. However, 
it requires an optical burst multiplexing technol-
ogy for upstream traffic. For this purpose, DBA 
(Dynamic Bandwidth Assignment) has been 

specified and provides similar functions of MAC 
(Media Access Control) in the token passing LAN. 
Especially, DBA is the key function to provide 
various services for each user. Framework of DBA 
has been standardized in ITU-T (ITU-T G.983.4, 
2001). Its detailed specifications and impacts to 
services have been discussed in many articles, 

Figure 3. Transition of the number of users of broadband services (Top 10 countries)

Figure 4. Evolution of broadband services



298

Next Generation Home Network and Home Gateway

such as: Kramer, Mukherjee, & Pesavento (2002); 
Mukai, Yokotani, Seno, & Motoshima (2007); 
Yokotani, Kitayama, Mukai, & Murakami (2002), 
and so on. 1Gb/s transmission in PON is currently 
in the mature stage in all aspects such as technol-
ogy, costs, and services. It is concluded that the 
next generation PON with 10Gb/s transmission 
will be deployed within several years.

Enhancement communication 
services by NGN

In addition to high transmission rate, new network 
services can be provided in NGN. NGN has been 
summarized including objectives, technologies, 
services and so on in ITU-T NGN-GSI (Next 
Generation Networks Global Standards Initia-
tive), (see, ITU-T NGN-GSI (2008)). In NGN, 
attractive network services are QoS guarantee 
and high reliable services. SIP (Session Initiation 
Protocol) (e.g., Camarillo (2002)) can be applied 
and it controls communication path to guarantee 
QoS and security. Figure 6 shows the high level 
architecture in NGN. NGN specifies RACF (Re-
source Admission Control Function) and NACF 
(Network Attach Control Function) based on 
ITU-T Y.2001 (2004) and ITU-T Y.2011 (2004). 
The former function controls QoS and the latter 
controls the security. After a negotiation using 

SIP on a communication path, the communication 
path is controlled through RACF and NACF. At 
this procedure, QoS guarantee and high reliable 
services are provided in the end-to-end commu-
nication path. In this situation, consumers expect 
the enhancement of existing triple play services 
and subscription of various new services beyond 
triple play on this communication path. In short, 
in the conventional network even in high speed 
infrastructure, some services cannot be provided, 
because users and/or service providers worry its 
quality and security. Thus this case, they have 
used a dedicated communication line such as 
phone line, leased line and so on, at the sacrifice 
of convenience, transmission rate, and costs. The 
deployment of NGN can solve this situation. 
Consumers want to use services which could not 
be supported by the conventional communication 
infrastructure over NGN.

sUMMArY OF tHE 
stANDArDIzAtION FOr 
HOME GAtEWAY

When consumers install new services over NGN, 
the next generation home gateway is required. This 
home gateway connects to broadband networks, 
mainly NGN, and home networks, and provides 

Figure 5. Summary of PON architecture
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various services such as high quality triple play, 
and new services beyond triple play services. 
Therefore, this home gateway is discussed from 
both aspects of home appliance and telecom in-
frastructure. This section summarizes a discussion 
of the next generation home gateway focusing on 
the standardization.

Overview of the standardization 
for Home Gateway

At first, an overview of the standardization for 
the home gateway is summarized in Figure 7. 
The detailed information in each organization 
can be collected using URL described as fol-
lows. A key feature of the standardization for 
the home getaway is transmission functions in 
a home network. In the home network, it can be 
concluded that easy and economical connections 
are important as well as high transmission rate, 
because a range of users’ background, situation and 
generation is wide and all of users should operate 
this network. Therefore, consumers are interested 
in a wireless connection and a connection using 
conventional cables, such as power line, phone 
line, and coaxial cable. As the next step, it is 
important that transmission rate in these methods 
can be increased as well as a wired communica-

tion, e.g., Ethernet. Moreover, many standards 
in PLC (Power Line Communication) have been 
discussed. IEEE1901 manages co-existing among 
three major candidates, such as HPA (Home Plug 
Alliance), CEPCA (CE Power line Communica-
tion Alliance), and PUA (PLC Utility Alliance). In 
addition to them, new specifications (ITU-T G.hn, 
2008)) are discussed in ITU-T (SG15) recently. By 
the way, the architecture of the home gateway and 
the home network has been discussed actively. In 
particular, ITU-T tries to specify architecture and 
requirements. Furthermore, it invokes seamless 
communication between broadband networks and 
the home network, and provides NGN services 
for the home network.

URL of each key standardization body

ITU-T• 
SGs: http://www.itu.int/ITU-T/study- ◦
groups/com#/index.asp (#: SG No.)
JCA-HN (Joint Coordination Activity  ◦
on Home Networking)
http://www.itu.int/ITU-T/special- ◦
projects/jca-hn/

DSL Forum: http://www.dslforum.org• 
HGI (Home Gateway Initiative): http://• 
www.homegateway.org
OSGi (Open Service Gateway initiative): • 

Figure 6. Communication control in NGN
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http://www.osgi.org
UPnP (Universal Plug and Play): http://• 
www.upnp.org
DLNA (Digital Living Network Alliance): • 
http://www.dlna.org
Home Plug: http://www.homeplug.org• 
CEPCA (CE Power line Communication • 
Alliance): http://www.cepca.org
Home PNA (Home Phone line Network • 
Alliance): http://www.homepna.org
ZigBee: http://www.zigbee.org• 
IEEE802.3, IEEE802.11: http://grouper.• 
ieee.org/groups/802/dots.html

the standardization in ItU-t for 
Home Gateway and Home Network

Although ITU-T has been managed by mainly 
telecom operators, it is interested in the home 
gateway and the home networks because these 
are attractive for services over NGN. Therefore, 
ITU-T is one of the standardization bodies which 
are most interested in them. Many Study Groups 
and Questions in ITU-T discuss the home gateway 
and the home network. Recently, SG15, SG16, 
SG9 started the next generation home getaway 
and the home network as the transport aspect as-
sociated with optical access networks and NGN 

discussed in SGs 12, 13, and 15, service and 
terminal aspects including IPTV, and CPN (Cus-
tomer Premise Network) for IP cable network, 
respectively. Figure 8 summarizes relationship 
among these study groups.

EVOLUtION OF HOME 
GAtEWAY AND sErVIcEs

This section describes an evolution of the home 
gateway and services provided by the home gate-
way. Functionalities of the home gateway have 
been expanded according to service evolution.

Figure 9 summarizes an evolution scenario 
of the home gateway. It can address the roadmap 
for a future home gateway. This figure can be 
explained as follows. Originally, the home gate-
way of STEP 1 works as a router for IP based end 
devices, mainly PC. It is referred to as a broadband 
router, and is installed and owned by consumer 
independent of broadband service operators. In 
STEP 2, the broadband service operator deploys 
the home gateway to provide triple play services 
with “Carrier grade” quality. This home gateway 
provides terminal adapter functions for IP tele-
phony services, and QoS control, mainly priority 
control, to provide “Good quality” for voice and 

Figure 7. Overview of standardization organizations
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video transmission. In addition to them, it also 
provides IP-SEC for secure services and a remote 
maintenance. Moreover, as IPv6 is the maturity in 
broadband telecom networks, it can handle IPv6 
including a translation between IPv4 and IPv6, and 
an encapsulation by IPv6. In STEP 3, the home 
network services can be expanded beyond triple 
play services. For example, the home appliance 
control, the home security and remote monitoring 
services can be provided in addition to native IP 
processing services. In this step, consumers can 
select services of these home network services on 
the same hardware. In STEP 4, the home gateway 
terminates and initiates SIP to connect NGN. In 
this step, the home gateway controls most of ap-
plications by SIP. Controlled communication paths 
guarantee QoS and security which are features in 
NGN. However, in this step, the home gateway 
provides functions for NGN Release 1 and 2 
services. Finally, in STEP 5, the home gateway 
connects the networked tag for ubiquitous services 
specified in NGN Release 3 services.

KEY tEcHNOLOGIEs IN 
HOME GAtEWAY

To progress of Home gateway evolution, the 
following four major technologies should be re-
quired; (1) High performance for IP processing, 
(2) Compliance with WAN interface including 
NGN, (3) Flexible platform for various services, 
and (4) Easy management and maintenance. This 
section describes these technologies.

High Performance for IP Processing

As network transmission rate, the performance of 
terminals and the bandwidth for applications are 
increased, the required performance of the home 
gateway should be enhanced. For example, the 
interface rate of Ethernet is 10 times every four or 
five years as shown in Figure 10. Generally, CPU 
is a key device for the implementation. Accord-
ing to Moore’s law (Moore, 1965), the number 
of packed transistors is twice every 24 months as 
shown in Figure 11. Moreover, the design process 
evolves according to Moore’s law. This trend is 
shown in Figure 12. On the other hand, the CPU 

Figure 8. Summary of ITU-T activities for home gateway and home network
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trend is migrated from the increase of a clock 
rate to a multiple core design, because the clock 
rate will be saturated in the process of 65nm or 
the latter by leak current. Therefore, the multiple-
core CPU provides the high performance for IP 
processing in the home gateway. Figure 13 is the 
typical configuration. Generally, it is feasible that 
such type of CPU achieves 1Gb/s transmission of 
IP packets at the best case. To provide the higher 
performance, the study on offloading architecture 

by hardware has been started. However, in the case 
of offload architecture by hardware, the flexibility 
such as a modification of functions according to 
the service situation should be considered care-
fully. Therefore, for the time being, CPU base 
architecture will be the mature approach.

support of NGN requirements

It is features that QoS guarantee and the secure 
communication should be provided in the NGN 
era. In NGN architecture, SIP is a promising 
candidate of control protocols for these purposes. 
Communication control in NGN is shown in Figure 
14, Narita A (2004) as one of the examples. Com-
munication paths are controlled by SIP as shown 
in Tsuchida M, Yokotani T, Sato K (2006). QoS 
and security guarantee can be provided by this 
method. Although some end devices can support 
SIP for NGN, most of end devices cannot sup-
port SIP. In this case, the home gateway should 
initiate and terminate SIP in this method instead 
of these end terminals. However, generally, the 
home gateway cannot recognize triggers to initiate 
and terminate SIP sequences. For this purpose, it 
is proposed that the “SIP adaptation” function is 
applied as one of NGN requirements. SIP adapta-

Figure 9. Evolution step of home gateway

Figure 10. Evolution of interface rate in Ether-
net



303

Next Generation Home Network and Home Gateway

tion has been introduced and prototyped as one of 
the specific functions for the NGN home gateway. 
Moreover, reasonability of this function has been 
verified (reported in Sato, Furuya, Yokotani, 
Homma, & Sakai (2008) through the NGN field 

trial refereed to as “the next generation network 
field trial (e.g., Esaki, Kurokawa, & Matsumoto 
(2007). Figure 15 shows the relationship between 
the home gateway and NGN. SIP adaptation can 
be applied when NGN services are deployed such 

Figure 11. Summary of Moore’s law

Figure 12. Evolution of design process for devices
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as NGN Releases 1 and 2, which have been speci-
fied in ITU-T Y.2001 (2004). In NGN Release 1, 
only conventional service emulation over NGN 
is provided. Therefore, the end device with NGN 
capability does not exist in the home network. In 
this case, the home gateway initiates and termi-
nates SIP to NGN. This operation is illustrated in 
Figure 16 (See, Sato, Yokotani, Furuya, & Isoda 
(2005). The home gateway monitors conventional 
protocols between end devices. It recognizes 
triggers to initiate and termites SIP through this 
monitor. Then, the home gateway detects appli-
cations over conventional protocols between end 
devices, and specifies required bandwidth for such 
communication. For example, if the communica-
tion between end devices by TCP is provided, the 
home gateway detects SYN packet in TCP and 
estimates required bandwidth through recognition 
of packet format from detection of SYN as shown 
in Figure 15. Then, the home gateway initiates the 
INVITE message. On the other hand, to terminate 
communication, when the home gateway detects 
the FIN packet on TCP connection, it creates BYE 
in SIP for termination. The SIP adaptation can be 
applied to multimedia communication with long 
holding time, such as desktop video conference 

and VoD. In this case, the SIP adaptation for RTSP 
will be provided as Figure 16. However, when full 
end-to-end guaranteed service is provided in NGN 
Release 2, some end devices with NGN capability 
appears in the home network. In this stage, SIP 
adaptation requires the admission control function 
in addition to functions needed in NGN Release 
1. The home gateway controls requirements from 
end devices to conform the assigned bandwidth 
in NGN. Figure 18 is illustrated SIP adaptation 
in this stage.

Flexible Platform for 
Various services

In this section, services evolution in NGN is de-
scribed as shown in Figure 20. Broadband infra-
structure has provided VoIP in addition to Internet 
access services which have been deployed even 
in a dialup. Then, video delivery services and IP 
video broadcasting services have been installed 
by increasing of bandwidth by FTTH. In NGN 
era, various services in addition to these triple 
play services will be popularized over reliability 
and QoS guarantee infrastructure. Users expect 
high quality and convenient services beyond 

Figure 13 Typical configuration of multiple-core CPU
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triple play services, and customize these services 
by themselves. However, these home network 
services are generally deployed by every service 
provider independently. In this situation, if users 

try to subscribe these services individually, users 
have to prepare many home gateways or adopters 
and dedicated home networks which are pro-
vided by every service provider, inconveniently. 

Figure 14. Communication control by SIP in NGN

Figure 15. Relationship between Architecture of SIP adaptation for NGN Release 1
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To solve this problem, the OSGi (Open Service 
Gateway initiative) approach is installed. Detailed 
description for OSGi has been provided in OSGi 
Alliance (2003) which can be downloaded from 
www.osgi.org and OSGi Alliance (2007). OSGi 
has specified the JAVA based platform in the 
home gateway as shown in Figure 21. Software 
blocks, referred to as “Bundles”, are provisioned 

over this platform to realize these home network 
services. When users try to subscribe some ser-
vices, bundles for these services are transferred 
from servers to the home gateway as shown in 
Figure 22. Therefore, the home gateway can be 
shared among these services. The home gateway 
with OSGi approach has been widely introduced. 
For example, its architecture and implementation 

Figure 16 Architecture of SIP adaptation for NGN Release 1

Figure 17. The SIP adaptation function for TCP/UDP communication
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have been reported in the following materials: 
Moyer (2007), for generic architecture; Kawa-
mura (2007), for dynamic service provisioning 
using bundle transfer technologies named as 
OSAP (OSGi Service Aggregation Platform); 
Yokotani (2007) and Yokotani & Sato (2007), for 
the implementation of the home gateway using 
OSGi approach. Users prepare only one home 
gateway and home network as shown in Figure 
23. Service examples provided by the OSGi ap-

proach are shown in Figure 24 and are reported 
in Soma, Furuya, Sato, Yokotani, & Shimokasa 
(2008) and so on. The number of these services 
will be increases according to user preferences.

Easy Management and Maintenance

Finally, one of the key technologies is manage-
ment and maintenance issues. As the number of 
subscribers is increasing, it is important that the 

Figure 19. Architecture of SIP adaptation for NGN Release 2

Figure 18. Example of detailed sequences in the SIP adaptation
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network provider and/or service provider can 
easily manage and maintenance home gateways 
and network. Figure 25 shows architecture and 
typical functions for the management and the 
maintenance. Originally, SNMP (Simple Network 
Management Protocol) can be applied to collect 
MIB data for the management. Moreover, ICMP 
(Internet Control Message Protocol) is also useful 
to detect failures. Recently, as the next generation 
network management and maintenance protocol, 
DSL Forum TR-069 (2007) as shown in Figure 26 
can be highlighted. Since this protocol is imple-
mented over JAVA technologies, it can be provided 
over OSGi described in the previous section, 

from flexibilities and openness points of views, 
as shown in Figure 27. As shown in Scheme A of 
Figure 25, DSL Forum TR-069 can provide high 
reliable management for home network devices 
in addition to the home gateway. In this case, it 
is an ideal situation that network operators can 
distribute software of management functions to 
these devices independent of their specifications, 
performance, and implementations. Therefore, 
Scheme A of Figure 27 is suitable because dif-
ferences among these devices can be admitted by 
OSGi framework.

Figure 20. Service evolution on broadband infrastructure

Figure 21. Summary of the OSGi approach
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FUtUrE IssUEs

The following issues can be nominated as the 
future evolution for the home gateway and the 
home network; (1) High performance, (2) Trans-
port architecture, (3) Support of ubiquitous ability, 
(4) Plug and play, and interoperability, utility, (5) 

Security, and (6) Ecology..

1.  High performance: As the enhancement 
of transmission rate in broadband service, 
enhancement of performance in the home 
gateway will be continued. Particularly, 
since 10Gb/s optical access network will 

Figure 22. Bundle transfer to provide requested services

Figure 23. Home gateway and home network configuration
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be deployed within several years, the home 
gateway with 10Gb/s UNI (User Network 
Interface) will be required. For this purpose, 
an advanced design process to the devel-
opment of the key device (e.g., CPU) and 
multi-core architecture are expected.

2.  Transport architecture: To connect various 
end devices, home work transport technolo-
gies should be enhanced. Currently, most of 
transmission methods expected for Ethernet 
is less than 100 Mb/s. Performance enhance-
ment of PLC and MoCA will be expected.

Figure 24. Possible home network services based on the OSGi approach

Figure 25. Architecture and required functions for management and maintenance
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3.  Support of ubiquitous ability: RF tag, ZigBee, 
and various sensors should be required for 
ubiquitous communication. Since ubiquitous 
services will be specified in NGN Release 3 
in ITU-T, the home network also supports 
ubiquitous services. Therefore, devices with 
ubiquitous ability should be popularized.

4.  Plug and play, and interoperability: In the 
future, various end devices are connected 
with the home network. The range of us-
ers for these devices is wide, such as from 
beginner to professional, from child to 
senior. Therefore, easy connection between 
these devices and home network should be 
required. For example, when a small child 
tries to connect a game machine to the home 
network, this operation should be simple. 
For this purpose, plug and play mechanisms 
and guarantee of interoperability should be 
considered.

5.  Security: Generic security issues, such as 
DDoS attack, Virus, and Pretender, should 
be prevented. In addition to them, social 
guard, such as parental block, should be 
provided.

6.  Ecology: Ecology in the home network 
consists of two aspects, such as a study 
on BEMS/HEME (Building Energy 
Management System / Home Energy 
Management System), and an energy saving 
of communication equipment. In the former 
case, the home gateway controls electric 
products, especially, lighting and air condi-
tioners which occupy the large percentage 
of power consumption in a house. In the 
latter case, the power saving mode, “Sleep 
mode”, should be considered. Foe example, 
IEEE802.3az (Energy Efficient Ethernet) 
provides specifications for a reduction of 
power consumption. In the standardization, 
ITU-T activates a focus group, ITU-T FG 
ICT & CC (2008). Moreover, a discussion of 
device architecture for this purpose should 
be activated.

cONcLUsION

This chapter has described the popularity of the 
home network and the home gateway as increas-
ing of the number of broadband services, such as 
FTTH. Then, new requirements and new required 

Figure 26. Protocol stack of DSL Forum TR-
069

Figure 27. Implementation of TR-069 over OSGi/JAVA
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technologies in NGN era have been described. 
NGN provides QoS guarantee and high reliable 
services. SIP is applied to provide QoS guaran-
tee services. Before user communication across 
NGN, conformed QoS is negotiated. By the way, 
in the deployment of NGN, users expect new 
services beyond triple play services, using high 
reliable communication capability. When users 
utilize QoS guarantee and high reliable services 
provided by NGN, the home gateway should be 
highlighted. This chapter addresses the home 
gateway evolution for these NGN services, and 
proposes required functions of the home gateway 
according to its evolution scenario. This chapter 
classifies five steps of the home gateway evolu-
tion. Especially, it presents that Steps 3 and 4 are 
important stages in NGN. In Step3, new home 
network services beyond triple play services 
are installed across NGN. Mostly, it is difficult 
that these new services are provided across the 
existing Internet by reliability. However, these 
services can be supported by NGN using high 
reliable communication capability. Moreover, 
these services should be programmable according 
to user preference. This chapter proposes OSGi is 
suitable approach to provide these services flex-
ibly. By the way, Step 4 provides QoS guarantee 
services mainly by SIP. In this case, control of 
SIP should be supported in the home gateway 
for all of QoS guaranteed communication paths. 
Although users do not modify end devices in the 
home network, this control should be provided. 
For this purpose, this chapter proposes the SIP 
adaptation function, and presents detailed mecha-
nisms and its suitability.

After this chapter describes remarkable ser-
vices in NGN and approaches to provide these 
services, it also proposes required functions in 
the home gateway. This chapter concludes that the 
following four technologies should be supported in 
home gateway for NGN; (1) the high performance 
home gateway platform using multi-core CPU, (2) 
SIP adaptation and related technologies, (3) OSGi 
and its bundle transfer technologies dynamically, 

and (4) easy and flexible management.
Finally, this chapter lists future issues for a more 

flexible and various home network services and 
the home gateway to provide these services.
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