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Exploiting Human Factors in User Authentication

Payas Gupta

Abstract

Our overarching issue in security is the human factor – and dealing with it is per-

haps one of the biggest challenges we face today. Human factor is often described

as the weakest part of a security system and users are often described as the weak-

est link in the security chain. In this thesis, we focus on two problems which are

caused by human factors in user authentication and propose respective solutions. a)

Secrecy information inference attack – publicly available information can be used

to infer some secrecy information about the user. b) Coercion attack – where an

attacker forces a user to handover his/her secret information such as account details

and password.

In the secrecy information inference attack, an attacker can use publicly avail-

able data to infer secrecy information about a victim. We should be prudent in

choosing any information as secrecy information in user authentication. In this

work, we exploit public data extracted from Facebook to infer users’ interests. Such

interests can also found on their profile pages but such pages are often private. Our

experiments conducted on over more than 34, 000 public pages collected from Face-

book show that our inference technique can infer interests which are often hidden

by users with moderate accuracy. Using the inferred interests, we also demonstrate

a secrecy information inference attack to break a preference based backup authenti-

cation system Blue MoonTM. To mitigate the effect of secrecy information inference

attack, we propose a new authentication mechanism based on user’s cellphone us-

age data which is often private. The system generates memorable and dynamic

fingerprints which can be used to create authentication challenges. In particular,

in this work, we explore if the generated behavioral fingerprints are memorable
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enough to be remembered by end users to be used for authentication credentials.

We demonstrate the application of memorable fingerprints by designing an authen-

tication application on top of it. We conducted an extensive user study that involved

collecting about one month of continuous usage data from 58 Symbian and Android

smartphone users. Results show that the fingerprints generated are remembered by

the user to some extent and that they were moderately secure against attacks even

by family members and close friends.

The second problem which we focus in this thesis is human vulnerability to co-

ercion attacks. In such attacks, the user is forcefully asked by an attacker to reveal

the secret/key to gain access to the system. Most authentication mechanisms to-

day are vulnerable to coercion attacks. We present a novel approach in generating

cryptographic keys to fight against coercion attacks. Our technique incorporates a

measure of user’s emotional status using skin conductance (which changes when the

user is under coercion) into the key generation process. A preliminary user study

with 39 subjects was conducted which shows that our approach has moderate false

acceptance and false rejection rates. Furthermore, to meet the demand of scalabil-

ity and usability, many real-world authentication systems have adopted the idea of

responsibility shifting, where a user’s responsibility of authentication is shifted to

another entity, usually in case of failure of the primary authentication method. In

a responsibility shifting authentication scenario, a human helper who is involved in

regaining access, is vulnerable to coercion attacks. In this work, we report our user

study on 29 participants which investigates the helper’s emotional status when be-

ing coerced to assist in an attack. Results show that the coercion causes involuntary

skin conductance fluctuation on the helper, which indicates that he/she is nervous

and stressed. The results from the two studies show that the skin conductance is a

viable approach to fight against coercion attacks in user authentication.
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Chapter 1

Introduction

An integral part of computer security is user authentication, which seeks to confirm

the identity of a user for the purpose of granting individual users access to their

respective accounts. All security access methods are based on four fundamental

pieces of information: something the user is, something the user has, something

the user knows, and recently proposed someone the user knows [23]. If the user

of the system can provide proof in some or all of these areas, he/she is admitted to

the system. To protect the user and the communication between the user and the

system, there are many security software solutions available. However, even using

the very best software, which implements the most advanced technology and the

most secure algorithms, cannot guarantee 100% security because the end users are

humans and humans are gullible in understanding security concepts.

The human factor is the underlying reason why many attacks on computers and

systems are successful. The human factor is often described as the weakest part of

a security system and users are often described as the weakest link in the security

chain. It has been noticed that attackers always try to exploit the weakest link. For

example, researchers have shown how attackers can exploit human activity on pub-

lic forums and online social networking websites to mine personal attributes (e.g.

age, sex, sexual orientation) and sensitive information (e.g. answers to challenge

questions such as mother’s maiden name). Another human naiveness in understand-

1
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ing security concepts is in dealing with passwords for different accounts. Having so

many accounts, humans can no longer remember all the passwords resulting in du-

plication of passwords. Sometimes they either use simpler passwords which are not

good enough to reliably defend against dictionary attacks or use stronger passwords

which are too complicated to be remembered and write them down on a piece of

paper. Though not the focus of the thesis, but to demonstrate a few more human

factor exploitation in user authentication; attackers do not target on-line banking di-

rectly. Instead, they attack the bank’s customers, using phishing techniques to trick

them into giving away their credentials. Although widespread deployment of the

Secure Sockets Layer (SSL) helps protect password authentication against passive

eavesdropping attacks, it does little to help users resist more devious threats, such as

phishing. Alternatively, an attacker can call the IT help desk, pretend to be a senior

manager and gain access to confidential information. This is social engineering -

exploiting human vulnerabilities rather than technical ones.

From this dissertation we would like to highlight that any information or an

entity which can be used to exploit the vulnerability of a system is a valuable re-

source to the attacker. This information can be used to harm the user; being it side

channel information, inferred information or the user himself/herself. Specifically,

in this dissertation we formulate and propose solutions to two authentication prob-

lems relating to human factors. a) Secrecy information inference attack – where

publicly available information can be used to infer secrecy information about the

user. b) Coercion attack – where an attacker forces a user to handover his/her secret

information such as account details and password.

Using personal and private information in generating challenges for authentica-

tion systems has been there for a long time e.g. in backup authentication (mother’s

maiden name) when the user forgets the login details of the primary account. In a

backup authentication, a user’s responsibility of authentication is shifted to another

entity, usually in case of failure of the primary authentication method. In recent

years, online social networking activity has increased a lot and because of the avail-

2
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able platforms like Facebook more and more people are sharing private information

online. People show their support to a number of things in public e.g. by clicking on

the Facebook ‘like’ button. In this work, we first show how an attacker can exploit

the public data extracted from Facebook to infer users’ undisclosed interests on their

personal profiles. We also show how this inferred information can be used to break

a preference based backup authentication system and demonstrate why we should

not use weak personal information e.g. “interests” in the generation of challenges.

To resist the secret information inference attack, we design a system called HuMan

(History based User Centric Memorable ApplicatioN). HuMan generates memo-

rable and dynamic fingerprints from the user’s cellphone usage data which can be

remembered by the user and can be posed as a challenge during authentication.

However, all security mechanisms fails when the user is succumb to coercion

attacks i.e. putting a gun on the user’s head and coercing him/her e.g. to enter

his/her bank account details. The user has no choice but to comply and reveal his/her

secret. This is an extreme form of human factor exploitation. For that we propose to

build a coercion resistant system. For a system to be coercion attack resistant, it is

required that when the user is under coercion, he/she will have no way of generating

the secret, or the secret generated will never be the same as the one generated when

he/she is not being coerced. If this requirement is met, then an adversary would not

apply any threat to him/her because the adversary understands that the user would

not be able to generate the secret when he is threatened to do so. We demonstrate

this attack under two scenarios (when the user is forced to reveal his own secret and

when the user is forced to reveal someone else’s secret) by conducting two separate

user studies and hence propose to use emotional response (skin conductance in our

case) as a parameter to fight against such attacks.

In the following sections, we individually highlight the attacks and demonstrate

through various user studies which evince how different resources can be obtained

to exploit human factors in user authentication. We also demonstrate the human

factors which should not be used in creating authentication challenges.
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1.1 Fighting against secrecy information inference

attack in user authentication

In a secrecy information inference attack, user’s secret information can be leaked

from the publicly available data. Prior research shows that the information shared on

the web with a limited set of users can still leak undisclosed privacy attributes, e.g.,

users’ interests and even sexual orientation [149, 115]. Authors of [29] crawled

Facebook users’ personal profiles (which are often private) to infer users’ undis-

closed interests. Private data can only be obtained by either crawling user’s personal

profile on social networking sites or taking explicit permission from the user. How-

ever, getting access to the private data is not as easy as compared to the public data.

Facebook, for example, has made all the fan pages public by default [44]. Access

to the data of these pages can be conveniently obtained through Graph APIs [45].

Mining private information from public data is not easy mainly due to the large

amount of noise contained in the heterogeneous pages, and the huge amount of un-

structured data involved. In this work, we first demonstrate that this belief might

not be true in certain aspect. In particular, we show how we can obtain data from

Facebook and use it to infer users’ interests that can usually be obtained only from

their personal and often private profile pages. This information can be used in many

ways including targeted spamming, showing ads without the consent of users, or

even breaking into specific authentication systems. To demonstrate the security and

privacy implication of this, we base our experiments on mining personal interests

to break into Blue MoonTM [81] introduced by RavenWhite as a backup authentica-

tion system to provide better security and usability. Our experiments conducted on

over more than 34K public pages collected from Facebook and data from volunteers

show that our inference technique can infer interests that are often hidden by users

on their personal profile with moderate accuracy. We are able to disclose 22 inter-

ests of a user and find more than 80,097 users with at least 2 interests. From our

findings, it is clear that we should be prudent in choosing the information to create
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authentication challenges because attackers can use the publicly available interests

data from Facebook to break into authentication systems like Blue MoonTM.

Considering this, we propose to use an authentication system based on personal

data which is resistant to secrecy information inference attack. The authentica-

tion challenges are generated dynamically and the user can still remember without

requiring any extra effort. We built a system, called HuMan, which generates fin-

gerprints from user’s cellphone usage data. We explore if the generated behavioral

fingerprints are memorable enough to be remembered by end users. The dynamicity

and memorability of these fingerprints can also eradicate human factors like human

memory interference, sharing of secrets etc. We evaluated the memorable finger-

prints generated from this rich multi-context data by asking each user to answer

various authentication questions generated from the fingerprints. We conducted an

extensive user study that involved collecting about one month of continuous usage

data from 58 Symbian and Android smartphone users. Results show that the fin-

gerprints generated by HuMan are remembered by the user to some extent and that

they were moderately secure against attacks even by the people who knows a lot of

information about the user i.e. intimates and acquaintances.

1.2 Fighting against coercion attack in user authenti-

cation

Many techniques have been proposed for secure communication and authentication.

Some of these techniques, e.g., those using biometrics [58, 116, 119, 120, 53], offer

desirable security properties including ease of use, unforgettability, unforgeability

(to some extent), high entropy and etc. However, most of these schemes are not re-

sistant to coercion attacks in which the adversary uses physical force, e.g., wielding

a gun, to coerce the trustee to comply [130]. When the user’s life is threatened by

an attacker, one would have to surrender the secret, and the system will be com-
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promised despite all the security properties described above. This is an extreme

form of exploitation of human factor in user authentication to gain access to the

system. Specifically, we present a novel approach to protection against rubber hose

cryptanalysis i.e. coercion attacks in generating cryptographic keys. For a crypto-

graphic key generation technique to be coercion attack resistant, it is required that

when the user is under coercion, he/she will have no way of generating the key, or

the key generated will never be the same as the one generated when he/she is not

being coerced. If this requirement is met, then an adversary would not apply any

threat to him/her because the adversary understands that the user would not be able

to generate the key when he is threatened to do so. We explore the incorporation of

user’s emotional status (through the measure of skin conductance) into the process

of key generation to achieve coercion resistance. With 39 participants in our user

study, we find that our technique enjoys moderate false acceptance rate of 3.2% and

false rejection rate of 2.2% in key generation.

Furthermore, to meet the demand of scalability and usability, many real-world

authentication systems have adopted the idea of responsibility shifting, explicitly or

implicitly, where a user’s responsibility of authentication is shifted to another en-

tity, usually in case of failure of the primary authentication method. One example of

explicit responsibility shifting is in the fourth-factor authentication whereby a user

gets the crucial authentication assistance from a helper who takes over the respon-

sibility [23]. Facebook also uses a similar authentication protocol which allows the

user to recover his account’s password by collecting vouch codes from his trusted

friends [46]. There is also implicit responsibility shifting which might not seem as

obvious. For instance, whenever suspicious activity is detected in a user account,

the system administrator takes over the responsibility of revoking the attempted au-

thentication. In the fourth-factor authentication system [23], subverting the helper

allows the adversary to log in without capturing the password of the user. When the

trustee to whom the responsibility has shifted is another computer system, we can

use any standard security mechanism to protect it. However, when such a trustee
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is a human being, protection becomes non-trivial because of the potential coercion

attacks. We remark that it is unclear whether the same technique could help in pro-

tecting the trustee in our study. The difference between the trustee and a victim in

general coercion attacks is subtle, yet critical in terms of security. No prior study has

shown the effect on emotional status of trustee in this case and his skin conductance.

Therefore, the crux of our work is to investigate whether the trustee’s skin conduc-

tance also changes under coercion, and if any, whether the magnitude of change is

large enough to be captured by the coercion resistance technique. We design and

conduct a user study involving 29 university students to evaluate the trustee’s emo-

tional status in a simulated coercion attack. The results of our user study are positive

with false acceptance rate of 3.1% and false rejection rate of 1.7%. This shows that

the victim’s skin conductance still changes under physical threats. The principles of

our findings in this study are applicable to other authentication mechanisms as well.

The rest of this dissertation is organized as follows: Chapter 2 reviews the ex-

isting studies on authentication and human factors which can be exploited to gain

illegitimate access to the system. In Chapter 3, we demonstrate a secrecy informa-

tion inference attack on a preference based authentication system using the public

data extracted from Facebook. In Chapter 4, we argue how we can use the pri-

vate data from the user’s cellphone to create authentication challenges which are

memorable and resistant to secrecy information inference attack. We then present

an extreme case of human factor exploitation i.e. coercion attack in Chapter 5 and

propose a solution to fight against this attack in generating cryptographic key. In

Chapter 6, we extend our work to verify if the solution presented in the previous

chapter can be used to fight against coercion attack in authentication responsibil-

ity shifting. Finally, we conclude with future direction of the current research in

Chapter 7.
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Chapter 2

Literature review

Authentication has been studied by cryptographers, security engineers, human-

computer interface designers, linguists, ethnographers, and others. This chapter

will survey the diverse academic literature with particular focus on the security re-

search motivating this dissertation. As every authentication mechanism requires

some involvement of humans and humans are considered to be the weakest link in

the security chain, therefore, in this chapter we discuss some of the prior works

done in the area of human factors in authentication. Related work specifically to

this dissertation has been described in individual chapters.

Memory interference and limits Passwords are by far the most used and most

easily subverted method of personal authentication. The use of secret words to au-

thenticate humans has ancient origins. It also appears in folklore, famously in the

tale of Ali Baba and the forty thieves (first translated into English in 1785 [148]),

with the protagonist using the phrase “open sesame” to unseal a magical cave. Omi-

nously, Ali Baba’s greedy older brother Qasim forgets this password during the

course of the story with disastrous consequences.

If an organization institutes policies to ensure secure passwords (such as fre-

quently changed alphanumeric upper/lower case combination of at least 10 charac-

ters) the inconvenience is so great that such a policy will be violated in an over-

whelming number of cases. The use of alphanumeric usernames and passwords
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is the most often used (and also the cheapest) method of computer authentica-

tion [102]. However, unfortunately human beings are limited in their information

processing capabilities [33, 114]. People either use simple passwords that are easy

to remember but easy to crack or use difficult passwords which are difficult to re-

member. According to [168], there are very few people who do not deviate from the

best practices for password use. Users either use the same password all the time, or

use relatively simple passwords; re-use their old password; write passwords down

either on paper or store it in an electronic file without protecting it; share passwords

with others, etc.

Many recommendation and techniques including using pictures instead of pass-

words [38, 35, 89], passface [25], pass-phrase [143] etc have been suggested in the

past by taking into consideration of user’s knowledge [2, 138, 173]. These schemes

suffer from the same problem of memory interference; scalability is a major issue.

For schemes like passphrases, usability studies of passphrases [97] have found them

to be just as memorable as passwords, subject to an increased rate of typographical

errors. Users may find it difficult to remember so many different pass-phrases for

different accounts. Moreover, systems need to manage a database of a huge number

of images, so that they can prevent guessing and DDOS attacks.

Sharing of secrets The argument — “if you don’t have anything to hide you won’t

mind sharing passwords” is the chief weapon in the arsenal of the password sharers.

We are always told not to share our passwords or bank account PINs with others, but

the rule is harder to apply when it’s your significant other who wants to check those

party pictures in your Facebook account [37]. In a recent study [107], authors found

that roughly one in three online teens (30%) reports sharing one of their passwords

with a friend, boyfriend, or girlfriend. While passwords may be guarded closely

by some youth, password sharing among peers can be a sign of trust and intimacy.

Online girls are much more likely than online boys to share passwords with friends

and significant others (38% vs. 23%), and older teens ages 14-17 are more likely to
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