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Abstract

Error Resilient Multiple Description Video Coding over
Wireless Ad-hoc Networks

by

Yiting Liao

Providing reliable video communications over wireless ad-hoc networks is
becoming increasingly important as these networks become widely deployed in
military, homeland defense, and disaster recovery applications. However, wire-
less ad-hoc networks impose great challenges to support such applications due
to the highly dynamic network topology and the unreliable wireless channels.
Given the error-prone nature of the wireless ad-hoc networks and the vulnerabil-
ity of compressed video to packet losses, it is critical to enhance error resilience
of video transmission over such lossy networks.

In this dissertation, we investigate approaches to enhance error robustness
of delivered video based on multiple description coding (MDC) and a multipath
transport (MPT) framework. We first investigate error concealment techniques
at the decoder to improve the reconstructed video with transmission errors. The
main idea is to utilize the redundancy among multiple video descriptions to pro-
vide better concealment for intra and inter frames on a macroblock (MB) basis.
Since the concealment methods may cause error propagation among descrip-

tions, we further introduce a rate-distortion optimized (RDO) mode selection

X



method at the encoder to enhance resilience, which is motivated by the recur-
sive optimal per-pixel estimate (ROPE) approach. This method estimates the
end-to-end distortion for MDC, considering the network conditions and multiple
state recovery, and uses the estimated distortion to select the optimal coding
mode and thus reduces error propagation due to packet losses. The RDO mode
selection method for MDC requires knowledge of network conditions, which is
time-varying and not easy to obtain in wireless ad-hoc networks.

We observe that routing messages available in the standard routing protocols
indicate route changes and link failures of the network and can be used to track
potential packet losses. Thus, we propose an approach that estimates the packet
losses based on the routing messages and selects reference frames at the encoder
accordingly. We establish a model to estimate the packet loss probability of
each packet based on the routing messages and network parameters, without
an additional feedback channel or extra overhead. By identifying the corrupted
transmitted frames and avoiding using them as reference in multiple description

coding, we reduce error propagation and improve the delivered video quality.
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Chapter 1

Introduction

In recent years, there has been a growing interest in video communications
over mobile wireless networks with the advances of wireless networking and
video coding technologies. For example, the deployment of ad-hoc networks in
military, homeland defense, and disaster recovery applications has stimulated
the rapid growth of wireless multimedia applications such as video streaming
to mobile devices and videoconferencing. There are also emerging applica-
tions that utilize wireless video transmissions to provide multimedia services in
enterprise and home networks, remote health care and rural area networks. Ac-
cording to Cisco Mobile Data Traffic Forecast [2], wireless video transmissions
will become the dominating part of total wireless data traffic. By 2014, almost
66% of world’s mobile data traffic will be video.

Despite the increasing demand of wireless video applications, providing reli-
able video communications over wireless ad-hoc networks faces significant chal-
lenges. The challenges arise from both the error-prone nature of the wireless

networks and the vulnerability of compressed video to packet losses. While offer-
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ing more flexible connections than wired networks, mobile ad-hoc networks have
several features that make video transmissions challenging. First, node mobility
and the lack of infrastructure in the network can lead to frequent topological
changes, and consequently link failures and route changes. Second, the wireless
link quality is affected by channel fading and shadowing, as well as noise. Such
time-varying and location-dependent channel conditions can translate into ran-
dom and burst packet losses in the network. Finally, wireless transmissions
suffer from interference from nearby transmissions. As deployments continue
to grow, the devices may suffer from excessive interference, which can also lead
to significant degradation in video performance.

The most widely used video coding technique called “block-based motion
estimation and compensation” makes the compressed video very vulnerable to
packet losses. In motion-compensated prediction, the current frame is predicted
from the previous encoded frames. Therefore, any errors in a video frame may
propagate to subsequent frames and cause severe distortion in the reconstructed
video.

Given the challenges above, it is important to design error resilience mecha-
nisms for reliable video transmission over wireless ad-hoc networks. The existing
solutions can be categorized into three groups: (1) Forward techniques that add
a controlled amount of redundancy to the transmitted video bitstream, such as
forward error correction [3], intra/inter mode selection [1, 4], and multiple de-
scription coding [5]; (2) concealment techniques that attempt to conceal the
effects of errors at the decoder, such as spatial interpolation [6], recovery of

motion vectors [7], and hybrid concealment algorithms [8]; (3) interactive error
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control that requires the interaction between the encoder and the decoder, such
as automatic repeat request (ARQ) [9], and reference picture selection [10, 11].

Among these error resilient techniques, multiple description coding (MDC)
with path diversity has been shown to be a promising technique for video trans-
mission over lossy networks [5]. MDC generates multiple descriptions with equal
importance while each description can reconstruct the source with acceptable
quality. In wireless networks, packets suffer from bursty losses due to node
mobility and topology changes. With multiple paths, MDC is robust to bursty
losses because acceptable video quality can be maintained as long as not all de-
scriptions are lost simultaneously. Unlike scalable video coding methods which
require successful reception of the base layer, MDC treats each description
equally and can construct video from any received description. In addition,
MDC with path diversity can be used to distribute and balance the load in
the network, thus avoiding network congestion. In this dissertation, we design
enhanced error resilient video coding techniques based on a multiple description

coding/multipath transport framework.

1.1 Objective and Major Contributions

The objective of this research is to support reliable video communications
over wireless networks using multiple description video coding with path diver-
sity. Our work is built on a multiple description coding/multipath transport
framework. We propose three techniques to improve the delivered video qual-

ity over the lossy networks. Our objective and contributions are illustrated in
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Fig. 1.1. At the encoder, we develop a forward technique that estimates the

Objective
To support reliable video communications over wireless networks
using multiple description video coding with path diversity

Multiple Wirel Multiple
Description Video N re eis Description Video
Encoder etworks Decoder

v

Forward techniques Cross-layer Concealment techniques
at the encoder techniques at the decoder
Y v v
Optimal mode selection Routing-aware Refined intra/inter
to account for random reference frame MB error
and burst losses selection concealment
Contributions

Figure 1.1: Dissertation Overview: Objective and Contributions

end-to-end distortion and selects the optimal coding mode for MDC. We also
propose a cross-layer technique that utilizes routing messages to estimate the
packet loss probability of each packet and adaptively selects reference frames to
reduce error propagation. At the decoder, we apply refined error concealment
methods for MDC to better reconstruct the corrupted video. Next, we discuss
our major contributions in details.

First, we propose MB-based intra and inter error concealment methods for
the multiple description video decoder. Since a certain amount of redundancy
exists among multiple video descriptions, it is important to utilize their correla-
tion to conceal the errors. For intra coded macroblocks (MBs), we use temporal
correlated MBs in the adjacent intra frame in the other description as candidates

for concealment and the candidate that minimizes the side match distortion is
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used to conceal the lost intra MB. For inter coded MBs, additional decoded
frames from the other description are added to the reference list to assist the
motion compensated concealment. Compared to the original error concealment
method in multiple state video coding (MSVC), our proposed method provides
better reconstruction in a MB level and achieves performance gains across a
wide range of random and burst loss rates.

To enhance the error robustness of the video bitstream, we adopt a rate-
distortion optimized mode selection method at the encoder that accounts for
random and burst losses in the networks. MDC is considered as an effective
method to combat burst losses in lossy networks because even if a whole de-
scription is lost, the remaining description can still be decoded with acceptable
video quality. However, when MDC experiences random packet loss, the distor-
tion due to random loss not only propagates to subsequent frames in the same
description, but may also affect frames in the other description because of the
multiple state recovery at the decoder. By estimating the end-to-end distortion
for MDC at the encoder, and selecting coding mode under rate-distortion op-
timized constraints, we improve the robustness of the video bitstream to both
random and burst losses.

Finally, we discover that standard routing messages in the wireless ad-hoc
networks provide some link failure information and can be used to track the
packet loss without introducing extra overhead. We build a model to charac-
terize the relationship between routing messages and packet loss probability of
transmitted packets. The proposed model has been shown to effectively esti-

mate the real-time packet loss information. Furthermore, we adaptively select
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reference frames based on the estimation to reduce the error propagation caused

by the corrupted frames.

1.2 Dissertation Organization

This dissertation is organized as follows. Chapter 2 provides basic back-
ground on video compression and transmission. We first present the general
architecture of a video codec. Then we review various multiple description
video coding methods and introduce MSVC, which has been employed in this
dissertation. We also introduce the video quality metrics used to evaluate the
video quality.

In Chapter 3, we study error concealment methods for MSVC. Exploring
correlation across different descriptions in MSVC is beneficial to improve video
quality over lossy networks. We present our MB-based refined error concealment
method for MSVC and show its effectiveness under a variety of packet loss
patterns.

In Chapter 4, we present our rate-distortion optimized mode selection method
that accounts for both random and burst losses. This method is applied to both
single description coding and multiple description coding to enhance the error
robustness of the transmitted video.

In Chapter 5, we describe a cross-layer framework to support video trans-
mission over mobile ad-hoc networks with multiple path transport. The routing

messages available in the standard routing protocols are used to estimate the
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potential packet losses in the networks and then the encoder dynamically selects
reference frames based on the estimates to alleviate error propagation.

Chapter 6 concludes this dissertation and discusses some future work.



Chapter 2

Background

In this chapter, we introduce some basic concepts that are closely related to
this dissertation. We first introduce the general architecture of a video codec,
and then discuss the multiple state video coding approach that we adopt to
most of our work. We finally introduce the video quality measures we utilize to

evaluate the performance of our approaches.

2.1 General Architecture of Video Codecs

For the past two decades, video coding techniques and standards have been
an important research and development topic in both industry and academia.
The majority of video standards are developed by two groups: Video Coding Ex-
perts Group (VCEG) of the International Telecommunication Union Telecom-
munication Standardization Sector (ITU-T), and the Moving Picture Experts
Group (MPEG) of the International Organization for Standardization (ISO)

and the International Electrotechnical Commission (IEC). Figure 2.1 shows the
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chronological development and applications of video standards published by
VCEG and MPEG. Currently, H.264/AVC is the most recent and advanced

video standard widely adopted in the markets.

VCEG Joint Developed MPEG
1984 ¢ ¢
H.261
Videophone and
1988 ! videoconferencing * MPEG-1
® VCD, video over tele-
1099 ® H.263 MPEG-2/H.262 ©® communication networks
Low bitrate applications DVD, Blue-ray, SDTV, ]
® below 64 kbps HDTV neray MPEG-4 Part 2
1996 ® Video over Internet
I H.263+ H.264/AVC/ and mobile channels,
\ - ® . . .
Improve coding efficiency, - interactive broadcast
2000 allow scalability, enhance MPEG-4 Part 10 ¢ and DVD applications
error resilience Blu-ray, HD-DVD, digital
video broadcasting, mobile
2004 : video transmission
H.265/H.NGVC
2008
[ J
HEVC
2012 Next-generation HDTV

Figure 2.1: Chronological Development of Video Standards Published by
VCEG and MPEG

Even though different video coding techniques have been adopted in differ-
ent video standards, most video codecs follow a general architecture as shown
in Fig. 2.2. The video signals are passed through a motion compensated pre-
diction block or an intra prediction block to remove their temporal or spatial
redundancy. Then the transform block converts residues into transform co-
efficients. The quantization block removes the insignificant coefficients and

outputs a set of quantized transform coefficients. Finally the entropy coder
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compresses the information including motion vectors, quantized residual coef-
ficients, header information to generate the coded bit stream. At the decoder,

the inverse operations are performed to reconstruct the video for display.

Entropy Encoded video

ik

Motion- Frame
compensation Buffer

.| Motion |4 Motion info.

~| estimation

Figure 2.2: General Architecture of Video Codecs

E coding bitstream
. I
Input video signal | |
Split into Macroblocks | PEEEE :
I I
| |
I o | . Compressed
: o + | " video output
I o< Intra prediction l :
I
: Intra/Inter :
I I
I I
I I
I I

The core of the encoder is the “block-based motion estimation and compen-
sation”, which reduces the temporal redundancy by subtracting the predicted
block from the current block. During the motion estimation (ME) process, the
encoder estimates the motion between the reference frame and current frame,
and finds a block in the reference frame that best matches the current block.
The encoder then generates the residue block by subtracting the predicted block
in the reference frame from the current block. This process is called motion
compensation (MC). Block-based motion estimation and compensation is the
most widely used video coding technique because it can effectively remove the
temporal redundancy in a video sequence and it fits well with the block-based

transform techniques. However, there are several disadvantages. The motion

10
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estimation and compensation module contributes to most of the complexity at
the encoder. Real world objects do not typically have clean edges with rectan-
gular boundaries, and many types of motion, such as zooming, rotation, and
warping, are difficult to compensate using block-based methods. Furthermore,
motion compensated prediction makes the video bitstream very vulnerable to
errors. As described, a video frame is usually predicted from a reference frame.
If the reference frame contains some errors, these errors may also occur in the
frames that are predicted from the corrupted reference frame. In other words,
errors in one frame may lead to errors in the subsequent frames and cause se-
vere damage to the reconstructed video. This is called error propagation. Most
of the work in this dissertation focuses on alleviating error propagation and

improving delivered video quality.

2.2 Multiple Description Video Coding

MDC is an effective approach to enhance the error resilience of video trans-
mission over lossy networks. The general idea is to encode the video sequence
into several descriptions with equal importance. Each description can be de-
coded independently or combined with other descriptions for reconstruction.
In general, the reconstructed video achieves better video quality when more
descriptions are received.

Many MDC algorithms have been proposed [12] and they can be divided
into three categories: subsampling algorithms in the temporal [13], spatial [14]

or frequency domain [15], multiple description quantization algorithms [16, 17],

11
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and multiple description transform coding [18]. Wang et al. provide a good
review for MDC algorithms [5].

Since subsampling methods are easy to implement and compatible with dif-
ferent video standards, they have been the most commonly investigated MDC
algorithms. These methods generally work in the spatial, temporal, or frequency
domain to generate multiple descriptions, and the corresponding correlation is
used to recover a lost description. One of the most popular MDC methods is
multiple state video coding (MSVC) [13], which temporally downsamples the
video sequence and uses the correlation between adjacent frames in two descrip-
tions to recover from frame loss. In MSVC, the system includes a multiple state
video encoder/decoder and a path diversity transmission system as shown in
Fig. 2.3.

Description 1: [i—=P3—Ps...In+1—Pn+3—Pn+s. ..

ﬁ f H264 —» D,

Decoder
Video | H.264 Encoder
Sequence | with Multiple
_— ..
Description
Generator

H.264
Decoder — D,

Description 2: [>—P4—Ps...In—>Pnt2—Pn4. ..

Figure 2.3: MSVC System Architecture

At the encoder, the video sequence is first temporally down-sampled into
two sub-sequences, i.e. odd frames in the original sequence are extracted as one
sub-sequence and even frames as the other. The two sub-sequences are encoded

separately using a H.264 video encoder [19] and transmitted over the network

12
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in two different paths. At the decoder, they are decoded and interleaved to get
the reconstructed video sequence. Most of the work in this dissertation is built

on the MSVC method.

2.3 Video Quality Measurement

Video quality measurement plays an important role in designing, evaluat-
ing, and optimizing video compression and transmission techniques. A reliable
way to evaluate video quality is subjective measurements, in which a group
of subjects watch the reconstructed video and designate their opinions on the
perceived quality. Despite their reliability, subjective measurements are expen-
sive and time consuming, while objective measures can be cheaper and faster
alternatives. Average peak signal-to-noise ratio (PSNR) is the most widely
used objective video quality measure. PSNR represents the mean squared error

(MSE) of the distorted video and is defined by

2552

where MSFE is the mean square error between the original pixel and the
distorted pixel. PSNR has been used by the majority of video coding standards
including H.264. However, video sequences with close average PSNR across all
frames and all realizations may reveal very different video quality for different
users. Therefore, we also utilize PSNR, ; proposed by Hu et al. [20] to evaluate
the video quality for multiple channel uses. PSNR, ¢ helps to capture various
attributes of the video which are averaged out and invisible in the conventional

average PSNR measure. PSNR, ; is defined as the PSNR achieved by f% of
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Chapter 2. Background

the frames for % of realizations, which shows the video quality guaranteed for
7% of realizations among f% frames. The definition of PSNR, s can be written

as

PSNR, y = arg, Prea(Pprame(PSNR > x) > f) > 1) (2.2)

Here, Ppome(PSNR > ) is the percentage of frames that have PSNR higher
than x in a realization and P, () is the percentage of realizations that satisfy
the condition €. For example, PSNR, _gy%, —90% = 35 dB means that there are
80% of the realizations having 90% of their frames with PSNR higher than 35
dB. We use PSNR,. ; as a multiuser perceptual video quality indicator because
of two reasons. First, PSNR, ; captures the lowest PSNR achieved by f% of
the frames in each realization, which can be used to measure the perceptual
video quality of a single realization due to two observations in video quality as-
sessment [21]: (1) The bad-quality frames in a video dominate users’ experience
with the video; (2) For PSNRs higher than a certain threshold, increasing PSNR
does not help to enhance the perceptual video quality. Unlike average PSNR
that treats every frame equally, PSNR, ; captures the performance loss due to
damaged frames in a video sequence (f%). Second, due to the time-varying
network conditions, multiple users or a user who accesses the network multiple
times may have different experiences. PSNR, s can capture the performance
experienced by a user in multiple uses (r%), or alternatively, it indicates the

percentage of video users (r%) that experience a specific video quality.
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Chapter 3

Refined Error Concealment for

MSVC

Multiple description coding (MDC) with path diversity is often used to
maintain connectivity in wireless ad-hoc networks, but the challenge is to match
the chosen MDC method with an effective error concealment scheme. In this
chapter, we develop a macroblock (MB) based refined error concealment method
for MSVC by exploring the correlations across different descriptions. The re-
fined intra MB concealment provides better concealment for MBs in intra frames
by using temporal correlation between adjacent intra frames in two descriptions.
The refined inter MB concealment achieves improvement from the additional
reference frames used for motion-compensated concealment. We show that the
proposed refined error concealment method can effectively enhance the error
resilience of MSVC over error-prone wireless networks.

This chapter is organized as follows. In Section 3.1, we survey related work

on error concealment techniques for video coding. In Section 3.2 and Section 3.3,
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we propose MB-based error concealment methods for intra and inter frames in
MSVC respectively. In Section 3.4, the performance of proposed method is

evaluated over a wireless network with both random and burst losses.

3.1 Existing Error Concealment Techniques for

Video Coding

Error concealment techniques, which have been well developed for decades [22],
make use of the spatial and temporal correlation between video pixel values to
recover a corrupted video stream with random channel errors.

Some error concealment techniques explore the spatial redundancy of video
sequences for spatial domain or transform domain reconstruction. Aign and
Fazel proposed to interpolate lost pixel values from the boundary pixels of the
four neighboring MBs [23]. In addition, [6, 24-28] used different algorithms to
detect the edges within the lost MBs and directionally interpolate the lost pixels
along the edges. A more complex approach called coarse-to-fine block replenish-
ment (CFBR) [29] performed the interpolation by first recovering the smooth
large-scale patterns, then the large-scale structures, and finally the local edges
in the lost MB. In addition to reconstruction in the spatial domain, a number of
papers address the transform coefficient recovery problem by interpolating the
lost coefficient from corresponding coefficients in the neighboring MBs [30, 31],
performing optimization based on a smoothness constraint [32, 33], using the
fuzzy logic approach to recover the high-frequency components [34], or using

an iterative procedure called “projections onto convex sets” (POCS) [35].

16



Chapter 3. Refined Error Concealment for MSVC

Other concealment techniques exploit temporal redundancy to estimate the
lost motion information and replace the lost MB with the motion-compensated
MB from one of the previous frames. Numerous approaches have been studied
to recover the lost motion vectors (MVs). Haskell and Messerschmitt discussed
the use of zero MV, the MV of the co-located MB in the previous frame, and the
average or median MV of the spatially adjacent MBs to recover the lost MB [36].
The boundary matching algorithm (BMA) [37] is proposed to select the best
MV among a set of candidate MVs. [7, 27, 38, 39] presented different block
matching techniques that estimate the MV based on the set of surrounding
MBs of the lost MB. Salama et al. modeled the motion field as a Markov
random field (MRF) and found the maximum a posteriori (MAP) estimate of
the lost MV given its neighboring MVs [40]. This method is further improved
by using an adaptive Huber function in an MRF model [41].

More recently, hybrid algorithms have been proposed to obtain better re-
covery. They are effective but generally introduce more complexity. Shirani et
al. first obtained initial estimates of the missing MB by motion compensation
or spatial interpolation and then used a MAP estimator to refine the initial
estimates [42]. Atzori et al. proposed a concealment method which replaces the
lost MB using BMA and applies a mesh-based warping (MBW) to reduce the
artifacts [43]. In [8], the lost MV is first estimated by a spatio-temporal BMA
algorithm, and a partial differential equation (PDE) based algorithm is used to
refine the reconstruction.

These error concealment techniques can be exploited to fill in lost data, how-

ever, the effectiveness of these traditional methods is constrained by the fact
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that the information available across descriptions are not exploited. Therefore,
some studies propose error concealment methods targeted for different MDC
methods to better utilize the information available in descriptions. Lee and
Altunbasak [44] adopted a MAP estimation approach to conceal the corrupted
description in multiple description transform coding [18] and Wang et al. [45]
proposed an error concealment method for a three-loop slice group MDC ap-
proach [46]. In [13, 47, 48], different concealment methods are proposed to
recover the lost frame in MSVC. However, these recovery approaches are de-
signed to recover the loss of an entire frame, while a video bitstream transmitted
over wireless networks may suffer random packet loss that causes only some MB
losses. In the next two sections, we introduce the MB-based error concealment

methods for intra and inter MBs in MSVC respectively.

3.2 Refined Intra MB Concealment for MSVC

In H.264, the lost MB in an intra frame is concealed spatially based on
weighted pixel interpolation [49]. As shown in Fig 3.1, each pixel in the lost
MB is estimated from the weighted sum of the boundary pixels in the adjacent
MBs, where the weight is the inverse distance between the pixel to be concealed
and the boundary pixel. In other words, the lost pixel can be calculated by
_ Y Yi(16 — dy)
YL (16—d))

where d; is the distance between the concealed pixel and the boundary pixel in

Y(x,y) (3.1)

the neighboring MB, and Y; is the boundary pixel value as shown in Fig. 3.2.
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Figure 3.1: Intra MB Concealment in H.264

Only the correctly received neighboring MBs are used for the concealment
unless less than two correctly received MBs are available. In that case, the
neighboring concealed MBs are also used for the interpolation. For SDC, each
group of picture (GOP) only contains one intra frame. In order to stop the
error propagation from the previous GOP, the lost MBs in an intra frame in
SDC is only concealed spatially. For MSVC, each description has an intra frame
in every GOP and the two intra frames are consecutive as shown in Fig. 2.3.
Therefore, we can apply both temporal and spatial concealment for the lost
MBs in the two consecutive intra frames for MSVC.

The process to conceal lost MBs in the two consecutive intra frames is
shown in Fig. 3.2. First, the correctly received MBs in the two intra frames
are decoded. Then for the MBs that are lost at the same spatial position
in both intra frames, the weighted pixel interpolation method shown in Fig.
3.1 is applied for concealment. For other lost MBs, we copy the MBs in the
corresponding position in the other intra frame and calculate the side match

distortion [37] based on the correctly received neighbor MBs. As shown in Fig.
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Figure 3.2: Error Concealment for MBs in an Intra Frame for MSVC

3.3, the side match distortion Dg), is the sum of absolute luminance differences

between the concealed MB and neighboring MBs at the boundary,

15 15
Dsy = E : |Y:’Co+i,yo - Yxo+i7y0—1’ + E : |Y:’007y0+i - Yxo—l,yo+i|
1=0

1=0
15 15
+ ) Yagrigorts = Yaorigorisl + O Yaor1s.g0i — Yaor16,50-03-2)
=0 i=0

We compare the side match distortion to a pre-defined threshold. If the side
match distortion is smaller than the threshold, the temporal copy concealment
is applied to conceal the lost MB. If not, the weighted pixel interpolation is

used to conceal the lost MB.
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Figure 3.3: Side Match Distortion for a Damaged MB

3.3 Refined Inter MB concealment for MSVC

In H.264 reference software, the lost MB in the inter frame is concealed by
estimating the lost motion vector from the neighbor MBs and applying motion-
compensated prediction [50]. When an inter MB is lost, the motion vector of
the missing MB is predicted from one of the neighbor MBs or zero motion vector
as shown in Fig. 3.4(a). The motion vector that has the minimum side match
distortion is used for motion-compensated concealment. The reference frames
used to conceal the lost MB are the same as the reference frames for correctly
received MBs.

Since the even and odd frames are encoded independently in MSVC, the
correlation between the reference frame and the current frame is reduced. If we
only use the frames in the same description as the reference frames to conceal
the lost MB, it may not perform as well as using the reference frames from

the other description for concealment. Therefore, we propose to explore the
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Figure 3.4: Inter MB Concealment Methods

information from both descriptions in MSVC to enhance the inter error con-
cealment; that is, we use two reference frame lists from each description for the
motion-compensated concealment. The reference list that results in better side
match distortion is used as the reference to recover the lost MBs.

In order to perform motion compensated concealment for inter MBs, we
need to estimate the lost motion vector and the corresponding reference frame.

As shown in Fig. 3.4(b), instead of using only frames in the same description as
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reference frames, we add reference frame list 2 from the other description. Then
we use MVs from four neighboring MBs and zero MV (shown in Fig. 3.4(b))
as MV candidates, and apply motion compensated concealment by using the
corresponding reference frame from reference frame list 1. When reference frame
list 2 is used for concealment, we need to scale these MV candidates accordingly
because the estimated motion vector corresponds to the reference frame in list
1. Assume one of the MV candidates is MV, yndidate With reference frame nq,
and its corresponding reference frame in reference frame list 2 is ns, then the

scaled MV for reference frame list 2 can be calculated by

Ne — 1N
S(M‘/candidate) - 2 M‘/candidate (33)

Ne — Ny

where n, is the current frame number. Similarly, motion-compensated con-
cealment is applied based on the scaled MVs and the reference frames in the
reference frame list 2. Finally, we choose the estimated motion vector and ref-

erence list that minimizes the side match distortion to conceal the lost inter

MB.

3.4 Performance Evaluation in Wireless Ad-
hoc Networks

In this section, we first present a packet loss model to simulate the random
and burst packet losses in wireless networks. Then we introduce the parameters

and methods to encode the video for comparison. Finally, the performance
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Figure 3.5: Packet Loss Model for Wireless Ad-hoc Networks

of our proposed method under different network conditions for different video

sequences is evaluated.

3.4.1 Packet Loss Model

In wireless networks, packet loss may occur due to numerous reasons, includ-
ing link/node failures, route changes, and bit errors. These factors can cause
both random packet loss and burst losses over the network. To investigate
the video communications over such lossy networks, we introduce a packet loss
model that captures packet loss features in the network. As shown in Fig. 3.5,
this model considers both random packet loss and burst losses during trans-
mission and can be used to generate different loss patterns over the wireless
network.

In this model, time is divided into At intervals and k frames are transmitted
during an interval. Each interval may be either in a good state with probability

(1 — pp) or in a down state with probability p,, which is independent and iden-
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tically distributed. The packets transmitted in a down state are all lost while
the packets transmitted in the good state may suffer from a random packet
loss. Therefore, the packet loss model can be determined by three parameters:
the burst loss rate pj, the burst length & (frames), and the random packet loss
rate p, in a good state. The total packet loss rate p in the networks can be

calculated by

p=py+ (1 —po)pr = Db+ Dr — PoDr (3.4)

3.4.2 Compared Schemes and Simulation Settings

We implement our proposed methods by modifying H.264 reference software
JM13.2. To evaluate the performance of the refined error concealment method

for MSVC, we compare the following three coding schemes:

e SDC: The video sequence is coded into a single description and trans-

mitted over one path over the network.

e MSVC: The video sequence is coded into two descriptions using MSVC

and transmitted over two independent paths over the network.

e MSVC_REC: The video sequence is coded and transmitted the same as
MSVC, while the refined error concealment method introduced in Section

3.2 and 3.3 is applied to decode the corrupted video.

We evaluate six video sequences including Carphone, Claire, Foreman, Hall-
monitor, Mother-daughter, and News. Each sequence consists of 300 frames at

QCIF format. The sequences are encoded as IPPP format with GOP = 30 at
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30 fps and each frame is packetized to 4 RTP packets. We examine the video
performance under various bitrates (128 - 384 kbps). The video packet size is

defined by

l= Sf;n(bytes/packet) (3.5)

where r is the bitrate of the encoded video, f denotes the frame rate, and n
represents the number of packets per frame. Based on the above settings, the
video packet sizes under different bitrates are in the range of 133 - 400 bytes,
which are reasonable packet sizes for wireless transmission [51]. The packet
loss model in Section 3.4.1 is used to simulate the random and burst losses
in wireless networks and we simulate each video sequence over 500 different

realizations for each network setting.

3.4.3 Overall Performance of MSVC with Refined Error

Concealment

In Fig. 3.6, we show the PSNR performance at two packet loss rates under
different bitrates for Foreman sequence. Figure 3.6(a) compares SDC, MSVC,
and MSVC_REC under p, = 2%, p, = 2%, and k = 5. Under this network con-
dition, SDC and MSVC have similar PSNR performance at low bitrates. This
is because even though the usage of multiple descriptions and path diversity
enhances the robustness of MSVC, the decreased correlation between adjacent
frames in each description reduces its coding efficiency. At a low packet loss
rate, the gain in error resilience may not compensate for the reduction in cod-

ing efficiency, while MSVC achieves more gain at a higher packet loss rate as
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Figure 3.6: Average PSNR vs Bitrate for SDC, MSVC, and MSVC_REC,
Foreman Sequence at 30 fps

shown in Fig. 3.6(b). Compared to SDC and MSVC, our proposed MSVC_REC

achieves consistent gains under different bitrates and network conditions. The
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gains achieved by MSVC_REC are in the range of 0.8-1.8 dB at a 4% packet
loss rate (Fig. 3.6(a)) and in the range of 1.4-2.8 dB at a 8% packet loss rate
(Fig. 3.6(b)) for Foreman sequence. This shows that our proposed method can
effectively improve the error concealment for MSVC by utilizing the information
from both descriptions to conceal the packet loss on a MB basis.

In Table 3.1, we compare SDC, MSVC, and MSVC_REC for different video
sequences at 256 kbps. The results show that the average PSNR gains of
MSVC_REC over SDC and MSVC are 1.52 dB and 1.58 dB for the six video
sequences under an overall packet loss rate of 4%, and the gains of MSVC_REC
over SDC and MSVC under an overall packet loss rate of 8% are 2.80 dB and
2.44 dB. This table illustrates that MSVC_REC outperforms the other two

methods for different video sequences under different network conditions.

Table 3.1: Average PSNR (dB) for Different Video Sequences, 30 fps, 256

kbps
vy = 2%, pr = 2%,k =5 oy = 4%, p, = 4%,k =5
Sequence SDC | MDC | MDC_REC | SDC | MDC | MDC_REC
Carphone | 3111 | 31.93 | 3321 | 27.91| 2021 | 31.02
Claire 1037|3084 | 4231 | 37.03 | 3661 | 4042
Foreman | 30.78 | 31.09 | 3221 | 27.95 | 28.76 |  30.37

Hall-monitor 36.68 | 36.68 38.46 33.36 | 33.61 36.52
Mother-daughter | 38.11 | 37.69 39.20 35.64 | 35.42 37.89
News 36.32 | 35.77 37.08 32.77 | 33.15 35.20

3.4.4 Impacts of Random Loss Rate and Burst Loss Rate

Figure 3.7 compares PSNR performance of SDC, MSVC, and MSVC_REC

under various random loss rates and burst loss rates for Foreman sequence at
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Figure 3.7: Average PSNR vs Packet Loss Rate for SDC, MSVC, and
MSVC_REC, Foreman Sequence at 30 fps, 256 kbps

256 kbps and shows that the proposed MSVC_REC effectively enhances error

resilience of video under a wide range of random loss rates and burst loss rates.
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In Fig. 3.7(a), the random loss rate is fixed at 1% and the PSNR per-
formance of SDC, MSVC, and MSVC_REC under different burst loss rates is
shown. We notice that the performance of SDC drops more quickly than MSVC
and MSVC_REC as the burst loss rate increases, which means that SDC is more
vulnerable to burst losses. That is because even if one description for MSVC
is totally lost, the other description can still be correctly decoded and used to
recover the lost description. Figure 3.7(a) shows that MSVC and MSVC_REC
are more effective to combat burst losses than SDC. MSVC_REC has higher
PSNR than MSVC of about 0.6 dB under various burst loss rates.

Figure 3.7(b) investigates the performance of SDC, MSVC, and MSVC_REC
under different random loss rates with a fixed burst loss rate at 1%. MSVC
leads to reduced coding efficiency due to reduced correlation between adjacent
frames in each description, while providing extra error resilience. As a result,
MSVC achieves comparable PSNR performance to SDC under various random
packet loss rates. We see that MSVC_REC achieves up to 2.6 dB gains in PSNR
and the performance gains of MSVC_REC increase as the random packet loss
rate increases. This is because with the refined error concealment methods,
MSVC_REC better exploits the correctly received information from both de-

scriptions to conceal the random lost MBs.
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Rate-distortion Optimization for

MSVC

Most error resilient techniques simply consider the average packet loss rate
to enhance error robustness for video transmission. However, loss patterns,
specifically burst losses, have great impact on video quality [52]. In this chapter,
we propose a method that can take account of both random and burst losses
to further improve the error resilience of video coding. Our method estimates
the end-to-end distortion based on recursive optimal per-pixel estimate (ROPE)
including both random and burst losses, and applies it for rate-distortion (RD)-
based optimal mode selection. We apply our method in two cases: For single
description video coding, we estimate the reconstructed pixel values for random
packet loss and burst losses, and calculate the overall distortion. For multiple
description video coding, we estimate the end-to-end distortion for MSVC by
considering the network conditions and multiple state recovery to reduce the

error propagation due to packet loss in both descriptions for MSVC. Simulation
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results show that our proposed method achieves better performance than MSVC
and original ROPE (only considering average packet loss rate) over wireless
networks with random and burst losses.

This chapter is organized as follows. The existing work on error resilient
video coding is reviewed in Section 4.1. Section 4.2 introduces the RD-based
mode selection method with recursive optimal per-pixel estimation. We present
our proposed method for SDC and MSVC in Section 4.3 and Section 4.4 re-
spectively. The proposed method is compared with ROPE and MSVC under
different loss patterns, and the simulation results are presented in Section 4.5.
Section 4.6 discusses the complexity of the proposal methods and estimates the

performance with mismatch in the network conditions.

4.1 Error Resilient Video Coding

In wireless networks, video transmission may suffer from packet loss due to
link errors, node failures, route changes, interference and fading in the wireless
channel. Packet loss can seriously degrade the received video quality, espe-
cially due to the propagated errors in the motion-compensated prediction loop.
Therefore, it is challenging to provide error resilient video coding for reliable
video communications over such lossy networks. A number of techniques have
been proposed to increase the robustness of video communications to packet
loss, such as intra/inter mode selection [1, 4, 53-58], reference picture selec-

tion [10, 11], and multiple description video coding [5].

32



Chapter 4. Rate-distortion Optimization for MSVC

Intra coding is an important technique for mitigating error propagation due
to packet loss and makes the video stream more robust to errors. However, using
more number of intra-coded MBs can greatly reduce the coding efficiency since
an intra-coded MB generally requires more bits than an inter-coded MB. There-
fore, to select the optimal intra/inter mode that can achieve the best tradeoff
between error robustness and coding efficiency has become a widely addressed
problem. There are some simple intra updating methods such as refreshing
contiguous intra blocks periodically [53], or intra-coding blocks randomly [55].

A more advanced category of intra refresh algorithms estimates the end-
to-end distortion due to both compression and packet loss, and incorporates
mode selection with rate-distortion (RD) optimization [1, 4, 54-58]. An early
work of RD-based mode selection method is proposed in [54], in which the
distortion is roughly estimated. In [55], the encoder considers the effects of
error concealment and encodes the area that is severely affected by packet loss
in the intra mode. However, the error propagation beyond one frame is ignored
during the estimation procedure. In [56], the authors further incorporate the
distortion due to error concealment of a current block with the distortion due
to error propagation from concealed blocks to optimize mode selection. One
drawback of the methods proposed in [54], [55], and [56] is that the estimated
distortion at the encoder is not very accurate.

A more precise approach to estimate the end-to-end distortion is proposed
by [57]. The authors generate K copies of the channel behavior at the encoder
and calculate the decoder reconstruction to estimate the expected end-to-end

distortion. This approach can accurately estimate the distortion if K is large
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enough. However, it has extremely high computational complexity. In [1], an al-
gorithm called “Recursive Optimal Per-pixel Estimate” (ROPE) is proposed to
compute the distortion by recursively calculating the first and second moments
of each pixel due to compression, error concealment, and error propagation.
This algorithm provides an accurate estimation of end-to-end distortion at the
cost of a modest increase in computational complexity. Since the ROPE algo-
rithm achieves substantial gains over competing methods, extensive work has
been proposed based on the ROPE algorithm. For example, Eisenberg et. al es-
timate the variance of expected distortion by calculating the first four moments
of each pixel and incorporates these moments to allocate channel resources [58].
In [4], the overall distortion is divided into several separable distortion items
to reduce the computing complexity. Reibman extends the ROPE algorithm to
a MD-split coder [59]. In [60], the authors estimate the expected end-to-end
distortion to select multiple description modes on a frame basis.

All of these techniques only consider a simple network condition in which
an average packet loss rate is assumed. However, [52] has shown that not only
average packet loss rate but also the specific pattern of the loss affects the
expected distortion; specifically, they prove that burst losses have a great im-
pact on the distortion. Because of the likelihood of both random packet loss
and burst losses in video communications over wireless networks, we propose
a method which takes account this more complicated network condition for
optimal mode selection to enhance the error resilience of delivered video [61].
Our method estimates the end-to-end distortion based on the ROPE algorithm

considering both random and burst losses, and uses RD optimization for the
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optimal mode selection. The method is applied in two cases. For single descrip-
tion video coding, we estimate the reconstructed pixel values due to random
loss and burst losses, which results in a more precise estimation for the end-
to-end distortion. When applying to RD-based mode selection, this method
can achieve the optimal tradeoff between error resilience and coding efficiency
under different random and burst loss rates, and outperforms ROPE algorithm
over lossy networks. For multiple description video coding, we estimate the
reconstructed pixel values by considering the network condition, error propaga-
tion and multiple state recovery, and select the mode that enhances the error

robustness of MSVC.

4.2 Recursive Optimal per-Pixel Estimate and

RD Based Mode Selection

Most of the video standards provide different intra and inter modes to encode
a MB. For example, H.264 supports various coding modes such as Intra_16x16,
Intra_4x4, Inter_SKIP, Inter_16x 16, Inter 8x 16, Inter_16x8, and Inter 8x8&. In
order to decide the best mode for each MB, a Lagrangian optimization technique
is used to minimize the distortion subject to a rate constraint [62]. That is, the
coding mode that minimizes the Lagrangian cost in the following equation is

chosen to encode the MB,

mm(JMB) = min(DMB + /\modeRMB) (41)

mode mode
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where Rj;p denotes the bits needed for coding the MB in the specific mode,
which includes the bits for the MB header, the motion vector, the reference
frame, and the transformed coefficients. Dj,;p represents the distortion of the
MB, and \,0q4e is the Lagrangian multiplier for the mode decision given by Eq.
(4.2) in H.264,

Amode = 0.85 x 2(@P~12)/3 (4.2)

where QP is the quantization parameter of the MB.

H.264 Lossy Video
Encoder Decoder
&

\

h
v

AL
1

ni
-
d, n

L

Figure 4.1: Video Coding and Transmission System

To determine the optimal mode for each MB, we need to estimate the dis-
tortion of the MB. In an H. 264 video encoder, the distortion is defined as the
mean square error between the original video pixel value f and the encoded
pixel value ffl as shown in Fig. 4.1. The coding mode chosen to encode the
video is optimal for the compressed video without losses. However, for the video
transmitted over lossy networks, the decoded pixel value f,’L suffers from packet
losses and is not equal to ffz To select the optimal coding mode for the video

that suffers losses, the encoder needs to estimate the distortion d’, between the
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original pixel value f and the decoder-reconstructed pixel value ffl as shown
in Fig. 4.1.

Table 4.1 defines the notations used in the derivation of the distortion. The
distortion of each MB is defined as the sum of the end-to-end distortion of the
pixels in the MB,

Dyp = Z d,, (4.3)

1€EMB

Table 4.1: Notation

Definitions

di  End-to-end distortion of pixel ¢ in frame n

f& Original value of pixel 7 in frame n

f,’l Encoder-reconstructed value of pixel ¢ in frame n

ffz Decoder-reconstructed value of pixel 7 in frame n (after error concealment)

7 Quantized residue of pixel ¢ in frame n (Inter mode)

The expected end-to-end distortion for the pixel f! is given by
d, = E[(f, = L)) = (£,)* = 2L B[f,] + El(£,)°) (4.4)
Notice that the value of ffl is a random variable at the encoder. In order

to estimate the expected distortion d’, at the encoder, we need to calculate the

first and second moments of fN;L for an intra and an inter MB separately.

4.3 Optimal Mode Selection for Single Descrip-
tion Coding with Random and Burst Losses

In [1], the authors develop the ROPE algorithm to recursively compute

the first and second moments of ffl based on the packet loss rate p and error
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concealment method. We notice that the ROPE algorithm only considers a
simple loss model, in which each packet may be lost with a packet loss rate p.
While in wireless networks, the loss pattern is usually more complicated. The
video packets may suffer from burst losses as well as random loss. [52] shows
that the loss pattern has a significant impact on the distortion and burst losses
generally cause a larger distortion than isolated losses. Therefore, we extend the
ROPE algorithm with burst losses to better estimate the decoder-reconstructed
pixel value for single description video coding.

When burst losses happen, the concealed pixel is further away from the last
correctly received frame and it generally has a greater distortion. Therefore, we
distinguish it from the concealed pixel value due to random loss. By separately
estimating the concealed pixel value due to random loss and burst losses, we can
more accurately calculate the end-to-end distortion at the encoder for optimal
mode decision.

We assume that the temporal-copy error concealment is used to recover the
lost video segment. That is, a lost MB is concealed by copying the previous
correctly received MB in the corresponding position. The packet loss model in
Section 3.4.1 is applied, in which three parameters need to be considered for
the extended ROPE algorithm: burst loss rate py, burst length & (frames), and
random packet loss rate p,. Using the notations in Table 4.1, we calculate the

first and second moments of fﬁl in intra and inter modes respectively.
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4.3.1 Pixel in an intra-coded MB

According to the packet loss model, each packet may experience three net-

work conditions:

1. The packet is correctly received with probability (1 —p,)(1—p,). We thus
have fi = fi.

2. The packet suffers burst losses with probability p,. This means that k
consecutive frames are lost during the time interval At. The lost MB is

then concealed by the co-located MB in the last correctly received frame.

That is frll = frlL—(n mod k)*

3. The packet encounters random loss with probability (1 — p;)p,. Then the
lost MB is recovered by copying the co-located MB in the previous frame.

i

Therefore, we have fi = f! ;.

Based on the three cases, the first and second moments of fi in an intra-

coded MB are calculated by,

Blfil = (1—p) A —ps) - (f2) + (1 =)o - E[fi_)]
+D0o E[ﬁi—(n mod ) (4.5)
Bl(f)Y = (1—p)A—ps) (f2)*+ (1= pp)pe - E[(fi 1)

+Do - E[(.frsz(n mod k)>2] (46)
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4.3.2 Pixel in an inter-coded MB

When the pixel is inter-coded, there are also three cases to estimate the

decoder-reconstructed pixel value:

1. The packet is correctly received with probability (1 — py)(1 — p,). For
an inter-coded pixel, we assume that pixel ¢ is predicted from pixel j in
the previous frame and the quantized residue is 7. Then the encoder
reconstruction f}L is computed by adding the quantized residue to the
prediction, that is, ffl =7 + f,{_l. Thus, the decoder-reconstructed pixel

value is given by, fi =7 + f_.

2. The packet suffers burst losses with probability p,. Similar to the intra-

coded pixel, the pixel is concealed from the last correctly received frame

7

and we have f; = f, ., Lod5)-

3. The packet encounters random loss with probability (1 — p,)p, and the

pixel is concealed by the pixel in the previous frame: f:}Z =fl_4

Finally, the first and second moments of f;L in an inter-coded MB are given by:

E[fi] = (1 —p) (1 —py) - (7 + E[(fi_))])
+(L=po)pr - E[fi ]+ 16+ Elfi i moa )] (4.7)
E[(fi)%) = (1 =p)(1—po) - E[(Fh + f_1)]

+(1 = po)pr - El(f11)?] + 2o - El(fa- (o moa )] (4.8)

Using Eqns. (4.5)-(4.8), we can recursively estimate the first and second mo-

ments of ffl and calculate the overall end-to-end distortion for each MB. By
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applying the RD-based mode selection method in Section 4.2, the optimal mode
that provides a good trade-off between coding efficiency and error resilience for

the specific random and burst loss rates is chosen.

4.4 Optimal Mode Selection for MSVC with
Random and Burst Losses

From Section 2.2, we know that MSVC transmits two independently de-
codable descriptions over two different paths to reduce the loss of consecutive
frames. Burst losses in one description only cause the loss of consecutive odd
(even) frames, which can be well concealed by the even (odd) frames in the
other description. On the other hand, burst losses can cause severe degradation
to all the subsequent frames in SDC. Therefore, MSVC is more robust to burst
losses than SDC. However, when MSVC experiences random packet loss, the
distortion due to random loss not only propagates to subsequent frames in the
same description, but may also affect frames in the other description because
of multiple state recovery. In order to mitigate the error propagation due to
random loss in MSVC, we propose a rate-distortion optimized mode selection
method for MSVC, which adaptively encodes MBs in different modes to reduce
the impact of error propagation.

The idea is similar to the ROPE method, except that MSVC uses multiple
state recovery to conceal the error and the encoder needs to consider this during
the estimation process. We assume that the refined error concealment methods

presented in Chapter 3 are applied. We estimate the first and second moments
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of fﬁl by considering the packet loss rate p, and the multiple state recovery, and
calculate the expected end-to-end distortion for each MB. When applying RD-
based mode selection, the proposed method can better recover from random

loss.

4.4.1 Pixel in an intra-coded MB

To compute the first and second moments of f}z for an Intra MB, we need

to consider the following scenarios:

1. The packet for f! is correctly received with probability 1 —p and thus we
have fi = fi.

2. The packet for f! is lost and the neighbor group of blocks (GOB) is
received with probability p(1 — p). In this case, we estimate the motion
vector of lost pixel from one of the available neighbor MBs and use motion-
compensated concealment to recover the lost pixel. We choose one frame
as the reference from each description and get two reconstructed values
f' and f72,. Then pixel fi is recovered from f*, or f”, depending

on which reconstructed value is closer to f!, i.e. fi = fi" = where m =

arg min(f37, — fi).
ze{1,2}
3. The packet for f’ and the neighbor GOB are both lost with probability

p®. Then either fi | or fi , is used to conceal fi. Thus, fi = f

where k = argmin(fi__ — f1)2.
ze{1,2}
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Based on the above cases, we can calculate the first and second moments of
f#in an intra MB by Eqs. (4.9) and (4.10),

E[fi) = (1 =p)(f2) +p(1 = p)E[fi2,) + D E[f} 4] (4.9)

E[(f})*) = (1 =p)(f))* + p(1 = p)E[(fi2,)"] + D°El(f; 1)) (4.10)

where  m = argmin(E[f7 ] — f)?, and k=argmin(E[fI ] — f})?
xG{l,Q} '7:6{172}

4.4.2 Pixel in an inter-coded MB

For MSVC, the odd frame is predicted from the previous odd frames and the
even frame is predicted from the previous even frames. Therefore, the quantized
residue 7 = ij — ]{_2 for MSVC, where pixel ¢ in frame n is predicted from
pixel j in frame n — 2. We assume that j,,(m = 1, 2) is the pixel corresponding
to the estimated concealment motion vector for pixel 7 in frame n—m. Then we
can calculate the first and second moments of f;ﬁ according to the three cases

similar to those in Section 4.4.1,
Elf}) = (1= p)(#, + Elfa_o]) + p(1 = p)E[far] + PElf3 4] (4.11)
E[(f;)%] = (1= p)E[(#, + fi_s)*] + p(1 = p)E[(fi")*] + P E[(fi_1)°] (4.12)

where m = argmin(E[f,] — f1)?, and k=argmin(E[f._,] — fi)?
ze{1,2} ze{1,2}
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4.5 Performance Evaluation of RD-optimized
Mode Selection with Random and Burst
Losses

In this section, we evaluate the performance of the proposed methods intro-
duced in Section 4.3 and Section 4.4 under different network conditions.

We implement our proposed methods by modifying H.264 reference software
JM13.2. We use the temporal copy method in the implementation. That is, the
lost MB is concealed by copying the co-located MB in the last correctly received

frame. The following four approaches are implemented for comparison:

e SDC_ROPE: The video sequence is coded into a single description with

ROPE proposed in [1] and transmitted over one path over the network.

e MSVC_REC: The video sequence is coded into two descriptions using
MSVC and transmitted over two independent paths over the network. At
the decoder, refined error concealment introduced in Chapter 3 is applied

to decode the corrupted video.

e SDC_EROPE: The video sequence is coded into a single description with
extended ROPE method proposed in Section 4.3 and transmitted through

one path in the network.

e MSVC_OMS: The video sequence is coded into two descriptions using

MSVC with the optimal mode selection proposed in Section 4.4. Then
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the encoded bitstream is transmitted over two paths and decoded using

the refined error concealment method for MSVC proposed in Chapter 3.

We use the packet loss model introduced in Section 3.4.1 to simulate random
and burst losses in the networks. We evaluate six video sequences including
Carphone, Claire, Foreman, Hall-monitor, Mother-daughter, and News. Each
sequence consists of 300 frames at QCIF format. The sequences are encoded as
IPPP format with GOP = 30 at 30 fps and each frame is packetized to 4 RTP
packets.

First, we show the average PSNRs of SDC_ROPE, MSVC_REC, SDC_EROPE
and MSVC_OMS under different bitrates for two sets of network conditions
in Fig. 4.2. We see that MSVC_OMS achieves about 0.43 dB, 0.31 dB, and
0.25 dB gains under different bitrates at a 4% packet loss rate compared to
SDC_ROPE, MSVC_REC, and SDC_EROPE, respectively. At a 8% packet loss
rate, the gains of MSVC_OMS are 1.00 dB, 0.90 dB, and 0.56 dB compared to
SDC_ROPE, MSVC_REC, and SDC_EROPE. We see that MSVC_OMS achieves
the best average PSNR performance compared to other three methods under
different bitrates at different packet loss rates.

We have shown the objective performance of four methods in Fig. 4.2. Now
we investigate the video quality of the four methods for multiple users. Fig-
ure 4.3 shows PSNR, ; of SDC_ROPE, and MSVC_REC, SDC_EROPE, and
MSVC_OMS for Foreman sequence under network condition (p, = 4%, p, =
4%,k = 5). Here, p, is the random loss rate, p, is the burst loss rate, and k is
the burst length (in frames). The average PSNR of these four methods are 30.23
dB, 30.37 dB, 30.70 dB, and 31.09 dB respectively. Figure 4.3(a) presents the
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Figure 4.2: Average PSNR vs Bitrate for SDC_ROPE, MSVC_REC,
SDC_EROPE and MSVC_OMS, Foreman Sequence at 30 fps

PSNR, ¢ values with a fixed r = 85%. Compared to SDC_ROPE, MSVC_REC,
and SDC_EROPE, MSVC_OMS has the fewest number of low-quality frames

in 85% of the realizations. For example, as shown in Fig. 4.3(a), about 25% of
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Figure 4.3: PSNR, ; for Foreman sequence at 30 fps, 256 kbps, p, = 4%,
Py = 4%, k=5

frames in 85% of the realizations for SDC_ROPE have a PSNR lower than 25
dB, while fewer than 10% of frames in 85% of the realizations for MSVC_OMS
achieve a PSNR lower than 25 dB. We also see that SDC_EROPE has consis-
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tently higher PSNR; values than SDC_ROPE for a fixed 7, which means that
for 85% of users, SDC_EROPE constantly provides better video quality than
SDC_ROPE. Furthermore, the PSNR,_g59 ¢ curve of MSVC_REC crosses over
the PSNR, _g5%, s curves of SDC_ROPE and SDC_EROPE at f = 55% and
f = 70% respectively. It means that the PSNR variance of MSVC_REC is
smaller than SDC_ROPE and SDC_EROPE, which provides better perceptual
video quality for human viewers.

Figure 4.3(b) plots PSNR, ; of SDC_ROPE, MSVC_REC, SDC_EROPE,
and MSVC_OMS with fixed f = 85%. In the figure, we see that MSVC_OMS
has the highest PSNR,. y_g59 under most values of . This means that MSVC_OMS
can guarantee a higher PSNR than SDC_ROPE, SDC_EROPE, and MSVC_REC
for 85% of frames in all of the realizations. For example, the PSNRs guaranteed
for 85% of the frames in 85% of the realizations for SDC_ROPE, MSVC_REC,
SDC_EROPE, and MSVC_OMS are 22.53 dB, 25.02 dB, 23.96 dB, and 26.47 dB
respectively. This indicates that MSVC_OMS guarantees a higher video quality
for a user in multiple channel uses (r%) or provides better video experience for
multiple users in the network. Based on Fig. 4.3, we see that SDC_EROPE
has better performance than SDC_ROPE, and MSVC_OMS achieves the best
perceptual quality for multiple users.

Table 4.2 and Table 4.3 present the average PSNR and PSNR, _g59, f—g5% re-
sults for SDC_ROPE, MSVC_REC, SDC_EROPE and MSVC_OMS for different
video sequences. The results in Table 4.2 show that MSVC_OMS consistently
provides PSNR gains for various sequences. One exception is for News se-

quence at packet loss rate p, = 2%, p, = 2%,k = 5. MSVC_OMS has lower
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Table 4.2: Average PSNR for Different Video Sequences, 30 fps, 256 kbps

Po = 2%7]?7' = 2%7k: 5

Sequence SDC_ROPE | MSVC_REC | SDC_EROPE | MSVC_OMS
Carphone 33.23 33.21 33.27 33.88
Claire 41.37 42.31 41.20 42.66
Foreman 31.95 32.21 32.09 32.35
Hall-monitor 38.40 38.46 38.40 39.09
Mother-daughter 38.90 39.20 38.98 39.45
News 37.84 37.08 37.52 37.31

Pv = 4%,}% = 4%,]{7 =35

Carphone 31.25 31.02 31.33 32.38
Claire 38.68 40.42 38.11 41.17
Foreman 30.23 30.37 30.70 31.09
Hall-monitor 35.66 36.52 35.58 37.72
Mother-daughter 37.25 37.89 37.59 38.38
News 35.26 35.20 35.28 35.80

Table 4.3: PSNR,

—s5%, f=s5% for Different Video Sequences, 30 fps, 256 kbps

by = 2%71% = 2%7k: i)

Sequence SDC_ROPE | MSVC_REC | SDC_EROPE | MSVC_OMS
Carphone 23.97 27.86 24.51 28.50
Claire 27.22 37.31 28.85 38.84
Foreman 24.29 27.99 25.92 28.64
Hall-monitor 25.76 32.58 25.56 33.77
Mother-daughter 30.69 3591 31.75 36.82
News 25.21 30.58 25.56 31.39

oy =4%,pr = 4%,k =5

Carphone 21.63 25.17 21.83 26.31
Claire 24.40 32.88 25.74 35.28
Foreman 22.53 25.02 23.96 26.47
Hall-monitor 22.17 29.21 22.92 29.60
Mother-daughter 26.82 33.18 29.00 34.40
News 22.67 26.66 22.90 26.98
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average PSNR, probably because the gain that comes from error resilience of
MSVC_OMS is not enough to compensate the coding efficiency loss due to re-
duced correlation between adjacent frames in the same description. However,
for the same case, the PSNR, _g59% r=ss% value of MSVC_OMS is 6.2 dB higher
than SDC_ROPE, which means even though MSVC_OMS has a lower average
PSNR value than SDC_ROPE, it has fewer number of bad-quality frames and

provides better perceptual quality for multiple users.

4.6 Discussions

4.6.1 Complexity Considerations

In this section, we compare the cost of computational complexity and stor-
age of our proposed approaches with ROPE. We know that ROPE leads to a
modest increase in computational complexity, which is mostly introduced by
calculating the two moments of ffl for both intra mode and inter mode for each
pixel. When comparing EROPE to ROPE, we know that the concealed pixel
value caused by burst losses is estimated separately and it introduces 4 more
addition/multiplication operations for each pixel in an intra-coded/inter-coded
MB. Since the error concealment is the same regardless of the coding mode of the
MB, the total number of extra addition/multiplication operations is 6 for each
pixel. For MSVC_OMS, the extra operations come from the selection of multi-
ple state recovery and it is the same for both intra-coded MB and inter-coded
MB. Therefore, MSVC_OMS requires 8 more extra addition/multiplication op-

erations for each pixel than ROPE. Based on the above analysis, we see that the
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computational complexity of EROPE and MSVC_OMS is in the same order of
ROPE. Furthermore, all the additional complexity occurs only at the encoder.

For storage cost, we see that ROPE only needs to store the two moments
of each pixel in the previous frame, while EROPE stores the two moments of
previous k frames and MSVC_OMS stores the two moments of the previous
two frames. This extra storage cost introduced by EROPE and MSVC_OMS is

negligible in most applications.

4.6.2 Mismatch of Network Conditions

Our approaches assume that the network conditions are known at the en-
coder and are used as the coding parameters. We need to analyze the sit-
uation that mismatch happens between the assumed network condition and
actual condition in the network. There are two cases to be considered: ei-
ther the assumed packet loss rate is lower or higher than the actual loss rate
in the network. For the first case, the distortion caused by packet loss for
SDC_ROPE, SDC_EROPE, and MSVC_OMS is all underestimated; neverthe-
less, SDC_EROPE and MSVC_OMS are still more robust to packet loss than
SDC_ROPE. For the second case, the distortion is overestimated and it may
introduce unnecessary redundancy for error resilience. The worst mismatch in
this case is that the network is error-free and the decoder reconstruction is
equal to the encoder reconstruction. For example, when the assumed network
condition is p, = 4%, py, = 4%, k = 5, the average PSNRs at the encoder for
SDC_ROPE, MSVC_REC, SDC_EROPE, and MSVC_OMS are 34.35 dB, 34.54
dB, 33.72 dB, and 33.72 dB, respectively. When no packet loss happens in
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the network, the average PSNRs at the decoder are the same as above PSNRs,
which all represent quite good video quality. As we discussed in Chapter 2,
for PSNRs higher than a certain threshold, increasing PSNR does not help to
enhance the perceptual quality [20], thus the loss in coding efficiency does not
affect the perceptual video quality much. Our proposed approaches start to
achieve gains when the video transmission suffers packet losses over the net-

work.
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Chapter 5

Routing-aware Reference Frame
Selection for MSVC

Supporting video transmission over error-prone mobile ad-hoc networks is
becoming increasingly important as these networks become more widely de-
ployed. In this chapter, we propose a routing-aware multiple description video
coding approach to support video transmission over mobile ad-hoc networks
with multiple path transport. This approach uses ad-hoc routing messages
available in the standard routing protocols to estimate the packet loss and then
select the reference frames accordingly. We first explore the relationship be-
tween packet losses and routing messages. We build a model to estimate the
packet loss probability of each packet according to the routing messages re-
ceived by the transmitter and the transmission delay determined by the MAC
layer access mechanism and the network parameters. Based on this model, we
then estimate the frame loss probability, and apply a threshold-based algorithm

to select the reference frames to mitigate error propagation. Unlike common
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reference picture selection (RPS) work [63, 64], our approach does not require
any extra channel feedback but retrieves information from normal routing mes-
sages. Experiments are conducted using the QualNet simulator that accounts
for node mobility, channel properties, MAC operation, multipath routing, and
traffic type. We evaluate the estimation accuracy of the proposed estimation
model and investigate the objective and perceptual video quality for multiple
users.

This chapter is organized as follows. We review the existing work on mul-
tiple description coding with path diversity in Section 5.1. In Section 5.2, we
describe the architecture of our proposed routing-aware MDC system. Sec-
tion 5.3 presents the proposed packet loss estimation method based on routing
messages and network conditions and Section 5.4 discusses our reference frame
selection algorithm for MDC using the estimated packet loss. The simulation
setup for the routing-aware MDC system is introduced in Section 5.5. In Sec-
tion 5.6, we analyze the performance of our proposed method under different

network conditions.

5.1 MDC with Path Diversity for Video over

Mobile Ad-hoc Networks

Multiple description coding (MDC) has been shown to be a promising tech-
nique for video transmission over lossy networks[5]. With MDC, a video se-
quence is encoded into multiple descriptions such that each description can be

used to reconstruct the video with low but acceptable video quality. When more
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number of descriptions are received for reconstruction, higher video quality can
be achieved. As long as all descriptions are not lost simultaneously, acceptable
quality can be maintained. In order to reduce the likelihood of simultaneous loss
of descriptions, different descriptions are transmitted through different paths.
This is referred as MDC with multiple path transport (MPT). MPT helps to
reduce the possibility of simultaneous loss of different descriptions and enables
load balancing in networks. Many studies show that combining MDC with
MPT leads to substantial performance gains for video transmission over these
networks [13, 60, 65, 66].

The research in this area can be generally divided into two categories. One
category studies the effectiveness of MDC methods based on a specific network
model with path diversity [60, 65, 66]. In [65], the authors proposed a MDC
method based on the lapped orthogonal transform and examined the perfor-
mance on a two-path system with the same capacity and error characteristics.
An adaptive MD mode selection approach is proposed in [60] to adapt to the
network conditions as well as to the video characteristics. This approach se-
lects the optimal MD mode by calculating the end-to-end distortion based on
the Gilbert packet loss model. In [66], Mao et. al. compared feedback based
reference picture selection, layered coding, and MDC schemes with multipath
transport and found that MDC is preferable when a feedback channel cannot
be set up.

The other category addresses the path selection and rate allocation problem
for MDC given a particular MDC scheme [67-71]. Begen et. al. proposed a

multi-path selection method that chooses a set of paths maximizing the overall
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quality at the client based on the network parameters, media characteristics
and application requirements [67]. The authors in [68] formulated a routing
optimization problem that minimizes the application layer video distortion and
provided a genetic-algorithm based approach to compute two disjoint paths for
video transmission. In [69], the authors formulated the video distortion as a
function of network layer behavior and proposed a branch-and-bound framework
to produce optimal solutions. Different metrics used for the path selection for
MDC are discussed in [70], and a practical interference aware distributed routing
protocol is proposed. Zhou et al. proposed a joint routing and rate control
algorithm to distribute video with optimal end-to-end quality of all users [71].

Our proposed method falls into the first category; however, instead of as-
suming that two node-disjoint paths with the same error characteristics are
available or the set of paths is given, we consider multipath routing in a more
practical network and utilize the route messages to select the proper reference
frames. Our work is inspired by the reference picture selection (RPS) methods
proposed in [63, 64]. Most of the RPS work assumes an extra feedback control
channel from the video receiver to the sender, and the receiver thus sends an
ACK/NACK for every video packet [63]. Such an approach can lead to ex-
tra overhead and cost, especially in a large network. Our routing-aware MDC
method, on the other hand, does not require any additional control packets
or an extra channel connection in the network. We only extract and utilize
the information embedded in typical routing messages, thus saving network

bandwidth.
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Figure 5.1: System Architecture of The Proposed System Using Routing-
aware Multiple Description Coding and Multipath Routing

5.2 Routing-aware Multiple Description Video
Coders

The system architecture of the proposed system is shown in Fig. 5.1. The
routing-aware multiple description video encoder generates two video descrip-
tions based on the MSVC method [13] and routing-aware reference frame selec-
tion. The two descriptions are transmitted through two paths established by
the multipath routing protocol. At the receiver, the descriptions are decoded by
the MD video decoder, in which the refined error concealment method proposed
in [72] is applied to reconstruct the video sequence from received descriptions.
We discuss the MD video encoder/decoder and the multipath routing protocol

in this section and present our packet loss estimation approach in Section 5.3.

5.2.1 Multiple Description Video Encoder/Decoder

Multiple description video coding (MDC) is an effective approach to enhance
the error resilience of video transmission over lossy networks. The general idea

is to encode the video sequence into several descriptions with equal impor-
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tance. Each description can be decoded independently or combined with other
descriptions for reconstruction. In general, the reconstructed video achieves
better video quality when more descriptions are received.

Among the many proposed MDC algorithms [5], multiple state video coding
(MSVC) proposed by Apostolopoulos in [13] is a very popular method since it
is easy to implement and compatible with different video standards. Thus, we
apply MSVC to our MD video encoder. At the encoder, the video sequence
is temporally downsampled into two sub-sequences consisting of odd and even
frames, and the odd and even frames are encoded as two descriptions using an
H.264 encoder. During the encoding process, we use routing messages from the
routing protocol to help the encoder select the reference frames. The details
are presented in Section 5.4.

At the decoder, we utilize the MSVC decoder with the refined error conceal-
ment method as proposed in [72]. When the decoder receives the corrupted de-
scriptions, it decodes the correctly received MBs and conceals the lost MBs with
the refined MB concealment method that considers the information from both
descriptions for better recovery. The refined intra MB concealment reconstructs
the lost MBs in the intra frames by using the temporal correlation between ad-
jacent intra frames in two descriptions, while the refined inter MB concealment
uses an additional reference list to perform the motion-compensated conceal-
ment. Finally, the concealed descriptions are interleaved to achieve the final

reconstruction.
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5.2.2 Multipath Routing Protocol

As mentioned in Section 5.1, combining MDC with multipath transport is an
appealing approach because it provides error resilience as well as load balancing
for video transmission over networks. To support MDC with path diversity,
a multipath routing protocol is required to build multiple paths between the
source and destination nodes through the ad-hoc network.

Many multipath routing protocols have been proposed to support multipath
transport in wireless ad-hoc networks [73-76]. In [73], the authors proposed a
multipath extension of dynamic source routing (DSR) [77], in which a set of
alternate link-disjoint routes are maintained. Another extension of DSR called
split multipath routing (SMR) is proposed in [74]. It focuses on building and
maintaining multiple maximally disjoint paths. AOMDYV [75] and AODVM
[76] are two multipath protocols extended from the ad-hoc on-demand distance
vector (AODV) routing protocol, in which AOMDV computes multiple loop-
free and link-disjoint paths [75] and AODVM finds multiple node-disjoint paths
[76].

Although these on-demand multipath routing protocols have different opti-
mization criteria to establish routes, they all consist of two basic mechanisms:
route discovery and route maintenance. A route discovery process is triggered
when a source node needs a route to transmit packets to a destination node.
A route request (RREQ) message is flooded to the entire network to find the
routes. When the RREQ reaches the destination node, a route reply (RREP)
message is sent back to the source node to build a new route. Route main-

tenance deals with the situation that a route becomes worse or even broken.
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When a route breaks, the node that detects the link failure sends a route error
(RERR) message to the source node. Once the source node receives the RERR,
either a new route is built from the route table or a route discovery is initiated
to reconstruct a new route.

We notice that the routing discovery and maintenance mechanisms in most
of the routing protocols provides feedback concerning the network conditions.
This inspires us to utilize these feedback messages to estimate the packet losses
in the network and to adapt the video coding accordingly. In this paper, we
implement SMR as our multipath routing protocol due to its popularity and
simplicity [78]. However, our solution is not limited to this particular protocol

and can be extended to other multipath routing protocols.

5.3 Packet Loss Estimation via Routing Mes-
sages

In this section, we present how to use routing messages to estimate the
packet losses in the network. Based on the routing mechanisms, a RERR mes-
sage is initiated when the MAC layer fails all retransmission attempts to trans-
mit a packet to the next hop destination. This RERR indicates that a link
becomes unreliable and the packets transmitted through this link suffer a high
packet loss rate. Before the source node receives the RERR, video packets sent
from the source node are still transmitted through this error-prone link and are
susceptible to losses. When the source receives the RERR, it either reconstructs

the route from the route cache or initiates the route recovery process to find a
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Figure 5.2: An Example to Illustrate The Packet Losses in The Network and
The Corresponding Routing Messages

new route. Packets scheduled to be transmitted in the broken route during the
route recovery process are discarded and marked as lost.

In our previous work [79], we use a simple method to utilize the routing
messages, that is, every time a route error (RERR) message is received by the
source node, we assume that the previously transmitted packet is lost. How-
ever, due to the transmission delay of the video packets and routing messages,
a RERR may indicate possible losses of several previously transmitted video
packets. Therefore, here we propose a model to estimate the packet loss prob-
ability of the packets sent through an unreliable link.

Figure 5.2 illustrates how the RERR message correlates to the packet losses
in the network. As shown in Fig. 5.2, a RERR is initiated at the intermediate
node when video packet v, exhausts all retransmission attempts and still fails
to transmit to the next hop destination. We define the retransmission delay of
this packet as Tretrans. After time Trerr, the source node receives the RERR
and stops transmitting video packets through the unreliable link. We see that
packets vy, vg, v7 sent during time period Tyetrans + TrRErr are still transmitted

through the unreliable link and are very susceptible to packet loss.

61



Chapter 5. Routing-aware Reference Frame Selection for MSVC

We assume that anytime the source receives a RERR, the preceding video
packets sent from the source follow the same packet loss distribution under the
same network conditions. Therefore, we denote Pr(n) as the packet loss prob-
ability of the n'* preceding packet sent from the source before the source node
receives a RERR. Our main goal is to model Pr(n) and utilize it to determine
the potential corrupted frames. Due to the random delay between link failure
and RERR reception at the source, the n** preceding packet before RERR can
be sent at a time before, right at, or after the link failure happens. We use
three states to represent these three cases: GOOD means the packet is sent
before the link failure, FAIL means the packet fails to transmit and triggers
RERR, and BAD means the packet is sent after the link failure. According to

our above analysis, we define Pr(n) as
Pr(n) = X;-py(n) + Ap-pr(n) + Np-pp(n) (5.1)

where Ay, A¢, and )\, represents the packet loss probability in GOOD, FAIL,
or BAD state respectively, and py(n), ps(n), and p,(n) denotes the probability
of the n** preceding packet in these three states, respectively. In the following,
we estimate the state probability distribution and packet loss probabilities in

these three states.

5.3.1 Estimation of State Probability Distribution

The state of a video packet depends on the delay of the link failure feedback
and the transmission interval of video packets. For example, as shown in Fig.

5.2, vy is the packet that triggers RERR and hence is in FAIL state. The packets
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sent before vy (e.g. v3) are in GOOD state while the packets sent after vy are in
BAD state. Therefore, we can compare the video packet transmission interval
Thata and the delay of the link failure feedback Tjelay to determine the state of

the packets sent before receiving the RERR by

pg(n) =D (Tdelay S (n - 1)Tdata>
pr(n) = p (nTaata > Taelay > (1 — 1) Tgata) (5.2)
pb(n) =p (Tdelay > anata)

We can calculate the video packet interval Ty, by
Taata = L/ Ry (5.3)

where R; is the transmission bitrate of the video sequence and L is the payload
size. Then in order to calculate Eq. (5.2), we need to estimate the probability
distribution of Tielay-

As shown in Fig. 5.2, we see that Tjely consists of two parts: the retransmis-
sion delay of a packet that fails all retransmission attempts (denoted as Tyetrans)
and the time period to transmit the RERR to the source (denoted as Trgrg)-

So we have

Tdelay = Tretrans + TRERR (54)

The values of both Tierans and Trerr depend on the MAC layer access
mechanism. The basic access method of the IEEE 802.11 MAC layer is the
distributed coordination function (DCF) based on the carrier sense multiple
access with collision avoidance (CSMA/CA) scheme [80]. The DCF method
provides a basic access mechanism and an optional RT'S/CTS access mechanism.

In this paper, our estimation is based on the basic access mechanism. Our
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method can also be applied to the RT'S/CTS mechanism. Next, we estimate

Tretrans and Trerr based on the basic 802.11 DCF mechanism.

5.3.1.1 Estimation of TRerr

We first estimate the time period to transmit the RERR to the source,

TRERR, by
TRERR = Mhop-LC (5.5)

where ny,p is the average number of hops to transmit RERR to the source, and
Tc is the transmission time for a successful RERR transmission. For the basic

802.11 access mechanism, we have
To =Tpwrs + Tu + Tea + Tsirs + Tack (5.6)

where Tpirg is the DIFS time, Ty represents the transmission time of MAC and
PHY header, Ty, is the transmission time of RERR payload, Tgps is the SIFS

time, and Thck denotes the ACK transmission time.

5.3.1.2 Estimation of Tyetrans

We then estimate the transmission delay Tieans Of a packet that fails to
transmit from the current station to the next hop destination after exhausting
all retransmission attempts. As shown in Fig. 5.3, each transmission period
consists of a defer access and a backoff process. The transmission procedure
starts when the station senses an idle distributed inter-frame space (DIFS) and
invokes a backoff procedure. The backoff time is uniformly chosen in the range

of [0, CW], where C'W is the current contention window (CW) size. Then the
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Figure 5.3: Packet Retransmission Procedure Based on Basic Access
Mechanism

station sends out the video packet. If the transmitting station does not re-
ceive the acknowledgment (ACK) within the ACK timeout interval, the station
concludes that the transmission has failed and invokes a retransmission process
until the retransmission limit is reached. Note that CW takes an initial value of
CWhin and exponentially increases after each unsuccessful transmission, until
it reaches the maximum CW size of CW,,ax.

Based on the above analysis, the transmission delay of a packet that fails

all retransmission attempts is
Tretrans = mTD + Tbackoﬂ" (57)

where m is the retransmission limit, T is the time period of a defer access, and
Thacko 18 the overall backoff time.

Similar to Eq. (5.6), we have Tp
Tp = Toirs + T + Taata + Tsirs + Tack (5.8)

where Tyata is the transmission time of the data payload.
The overall backoff time is a random variable that is the sum of a series of

independent random variables uniformly distributed in the range of [0, W;]- Ty
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and W; is the CW size in the i** retransmission defined by

20 (CWain+1) =1 i</
W, = (5.9)
2 (CWiin+1) =1 i >m/

(CWhax+1)
Where m/ = IOgQ m

We define T, as the backoff time in the it retransmission, so we have
Tp, ~ U0, W;-Tyot), where U(0, W;-Tyot) represents an uniform distribution in

the range [0, W;]-Tyot. Thus the overall backoff time is

m—1 m—1
Tbackoff = Z TBZ' ~ US(Oa Z Wi'Tslot) (51())
1=0 =0

where Us(-) represents the probability distribution of the overall backoff time
Thackoff, Which is the sum of m uniform random variables. We use Py(t) to
represent the CDF of Thacof, 4.€. the probability that Ti.qef is shorter than
time ¢ is represented by Ps(?).

Finally, based on Egs. (5.2)-(5.10), we have the state probability distribu-

tion by
py(n) = Ps(AT)

pr(n) = Py(Tuaa + AT) — P,(AT) (5.11)
pb(n) =1- P5<Tdata + AT)
where AT = (n—1)Tyata— TrErr —mIp.

5.3.2 Estimation of Packet Loss Probability A\;,, A\;, and

Ap

Ay refers to the packet loss rate of a good link, in which the ACK is received

to indicate a successful transmission. Therefore, we assume A\, = 0. X\, is
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defined as the packet loss rate of an unreliable link, which is the probability
that the video packet does not reach the next hop destination successfully. s
is the packet loss rate for the video packet that fails all transmission attempts
and triggers the RERR. Based on the MAC layer mechanism, we know that
each time a video packet fails a transmission, it means either the video packet
fails to transmit to the next hop destination or the ACK message is not received
by the transmitter. Thus, Ay is the conditional packet loss probability for the
video packet that fails all transmission attempts.

Let Ay denote the event that the video packet is lost and A; denote the
event that the video packet fails all transmission attempts. We assume that
each transmission is independent and the loss probability of a video packet
and an ACK for an unreliable link are pq.;. and pack respectively. Then we
have p(Ag) = pi.i. and p(A1) = [pPaata + (1 — Paata) - Pack]|™, where m is the

retransmission limit. Finally, Ay and A, are represented by

A= plAgay) = DA ()

P(A1)
pg;ta
= 5.12
[pdata + (1 - pdata) : pACK]m ( )
A = P(Ao) = Plata (5.13)
By Egs. (5.12) and (5.13), we have

Ap m

)\_ = [pdata + (1 - pdata)'pACK] S 1 (514)
f

i.e. Ay is generally larger than A,.
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5.4 Routing-aware Reference Selection for MSVC
Based on Packet Loss Estimation

Given the packet loss probability estimated from routing messages, we seek
to design a routing-aware MDC method that can improve the error resilience of
the reconstructed video. Since error propagation is probably the most important
problem for video transmitted over error-prone channels [52], our design goal
is to reduce error propagation caused by the video packet losses. Our design
achieves this goal by using the reference frame selection technique to reduce
error propagation, i.e., select proper reference frames that do not suffer packet
losses. For every video frame that may be corrupted, our design can estimate the
frame corruption probability and avoid using this frame as a reference frame if
the corruption probability is higher than a certain threshold. In the following,
we describe the details of the frame corruption estimation and the reference
selection algorithm for our MDC method.

In Section 5.3, we discussed the process to estimate the packet loss proba-
bility of each transmitted packet based on the routing messages. Based on the
received RERR message, we estimate the packet loss probability of the n** pre-
ceding packet sent from the source as Pr(n), which corresponds to the packet
loss probability of the video packet with index v;. We now use the estimated
packet loss probabilities to determine the frame corruption probability of each

frame by

p(fi) =1—= T (t=p(w)) (5.15)

Vi €[k
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where p(v;) is the packet loss probability for packet v; in frame fi, and the
frame corruption probability of f; is defined by the probability that any packet
in frame f} is lost. That is, we consider the whole frame as corrupted as long as
part of the frame is lost and the corrupted frame is removed from the reference
frame list. This simplifies the reference frame selection algorithm. As a future
work, we can further improve our algorithm by performing reference frame
selection on partial frames.

We use the frame corruption estimation results to assist the reference frame
selection. During the encoding process, we initialize the reference list that
consists of previously encoded frames in the same description. Next, we remove
the frames with a frame corruption probability greater than a threshold pgpyes
from the list. If all frames are removed from the reference list, we check the
previously encoded frames in the other description and add frames with p(f;) <
Piures O the list. The current frame is encoded using the reference frames in the
list and transmitted over the networks. The process is shown in Procedure 1.
By not using the possible damaged frame as reference, we expect to reduce
error propagation due to packet losses. Moreover, our proposed approach only
relies on the standard ad-hoc routing messages and it does not incur any extra
overhead.

Despite minimizing frame corruption estimation errors through careful mod-
eling, estimation errors may still occur due to the random feedback delay of
routing messages. These unexpected estimation errors can reduce the gains
of our design: failing to detect corrupted frames (miss-detections) can lead to

error propagation, and incorrectly identifying good frames as corrupted (false-
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Procedure 1 Encode a video packet for transmission

1: while have video context to send do

2:
3:

10:
11:

12:
13:

14:
15:
16:
17:
18:
19:

20:

21:

22:

23:

Initiate reference list for current frame
for all reference frames in current description do
if the frame corruption probability of the reference is larger than a
threshold then
Remove the frame from the reference frame list
end if
end for
if no frames are available in the reference list then
Add available frames in the other description to the reference list
end if
Encode a packet of video using selected references and transmit it through
one of the two paths
if receive a RERR message that implies a link failure then
Estimate the RERR delay and determine the packet loss probability
for affected packets
if a route is available in the route cache then
Reconstruct a new route from the route cache
else
Initiate the route recovery process
repeat
Mark the packets scheduled to be sent through the broken route
as lost
until receive a RREP to build a new route
end if
Estimate the frame corruption probability based on the estimated
packet loss probability
end if

24: end while
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alarms) can reduce video coding efficiency. To address the estimation errors, we
can change the threshold pin.es used for frame corruption detection to achieve
a flexible tradeoff between the error resilience and coding efficiency. By config-
uring pinres, we can adapt our design to different scenarios, e.g., we can reduce
Piures TOr the applications that are sensitive to error propagation. In Section
5.6, we study the overall estimation accuracy of our proposed approach under

various pipres values.

5.5 Implementation and Simulation Setup

We have simulated the routing-aware MSVC system using the modified JM
codec and the Qualnet simulator, and we have examined the performance of
the reconstructed video at the receiver under varying network settings. First,
we simulated a two-path transport system over a mobile ad-hoc network using
the Qualnet simulator. The routing information received at the transmitter is
recorded and fedback to the JM encoder. Based on the MAC layer parame-
ters, routing information, and our packet loss estimation model, we estimated
the packet loss probability for each packet and used it to guide the reference
frame selection during encoding. Then we generated the corrupted video bit-
stream based on the encoded video sequence and the network simulations. Fi-
nally, we decoded the bitstream using our refined error concealment method
for MSVC [72]. Details of the network settings, parameters for the estimation

model, and video source statistics are described below.
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Table 5.1: Simulation Parameters for the QualNet Simulator

Region 500 mx 500 m
Number of nodes 50

Random waypoint model:

Mobility model node speed 0 ~ 10 m/s,
pause time 120 s
PHY data rate 5.5 Mbps

Transmission Power | 15 dBm

MAC layer protocol | 802.11b CSMA/CA
Playout deadline 350 ms

5.5.1 Network Settings for the QualNet Simulator

We use a QualNet simulator to evaluate our routing-aware MSVC over a
mobile ad-hoc network. Unless otherwise specified, we choose network parame-
ters as shown in Table 5.1. In the ad-hoc network, nodes are uniformly placed
in a 500m x 500m region, where the connectivity of any two nodes is determined
by the network topology and the communication range. The movement of each
node is characterized by a random waypoint model [81] with parameters shown
in the table. A pair of source and destination nodes is randomly chosen to
transmit video packets. We use IEEE 802.11b, which employs CSMA/CA as
the MAC layer protocol and we implement SMR as the multipath routing pro-
tocol. Packets are dropped if they do not reach the destination by the playout
deadline of 350 ms.

QualNet uses a wireless communication medium model to simulate the prop-
agation of signals between nodes [82]. This model takes into account propaga-

tion delays and signal attenuation due to path loss, fading, and shadowing. In
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Table 5.2: Parameters of IEEE 802.11b

Parameter Value

Slot time Tyt 20 ps

PHY header 192 bits

MAC header 224 bits

ACK packet 112 bits + PHY header
DIFS time Tprrs 50 ps

SIFS time Tsips 10 ps

CWiin 31

CWhnax 1023

Retransmission limit | 7

our simulation, we choose a two-ray path loss model that considers a line-of-
sight path and a reflection from flat earth in the pathloss calculation. We use a
Rayleigh fading model to calculate the effect of a propagation path on the sig-
nal strength and lognormal shadowing model to calculate the signal attenuation

caused by obstruction on a propagation path.

5.5.2 Parameters for The Estimation Model

In Section 5.3, we propose a statistical model to estimate the packet loss
probability of each packet transmitted over the networks based on the routing
messages and MAC layer parameters. We assume that all the nodes in the
network employ the DCF basic access mechanism for packet transmission. The

parameters for packet loss estimation are shown in Table 5.2.
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5.5.3 Video Source and Performance Metrics

We consider five video sequences “Foreman”, “Coastguard”, “Mother-daughter”,
“News”, and “Silent”, which are all at CIF format with 150 frames at a frame
rate of 15 fps. The video sequences are encoded into RTP packets with a packet
size of 500 bytes. We generate two descriptions for each video sequence and
the bitrate of each video sequence is 400 kbps, which corresponds to a bitrate
of 200 kbps for each description. The two descriptions are transmitted through
two paths over the network. For each network scenario, each video sequence is
sent repeatedly 500 times to generate statistically meaningful quality measures.

We use average PSNR of all frames over all realizations to evaluate the
objective video quality of the decoded video sequences. In addition, we use
PSNR, ¢ introduced in Section 2.3 to evaluate the perceptual video quality for

multiple users over the network.

5.6 Performance Evaluation of RA-MSVC

Using the simulation setup described in Section 5.5, we simulated the routing-
aware MSVC (RA-MSVC) method with MPT and compared the end-to-end
performance with single description coding (SDC) and MSVC with MPT. For
SDC and MSVC |, we use the same MPT strategy such that even and odd
frames are transported through two separate routes. For both RA-MDC and
MDC methods, we apply the refined error concealment method proposed in [72]

to reconstruct the video. We first study the overall video performance of the
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Figure 5.4: PSNRs of Each Frame in One Realization for Foreman Sequence
(CIF, 15fps) Coded at 400 kbps. Average PSNRs for SDC, MSVC, and RA-
MSVC in This Realization are 33.53 dB, 33.29 dB, and 34.34 dB Respectively

three methods and we examine the estimation accuracy of our proposed model

under various network settings.

5.6.1 Overall Performance

First, we examine the case that the transmission power of each node is 15
dBm and the overall packet loss rate in the network is around 4.5%. We show
the PSNR values of each frame in one realization in Fig. 5.4. When the packets
are transmitted successfully, SDC achieves slightly higher PSNR than MSVC
and RA-MSVC because the coding efficiency of MSVC and RA-MSVC decreases

75



Chapter 5. Routing-aware Reference Frame Selection for MSVC

Table 5.3: Average PSNR for Coded Foreman Sequence at 400 kbps Without
and With Transmission Losses
PSNR (dB) SDC | MSVC | RA-MSVC
Without losses 35.77 | 34.56 34.50
With losses (p=4.5%) | 32.20 | 32.45 33.51

due to the decreased correlation between adjacent frames. When packet loss
happens, the PSNR value of the corrupted frame drops and the errors propagate
to all subsequent frames of SDC (dashed line with triangle marker) until an I-
frame is received. For MSVC (dash-dot line with cross marker), the errors only
propagate in the description on the broken route and the PSNR oscillates as
shown in Fig. 5.4. Meanwhile, the RERR packets indicate the packet losses in
the network fairly accurately and our proposed RA-MSVC (solid line with point
marker) method can effectively stop the error propagation in the subsequent
frames.

Then we look at the PSNR performance of the three methods without and
with transmission losses in Table 5.3. We see that for the coded Foreman
sequence without transmission losses, SDC achieves highest PSNR under the
same bitrate, while MDC has a PSNR slightly higher than RA-MDC. On the
other hand, RA-MDC achieves the highest average PSNR in the presence of
moderate transmission losses. The results show that both MDC and RA-MDC
trade coding efficiency for the reconstructed video quality under transmission
losses, while RA-MDC provides a better tradeoff between coding efficiency and
error resilience. Based on the frame loss estimation in RA-MDC, fewer frames
are used as reference for RA-MDC, which leads to a 0.06 dB lower PSNR than

MDC when there is no transmission loss. However, the RA-MDC achieves 1
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dB gain in PSNR under transmission losses, since it can effectively stop error
propagation by not using corrupted frames as reference.

As discussed in Section 2.3, average PSNR among all frames over all realiza-
tions does not correlate very well with the perceptual video quality. Therefore,
we present PSNR, s [83] to assess better the perceptual video quality of the
three methods.

Figure 5.5(a) and 5.5(b) compare the PSNR,, s results for Foreman sequence
with fixed values of r and f, respectively. Figure 5.5(a) shows the PSNR, ;
values for the three coding methods with fixed » = 80%, which indicates the
delivered video quality guaranteed for 80% of the users for f percentage of the
frames. In Fig. 5.5(a), we see that about 28%, 16%, and 5% of the frames in
80% of the realizations have a PSNR lower than 25 dB for SDC, MSVC, and
RA-MSVC, respectively. This shows that RA-MSVC has the fewest bad-quality
frames for 80% of the channel uses.

Figure 5.5(b) presents PSNR,. ¢ for SDC, MSVC, and RA-MSVC with fixed
f = 85%. This figure shows that RA-MSVC guarantees a better video quality
for most of the realizations compared to the other two methods. For example,
RA-MSVC guarantees a PSNR of 29.07 dB for 85% of the frames in 80% of the
realizations, while SDC and MSVC can only guarantee a PSNR of 24.50 dB
and 21.22 dB for the same values of » and f. This indicates that RA-MSVC
provides better video quality for most of the users over the network.

Next, we examine the performance of the three methods under different
packet loss rates. In the simulations, we varied the transmission power from 15

dBm to 10 dBm to achieve packet loss rates in the range of 2.2%-12.9%. Figure
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Figure 5.5: Comparing PSNR, ; of SDC, MSVC, and RA-MSVC, Foreman
Sequence (CIF, 15fps) at 400 kbps, Packet Loss Rate 4.5%. Average PSNRs of
SDC, MSVC, and RA-MSVC are 32.20 dB, 32.45 dB, and 33.51 dB respectively

5.6(a) presents the average PSNR under different packet loss rates. We see

that the gains in PSNR provided by RA-MSVC increase as the packet loss rate
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Figure 5.6: Performance under Different Packet Loss Rates for Foreman Se-
quence (CIF, 15fps) at 400 kbps. Transmission Power Varies from 10 dBm to
15 dBm to Achieve Different Packet Loss Rates.

increases. This is because the gain of error resilience for RA-MSVC overcomes

the reduction in coding efficiency. In Fig. 5.6(b), we present PNSR, ; under
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Table 5.4: Performance for Different Video Sequences under Different Packet
Loss Rate

packet loss rate 4.5%
Sequence SDC | MSVC | RA-MSVC | SDC | MSVC |RA-MSVC
PSNR PSNR, _sos%./—s5%
Coastguard 28.30 | 28.38 29.03 21.42 | 23.77 27.76
Foreman 32.20 | 32.45 33.51 21.22 | 24.49 29.07
Mother-daughter | 39.40 | 39.86 40.63 27.86 | 34.20 38.66
News 37.24 | 37.50 38.53 22.47 | 29.63 36.06
Silent 35.13 | 35.20 35.89 24.93 | 29.66 33.85
packet loss rate 8.8%
PSNR PSNR, _so7.r—s5%
Coastguard 27.16 | 27.62 28.52 18.79 | 22.30 25.16
Foreman 30.51 | 31.23 32.67 18.67 | 22.49 26.84
Mother-daughter | 37.91 | 38.91 39.99 24.29 | 32.00 34.28
News 35.43 | 36.38 37.72 20.42 | 27.89 31.41
Silent 33.61 | 34.32 35.24 20.32 | 26.59 29.32

different packet loss rates with » = 80% and f = 85%. The results show that
RA-MSVC outperforms MSVC by about 5 dB and outperforms SDC by about
8 dB, which indicates that RA-MSVC provides better video quality for most of
the users under various packet loss rates.

Finally, we present the performance of the three methods for five different
video sequences under two typical packet loss rates in Table 5.4. These re-
sults show that RA-MSVC achieves gains in PSNR in the range of 0.7-2.3 dB
compared to SDC, and gains in PSNR in the range of 0.7-1.4 dB compared to
MSVC. Furthermore, RA-MSVC increases PSNR, —go% =s5% by up to 13.6 dB

as compared to SDC and by up to 6.4 dB as compared to MSVC.
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5.6.2 Model Estimation Accuracy

We showed that RA-MSVC improves both objective and perceptual video
quality of delivered videos in Section 5.6.1. This indicates that our proposed
method can accurately estimate the frame corruption based on the routing
messages and network parameters. Now we examine the performance of our
estimation process under various network settings to verify its robustness.

We can consider the frame corruption estimation problem as a binary clas-
sification problem, in which we try to determine whether a frame is corrupted
or not based on the routing information and network conditions. Therefore, we
can run a binary hypothesis test to evaluate the performance of our frame cor-
ruption estimation. There are two hypotheses: H, corresponds to the situation
that a frame is correctly received; H; corresponds to the situation that a frame
is corrupted. Based on our estimation model, we have our estimation outcomes
Ag and Ay, where Ay means we estimate the frame to be correctly received and
Aj means we treat the frame as corrupted. Then we can use two error probabil-
ities to measure the accuracy of our estimation. Pra = P(A;|Hy) is referred to
as a false alarm, which corresponds to the probability of detecting a corrupted
frame when the frame is actually correctly received. Pyyss = P(Ag|H1) is re-
ferred to as a miss-detection, which corresponds to the probability of detecting
a correctly received frame when the frame is actually corrupted.

First, we plot a receiver operating curve (ROC) [84] to represent the possible
values of Pra and Pyss under various pyes in the range of [0, 1] in Fig. 5.7.
This figure is generated using the default network settings presented in Section

5.5 with transmission power of 15 dBm. In this ROC space, the (0, 0) point
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Between Prpa and Pyss.

represents perfect estimation and the diagonal line denotes a completely random
guess. Therefore, the closer the point is to the lower left corner, the better the
overall accuracy of the estimation. In Fig. 5.7, we see that the ROC curve of
our estimation is close to the lower left corner for the pgn.es values in the range
of [0.1, 0.6], where we achieve a very low probability of a false classification
while maintaining a fairly low probability of missing a corrupted frame. This
suggests that by choosing a pes value in that range, our estimation method
yields fairly good performance.

Next, we examine the accuracy of our estimation method under different
network settings. Here we choose pyes = 0.5. Table 5.5 presents Ppa and
Puiss values under different transmission powers. We see that the false alarm

probability is constantly low under different transmission powers, which leads
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Table 5.5: Pra, Pyigs under Different Transmission Powers

Transmission Power | Pra | Puiss
15 dBm 0.008 | 0.155
14 dBm 0.010 | 0.195
13 dBm 0.012 | 0.229
12 dBm 0.014 | 0.267
11 dBm 0.016 | 0.315
10 dBm 0.019 | 0.372

Table 5.6: Ppsy and Pyss under Different Number of Nodes

Number of Nodes | Ppa | Puiss
20 0.008 | 0.144
40 0.008 | 0.164
50 0.008 | 0.155
60 0.008 | 0.169
80 0.008 | 0.164

to negligible unnecessary reduction in coding efficiency. The miss-detection
probability indicates that our proposed estimation method can detect most
of the corrupted frames. We notice that the performance of the estimation
becomes worse as the transmission power reduces. This is because when the
transmission power decreases, the network connectivity becomes worse. The
loss probability of routing messages may increase, which leads to more miss-
detections.

We also investigate the impact of the number of nodes on our estimation
accuracy. As shown in Table 5.6, varying the number of nodes has little impact

on the false alarm probability and miss-detection probability. Similarly, our
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experiments show that the estimation accuracy is insensitive to the network

size, transmission bitrate, and number of retransmissions.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this dissertation, we have designed mechanisms based on MSVC with
path diversity to provide error resilient video transmission over mobile wireless
networks. We have designed a MB-based error concealment method for MSVC
at the decoder side to improve the reconstructed video quality. At the encoder,
we applied the rate-distortion optimized mode selection that considers packet
loss conditions of the network during the encoding process. In addition, we
proposed to use routing feedback to assist reference frame selection and alleviate
error propagation.

In Chapter 3, we presented refined error concealment methods for MSVC to
improve the error resilience for video communications over wireless ad-hoc net-
works. The refined intra MB concealment provides better concealment for the
MBs in intra frames by using the temporal correlation between adjacent intra

frames in two descriptions. The refined inter MB concealment achieves im-

85



Chapter 6. Conclusion and Future Work

provement from the additional reference list used for motion-compensated con-
cealment. Compared to SDC and the original MSVC, the MSVC_REC method
is shown to obtain performance gains over the wireless ad-hoc networks for a
wide range of different burst loss rates and random loss rates

In Chapter 4 we presented an error resilient video coding method that en-
hances the robustness of video to both random loss and burst losses over wireless
networks. The method estimates the end-to-end distortion under the specific
random and burst loss rates, and applies RD-based mode selection to select
the optimal coding mode. The method is applied for single description video
coding and multiple description video coding. For single description video cod-
ing, we calculate the reconstructed pixel value caused by random loss and burst
losses, which results in a more accurate estimation of distortion. The accu-
racy of the estimation enhances its error robustness over lossy networks. For
multiple description video coding, we estimate the distortion for MSVC and
optimally select the coding mode in both descriptions. Compared to MSVC,
our approach alleviates error propagation due to random loss in the two de-
scriptions of MSVC and achieves better performance than MSVC under both
random packet loss and burst losses. Note that the complexity of our approach,
which is only incurred at the encoder, is comparable to the ROPE approach.

In Chapter 5, we presented a routing-aware MDC approach with multipath
transport to enhance the error robustness of video transmission over wireless
ad-hoc networks. We establish a model to estimate the packet loss probability
of each packet based on routing messages and network parameters. Then we

use the estimated packet loss probability to select the proper reference frames
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for MDC in order to reduce error propagation. Our proposed method does
not require any additional feedback channel or extra overhead while it nicely
captures the potential frame corruption during transmission. We examine our
proposed RA-MDC method using a modified JM coder and the QualNet sim-
ulator. The simulation results show that our method achieves up to 2.3 dB
gains in PSNR for different video sequences under different network conditions.
Using PSNR, ; as a multiuser perceptual quality measure, the results also in-
dicate that RA-MDC guarantees better perceptual video quality for multiple
users. In addition, we show that our proposed method has good estimation
accuracy under various network settings, which leads to the improvement of

the delivered video.

6.2 Future Work

In the following subsections, we introduce some future research directions

based on the work in this dissertation.

6.2.1 Enhanced Error Concealment for Multiple Descrip-

tion Coding

Shannon has shown that any redundancy in the source will help to combat
noise if it is properly utilized at the receiver [85]. In our proposed system
in Fig. 5.1, routing-aware MDC is applied to increase the error robustness of

the video. Since MDC introduces certain redundancy among descriptions, it is
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important to develop an appropriate error concealment method to obtain better
recovery.

In [72], we have developed MB-level error concealment methods for both
MDC and RA-MDC by exploring correlation across different descriptions. Fur-
thermore, a frame loss concealment method for RA-MDC may be explored to
recover the loss of a whole frame. When frames in one description are dropped
during transmission, an adequate frame loss concealment method will reduce
the PSNR fluctuation among descriptions while improve perceptual video qual-

ity for users.

6.2.2 Routing-aware Motion and Mode Selection

Our prior work uses routing information to guide the selection of reference
frames, which effectively alleviates error propagation. Basically, the frame with
a high frame corruption probability is not used as a reference frame. However,
the packet drops during transmission may not correspond to the whole frame
loss, which means the uncorrupted part of the frame could still be used for
motion compensation. Instead of removing the whole frame from the reference
frame list, a routing-aware motion selection and mode selection method can be
designed to adapt to the dynamic networks.

In a typical rate-distortion optimization framework for a video codec, the
encoder first determines the reference frame and the associated motion vector
for a specific coding mode in a MB by minimizing the distortion subject to a

rate constraint. Then the encoder chooses the optimal coding mode for each MB
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using a similar rate distortion optimization technique. Usually, the distortion
calculated is the compression distortion.

With routing feedback from the network layer, we are able to estimate packet
loss probabilities of each transmitted packet [86]. To better select the proper
reference frame, motion vector, and coding mode for each MB, the distortion
due to compression and the distortion introduced by the possible corruption of
a motion compensated block in the reference frame need to be considered. The

predicted pixel value for the chosen ref and MV can be estimated as

Jrer(Ba, Ay) = (1= pi) - frep (A, Ay) + pi - freg (Aw, Ay) (6.1)

where (Az, Ay) is the coordinates of the motion compensated pixel, fre f(Az, Ay)
is the correctly reconstructed pixel value of (Ax, Ay) in frame ref, f.;(Az, Ay)
is the concealed pixel value when packet 7 is lost and p; is the estimated packet
loss probability of packet i (using the estimation model proposed in [86]). The
overall distortion will be estimated based on the value of f,. f(Az, Ay) and used

to decide the optimal motion vector, reference frame and coding mode for each

MB.

6.2.3 Transmission Strategies and Rate Allocation

In light loaded wireless ad hoc networks, packet losses in the networks are
mostly caused by node mobility but not by network congestions. We have shown
the effectiveness of RA-MDC under such light loaded networks (one single low-
bitrate video flow without any background traffic) [87]. Nowadays, wireless ad

hoc networks are becoming increasingly congested due to the quick increase
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of wireless demands. In such networks, wireless congestion can contribute to a
large portion of packet losses as well as route failures. Therefore, it is important
to consider heavily loaded networks.

The transmission strategies and rate allocation for RA-MDC need to be in-
vestigated in a heavily loaded network with various types of background traffic.
When a route is lost, the transmitter can either drop the packets on the lost
route or continue to transmit all the packets through the remaining good route.
The latter approach reduces packet drops, but at a cost of introducing higher
loads on the good route. In a heavily loaded network, such a load increase on
one route may lead to network congestion and the increase of packet delay. The
video coding rate would be adapted to the network conditions to alleviate the

load of the networks.
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