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Abstract
Purpose – This paper aims to provide a roadmap for organizations to build big data projects and reap
the most rewards out of their data. It covers all aspects of big data project implementation, from data
collection to final project evaluation.
Design/methodology/approach – In each stage of the proposed roadmap, we introduce different
sets of information and communications technology platforms and tools to assist IT professionals and
managers in gaining a comprehensive understanding of the methods and technologies involved and in
making the best use of them. The authors also complete the picture by illustrating the process through
different real-world big data projects implementations.
Findings – By adopting the proposed roadmap, companies and organizations willing to establish an
effective and rewarding big data solution can tackle all implementation challenges in each stage of their
big data project setup: from strategy elaboration to final project evaluation. Their expectations of
privacy and security are also baked, in advance, into the big data project design.
Originality/value – While technologies to build and run big data projects have started to mature and
proliferate over the last couple of years, exploiting all potentials of big data is still at a relatively early
stage. The value of this paper consists in providing a clear and systematic methodology to move
businesses and organizations from an opinion-operated era where humans’ skills are a necessity to a
data-driven and smart era where big data analytics plays a major role in discovering unexpected
insights in the oceans of data routinely generated or collected.

Keywords Business intelligence, Big data, Advanced analytics, Big data project,
Big data technologies, Methodologies and tools

Paper type Research paper

1. Introduction
Every time we visit a website, “like” or “follow” a social page and share our experiences,
thoughts, feelings and opinions on the internet, we make already “big” data even
“bigger”! Every day we collectively generate mountains of data that is waiting to be
processed and analyzed. As an example, almost 500 terabytes of data are uploaded each
day to Facebook servers (Kern, 2012), while Youtubers upload 100 hours of video every
minute (Youtube.com, 2016), and over 571 new websites are created every minute of the
day (Wikibon Blog, 2016). Yet, using big data is not about collecting or generating
massive amounts of data, but more about making sense of it. In fact, big data are
absolutely worthless if it is not actionable. Hence, what companies and organizations
gather about customers, suppliers, transactions and such may be of no use if no insights
are smartly and timely extracted from it.

The current issue and full text archive of this journal is available on Emerald Insight at:
www.emeraldinsight.com/1742-7371.htm
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How to establish an effective and rewarding big data solution is the major concern of any
company or organization willing to embark on the big data adventure (Mousannif et al.,
2014). Throughout this paper, we will show how business leaders and directors can leverage
their data in the most efficient way possible through a clear methodology where descriptive,
inquisitive, predictive and prescriptive analytics enter into action to improve results, support
mission-critical applications and drive better decision-making. While doing so, this paper
attempts to provide satisfying answers to the following fundamental questions:

RQ1. Where does big data come from?

RQ2. What is/are the appropriate system(s) to capture, cure, store, explore, share,
transfer, analyze and visualize data?

RQ3. What is the size range of data and its implications in term of storage and retrieval?

RQ4. How could big data be used to determine market opportunities and seize them?
And how could it contribute in making forecasts?

RQ5. And finally, how to take into account people’s expectations of privacy and
bake it in advance into the big data project design?

The remainder of this paper will be organized as follows: Section 2 introduces some
existing methodologies for implementing big data projects in today’s enterprise, and
highlights our contribution. In Section 3, we describe a clear roadmap for building smart
and effective big data projects within organizations and illustrate the stages of the
process through different sets of platforms and tools, as well as real-world big data
projects use cases. Conclusions are given in Section 4.

2. Related work
A recent survey of Gartner showed that companies are now more aware of the
opportunities offered by analyzing larger amounts of data and are increasingly
investing or planning to invest in big data projects, from 58 per cent in 2012 to 64 per
cent last year (Gartner.com, 2016). This trend is accompanied by an increase in the need
of a global model or roadmap to assist IT departments not only in implementing a big
data project but also in making the best use of it to meet business objectives. The
Gartner approach in (Sicular, 2013) introduces a roadmap to succeed big data solutions
adoption, starting from the stage of company unawareness of the necessity of big data
in facing today’s business objectives, to the final stage of data-driven enterprise.

The other example is that of the US Census Bureau, which has implemented a big
data project to conduct a head count of all the people in the USA. The life cycle of the US
census bureau big data project includes three fundamental steps: data collection using a
multi-mode model, data analysis to explore technology solutions based on
methodological techniques and data dissemination by implementing new platforms for
integrating census and survey data with other big data (Bostic, 2013). In King (2013),
ASE consulting provides a well-considered approach for building big data projects and
which consists of six steps that are not committing to any particular technology or tool,
ranging from understanding the scope of the project by identifying business problems
and opportunities, to evaluating the big data project while providing insights into what
worked well and what did not. IBM in their recent report (Desouza, 2014) introduced a
three-phase approach for building big data projects, namely, planning, execution
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and post-implementation, and which mainly consists in understanding the business and
legal policies, communication between IT departments and the project stakeholders and
conducting an impact analysis at the end of the implementation.

With respect to all related literature presented above, the existing efforts either fail to
cover some fundamental aspects of big data project setup, or limit their approach to
providing basic guidelines for big data projects implementation without further insights
into the technologies and platforms involved. The present work comes to overcome such
limitations by:

• providing a holistic approach to building big data projects, which tackles all
implementation challenges a company or organization may face in each stage of
their big data project setup – from strategy elaboration to final project evaluation;

• assisting companies and organizations, willing to establish an effective and
rewarding big data solution, in gaining a comprehensive understanding of the
technologies involved and in making the best use of them;

• baking in advance people’s expectations of privacy and security into the big data
project design; and

• illustrating the proposed process through different real-world big data projects
implementations.

3. Roadmap for building smart big data projects
In this section, we explore the design of the proposed methodology and provide a set of
useful tips to follow in each phase of the big data project setup. The suggested approach,
as shown in Figure 1, consists of three major phases: elaboration of the global strategy,
implementation of the project and post-implementation.

3.1 Global strategy elaboration
Starting a big data project requires different changes and new investments. The
changes particularly include the establishment of a new technological infrastructure
and a new way to process and harness data. Here are a few points (Figure 2) to consider
before undertaking any changes:

3.1.1 Why a big data project? To answer this question, companies have to find the
problems that need a solution and decide whether they could be solved using new
technologies or just with available software and techniques. Those problems could be
volume challenges, real time analytics, predictive analytics or customer-centric
analytics, among others. In fact, the trigger point for big data adoption may vary from
one organization to another. In the case of Tynt (2014), it was the rate of change of data,
as reported by Cameron Befus, a former Vice President Engineering at Tynt. The
volume of their data was not very important, but it was hard to deal with the growing
rate of change using their available technology (Villars et al., 2011), which drove them to
switch to a big data technology that is Hadoop.

Defining business priorities is the second aspect to consider, by determining first the
most important activities that form the greatest economic leverage in the business, and
identifying what actions have got to be changed or improved. The key activities that the
company has to focus on depend on the business itself. Here are a few use cases:

• Services companies: One of the top priorities is the improvement of customer
centricity, to increase the customers’ base and ensure their loyalty. British
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Airways (BA) (Doug, 2013) is one example of big data practitioners who got a
better understanding of their customers thanks to a program called “Know Me”,
which mixed loyalty data with other data generated by the online behavior and
purchasing habits of 20 million BA customers.

• Manufacturers: Manufacturing and products managers believe that the best way
to use big data in this context is to locate product defects, support quality and
enhance supply planning (TATA Consultancy Services, 2014).

Figure 1.
Big data project

workflow

Figure 2.
Global strategy

elaboration
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• Retailers: Must take advantage of big data in getting a comprehensive
understanding of the market, products, customers, competitors and locations
distribution.

3.1.2 What data should the organization consider? Once priorities are defined, business
leaders and IT practitioners must target the data that will yield most value, to zero in on
the right technology investment that should be made; they could first start by
evaluating data stores that have been prepared for analysis and think about how they
could be extended or improved, they also have to define which ones of unstructured
datasets should be converted to workable format. This important phase is defined by
IBM as Data exploration (IBM Software, 2013), as it is about exploring both internal and
external data available to the company, to ensure that it can be accessed to sustain
decision-making and everyday operations. IBM InfoSphere Data Explorer (IBM, 2014) is
one example of tools that allows performing such a task. It allows federated discovery,
navigation and inquiry over a wide extend of data sources and types, both inside and
outside the organization, to help companies start big data initiatives.

As an example, the marketing services company Tivo Research Analytics (Doug,
2013) found the right mix of data to analyze by combining supermarket transaction
information with television-viewing data, to provide advertisers and agencies with deep
insights into buying behavior.

3.1.3 Where to store and process data? Companies are increasingly adopting
cloud-based big data solutions. In 2013, a survey conducted by Bridge Venture Partners
(ATTUNITY, 2013) on more than 850 business employees and IT decision makers
showed that 75 per cent of participants acknowledged using at least one cloud-based
platform comparing to 67 per cent in 2012. Yet, outsourcing storage or processing to a
cloud provider might not be the right solution in all situations. In fact, companies are
different in terms of size, existing IT infrastructure, budget, business objectives and
technical abilities. Hence, choosing in-house, cloud-based or hybrid solution must take
into account considerations such as cost, technical requirements, project longetivity and
security constraints among others.

3.1.3.1 In-house. Setting up the project completely on premise allows full
customization and control over data, processing and security. This is particularly
important when dealing with sensitive data, when fast data access or extended
integration with existing infrastructure is needed.

This option is the most demanding regarding budget because of potential hardware
acquisition, deployment and maintenance costs. Changing demands that need high
elasticity might be costly as well. Finally, carrying out needed data processes requires
technical expertise, which requires in turn new hiring/training/consulting if the existing
staff are not qualified enough. As a consequence, the overall project setup is also
time-consuming.

Opting for in-house is relevant when big data cross the heart of business, which
would justify the needed investments. It is also a suitable option for large size
enterprises with a significant budget and an in-house team of big data experts. Good
examples of large in-house solutions are loyalty programs of retailers (e.g. Tesco),
tailored marketing (e.g. Amazon) or vendor-managed inventories (e.g. Walmart).

3.1.3.2 Public cloud. As advanced technologies, skills and multiple data services are
needed for a big data project, the cloud option is at first glance a cost-effective alternative
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that reduces much of the in-house overhead. Thanks to fast deployment and better
elasticity, companies can focus more on the value of data analysis instead of data
management. This option also makes sense when large volumes of data are already
located in the cloud, making it expensive to move to internal network. Moreover, the
cloud solutions in general allow better collaboration and extended access to business
application by supporting the mobile option (Intel IT Center, 2013).

Main drawbacks include limited customization, overall control and potentially
long-term costs that may exceed the case of in-house option. Security in particular can
pose serious problems regarding availability and confidentiality.

Thus, the following points should be carefully considered when choosing the cloud
provider (Network Computing, 2010):

• What is the provided control over data and processes?
• What is the adopted security policy, to ensure availability, access control,

confidentiality and accountability?
• What security audits are conducted? What are their results?
• What is the legal framework that regulates data transfers and disclosure?

Companies should be aware that they may be responsible, and not cloud
providers, for data breaches (Kshetri, 2010).

The cloud option is beneficial both for small and midmarket business with small or no
IT infrastructure, and for larger corporations looking to lower operating costs. It is also
the best fit for short-term projects that need high elasticity.

3.1.3.3 The hybrid approach. In the hybrid solution, the on-demand cloud resources
are used to complement in-house deployments, thus combining the two delivery models.
One typical use case is to ensure the security of sensitive corporate data by storing and
processing it on-premise, while non sensitive data or data without personally identified
information can be processed in the public cloud. For example, financial applications
involving sensitive data would be deployed rather in-house, while those improving
collaboration and productivity could be bequeathed to a cloud provider. Companies can
also gain advantage from on-demand storage space and computing owing to cloud
services, which is adequate for short-term projects or occasional workload increases.
Concerning the project setup and in addition to all considerations relevant to the cloud
option, working within the hybrid approach needs efforts for data integration and
security policies maintenance (TERADATA, 2013).

Table I summarizes the pros/cons of each type of deployment.
3.1.4 How to protect data? Securing a huge amount of continuously evolving data can

be very complicated, considering that firms’ servers cannot store all the needed data.
Moreover, the fact that big data are most of the time processed in real-time induces even
more security challenges. The Cloud Security Alliance, is one of the few organizations
that took care of this issue by providing, in their recent report (Cloud Security Alliance,
2013), a set of solutions and methods to win every privacy or security challenge.
Similarly, the Enterprise Strategy Group (ESG) shows in Olstik (2013) the most
significant obstacles facing the implementation of a security policy in a big data
environment, and gives valuable tips for Chief Information Officers to enter the big data
security analytics era, whereby companies would not only be able to monitor the traffic
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Table I.
Pros and cons of in-
house, cloud-based
and hybrid
deployment types
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coming into and getting out of their systems to detect threats but also predict
cyber-attacks even before they happen.

We consider that there are three main features to focus on when planning to
implement a new security management solution:

(1) Protection of sensitive data: By controlling the access to the data or by providing
encryption solutions or both. The chosen solution for this purpose must be easy
to integrate within the current system and consider performance issues. In the
case of cloud-based big data solutions, the company should discuss with
different cloud vendors, their adopted policy for preserving data security and
privacy, and for managing security incidents, and then make a decision based on
its own requirements of security and privacy.

(2) Network security management: By monitoring the local network, analyzing data
coming from security devices and network end-points, timely detecting
intrusions and suspicious traffic and reacting to it, without impeding the main
objective of the big data project.

(3) Security intelligence: By providing actionable and comprehensive insight that
reduces risk and operational effort for any size organization using data
generated by users, applications and infrastructure. Before implementing a
security intelligence extension, companies must consider the following
questions (IBM Software, 2013):
• Do we need to enrich our security or intelligence system with real-time data of

unused or underleveraged data sources (videos, email, call data records, etc.)?
• Do we need to sub-second detection, identification and resolution of physical

or online threats?
• Do we need to follow criminals, terrorists or people’s activities on a

watch-list?
• Do we need to make any big data forensics, or look for associations and

patterns in the data we have?
• Do we need to enhance security information and event management systems

with unstructured data to improve cyber-threat detection and remediation?

Table II classifies some security platforms according to the provided above features.
In addition to the points mentioned above, there are various myths surrounding the

concept of “big data” as shown in the Gartner paper (Sicular, 2013) that companies
willing to embark on projects should be aware of and not fall victim to, below are some
facts to consider before undertaking any change:

• Technology is not the goal of a big data project; it is rather a mean to be seriously
thought about once business objectives are set.

• There is no ever-lasting technological solution for implementing the whole cycle
of a big data project. As big data solutions proliferate, it becomes difficult to
predict which platforms, applications or methods will better work in the future.
Hence, companies should stay open to any new big data solution.

• Avoid the warehouse-or-Hadoop trick, it is imperative to use both of them, as they
work well alongside and complement each other.
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3.2 Data collection
Data collection comes as the first step of the implementation process, and as data-intense
technologies are widely used nowadays, big data sources are pervasive and extremely
diverse. While human-generated data represent an important part today, machine-
generated data are growing at an incredible rate, driven by Machine to Machine
communication. The mobile data alone are expected to reach a volume of 130 exa-bytes
per year by 2016 (Cisco, 2013). This section will shed light on some major sources
including internet of things (IoT), open data, social media and crowd-sourcing.

3.2.1 Internet of things. Sensors are a major source of big data. They are increasingly
deployed everywhere: smart phones and other daily life devices, commercial buildings
or transportation systems. With an expected population of 1 trillion by 2015 (Khanzode,
2012), sensors allow collecting various types of data including body related metrics,
location, movement, temperature and sounds. Coupled with ubiquitous wireless
networks (Mousannif et al., 2011), sensors are driving myriad of smart innovations in the
context of IoT, for example, smart buildings where lightening and air-conditioning are
optimized, smart transportation and traffic management system that monitor both
vehicular and pedestrian traffic for better flow and better evacuation in emergencies
(Mousannif et al., 2012) and smart phones that automatically recognize our emotional
states and appropriately respond to them (Mousannif and Khalil, 2014).

3.2.2 Open data. Public institutions, organizations and a growing number of private
companies are making some of their data sets available for public. A major contributor
to open data initiative is the WorldBank (2014a). The catalog includes macro, financial
and sector databases. In addition to searching data sets on the World Bank site and
downloading tables, users can also access the data via different application
programming interface (WorldBank, 2014b).

The open data catalog (Datacatalogs, 2014) maintains a list of worldwide open data
and shows an increase in governments’ contribution. Prominent examples are the USA
(DATA.GOV, 2014), the European Union (Open_data.Europa, 2014) and the United
Nations (Data.un.org, 2014). A number of companies are also making parts of their data
available through download or via application programming interface like Yelp
(Yelp.com, 2014) which gives academics access to its business rating database. Finally,
there are companies specialized in collecting and pre-processing all publically available
data sets to offer “data supermarkets” such as Infochimps and DataMarket.

3.2.3 Social networks. Social networks are storing huge amounts of data comprising
users’ posts, messages, images, relationships and preferences. These data are generally
accessible via proposed application programming interface or through special grants. For
example, Twitter proposes its own application programming interface (Twitter developers,
2014) that give access to fractions from all tweets. The company also established a certified
partners program in 2012: partners, such as Gnip (Gnip.com, 2014) are given a deeper access
to twitter data, which they process to offer custom data sets and services. Finally, Twitter
announced in 2014 a data grant project that will give selected research institutions access to
its public and historical data (Blog.twitter.com, 2014). Facebook is less generous with data
that can only be collected through custom Facebook applications, provided that users
explicitly authorize access.

3.2.4 Crowdsourcing. Collecting massive amounts of data can be quite challenging,
especially when it has to be done on a large scale. Crowdsourcing is a great solution for
data collection and emerged in the past decade as an efficient way to harness the
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creativity and intelligence of crowds. Recently, researchers sought to apply
crowdsourcing to human subject research (Schmidt, 2010). Technical University
Munich’s ProteomicsDB and the International Barcode of Life projects are two good
examples of collecting and gathering data using crowdsourcing (Schitka, 2014).

One of the best crowdsourcing platforms is Amazon Mechanical Turk, a
crowdsourcing framework where assignments are distributed to a population of many
unknown workers for fulfillment. This framework is getting to be progressively
prominent with researchers and engineers (Ross et al., 2010).

Another example of using crowdsourcing is a book, website and application called
“The Human Face of Big Data” (Smolan and Erwitt, 2012); it is a crowdsourced media
project focusing on humanity’s new capacity to collect, analyzes, triangulate and
visualize vast amounts of data in real time. The Human Face project details some of the
projects that have begun crowdsourcing mass data “from accelerometers in computers
and mobile devices to detect and warn of earthquakes” to safe-cast monitoring radiation
levels in Japan (Schitka, 2014).

3.3 Data preprocessing
After data are collected, it is important to lay the ground for data analysis by applying
various preprocessing operations to address potential imperfections in the raw data. For
example, different sources may be involved, namely, sensors, social networks,
internet-based applications and many other sources, thus implying different formats.
Data collection methods and conditions are not flawless: faulty equipment or human’s
inattention can lead to a noisy dataset containing errors, redundancies and outliers.
There may also be missing values and inconsistencies in codes (Gehrke, 2013; Singhal
and Jena, 2013). Finally, data may simply need to fit requirements of analysis
algorithms. As a consequence, collected data must be inspected, fused and all the above
problems corrected during a pre-processing phase that covers a wide range of
operations (Kotsiantis et al., 2006):

• data cleaning eliminates the incorrect values and checks for data inconsistency;
• data integration – combines data from databases, files and different sources;
• data transformation – converts collected data formats to the format of the

destination data system, and it can be divided into two steps: data mapping which
links data elements from the source data system to the destination data system
and data reduction which converts the data into a structure that is smaller but still
generates the same analytical results; and

• data discretization is the process of converting continuous values to discrete ones
and it can be done with different methods, and it has an important role as many
learning algorithms require or work better with discrete values (Liu et al., 2002).

Most data mining and business intelligence platforms include data preprocessing tools
such as:

• WEKA which is a comprehensive open source toolset of machine learning and
data visualization written in Java, created at the University of Waikato, New
Zealand; and
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• data cleaner (Datacleaner.org, 2013), another popular open source package for
data pre-processing that offers a comprehensive toolset of analyzers, data
transformers and writers.

3.4 Smart data analysis
Extracting value from a huge set of data is the ultimate goal of many firms. One efficient
approach to achieve this is to use advanced analytics, which provides algorithms to
perform various analytics on either structured or unstructured data. There are four
types of advanced analytics (Figure 3):

(1) Descriptive analytics: Answer the question: what happened in the past? Knowing
that in this context, the past could mean one minute ago or a few years back
(Bigdata-startups.com, 2013). It is the most used class of big data analytics; last
year over 80 per cent of the business analytics were descriptive analytics
(community.lithium.com, 2013), and also it is the simplest as it only uses
descriptive statistics such as sums, counts, averages, min and max to provide
meaningful results about the analyzed data set. Descriptive analytics are
typically used in social analytics and recommendation engines, such as Netflix
recommendation system (Analytics.northwestern.edu, 2016), another common
example is management reports that give information about sales, customers,
operations, finance and to find correlations between the various variables.

(2) Inquisitive analytics: Also called diagnostic analytics, they answer the question
why something is happening? By validating or rejecting business hypotheses.
Data analysis techniques used here include analytical drill downs into data,
factor analysis and conjoint analysis, among others (Mu-sigma.com, 2016;
Bihani and Patil, 2014).

Inquisitive analytics can be used at different levels in the organization and in
different fields, especially in marketing and retailing analytics for detecting

Figure 3.
Descriptive

inquisitive predictive
prescriptive analytics

271

Big data
projects

D
ow

nl
oa

de
d 

by
 T

A
SH

K
E

N
T

 U
N

IV
E

R
SI

T
Y

 O
F 

IN
FO

R
M

A
T

IO
N

 T
E

C
H

N
O

L
O

G
IE

S 
A

t 2
2:

20
 0

7 
N

ov
em

be
r 

20
16

 (
PT

)



anomalies in a manufacturing process or for diagnosing competitive strengths and
weaknesses. They also could be used in healthcare area, as an example: Explorys, a
leader in healthcare big data, used inquisitive analytics to find out that an
unexplained variation in the evaluation of patients’ weight was mainly due to some
documentation gap (Explorys, 2013).

(3) Predictive analytics: Consists in studying the data we have, to predict data we do
not have, such as future outcomes, in a probabilistic way (MikeW, 2013a),
answering thereby the question “what is likely to happen?”, they mainly use
discriminate analysis to predict for example market behavior based on
demographic and psychographic variables.

Predictive analytics are not all about time, there are also non-temporal predictive
analytics, used for example in sentiment analysis to determine the affective state of
social media users, or their judgment to a particular topic, by applying some
techniques like natural language processing or computational linguistics to their
posts and comments, another example is determining the influence of a social media
user on the others, through data retrieved from his/her activity in the social
application.

(4) Prescriptive analytics: Or optimization analytics consists in guiding decision making
by answering the question “so what?” or “what we must do now?” It can be used by
companies to optimize their scheduling, production, inventory and supply chain
design 0. This class of analytics is relatively young, only around since 2003, and just
3 per cent of companies use this techniques and still with too many errors in it
(Bigdata-startups.com, 2013; Tarantola, 2013). A prescriptive method includes a
predictive model but with two more added component (MikeW, 2013b):
• First, the model must come up with an actionable outcome, based on which

data users could make a decision.
• Then it must provide a feedback system that is able to take in the complex

relationship between the user’s actions and the adjusted result through the
feedback data.

Conjoint analysis or choice modeling is an example of involved technique: it allows for
example to simulate possible response when modifying some key features.

To guide companies in their software analytics choice, Gartner published the first magic
quadrant (MQ) for advanced analytics (Herschel et al., 2014), which presents 16 analytics
platforms divided into four areas: leaders, challengers, visionaries and niche players, based

Figure 4.
Charts and graphs
choice
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Table III.
Advanced analytics
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on two criteria, which are the completeness of vision and the ability to execute. Table III
presents three of advanced analytics platforms leaders in Gartner (MQ):

3.5 Representation and visualization
Visualization guides the analysis process and presents results in a meaningful way. For
the simple depiction of data, most software packages support classical charts and
dashboards. The choice is generally dictated by the type of desired analytics (Herschel
et al., 2014). Figure 4 shows some examples.

Working at big data scale brings multiple technical issues (sas.com, 2016a, 2016b).
First, there are challenges related to the volume such as processing time, memory
limitations and the need to fit different display types. Different approaches are explored
to scale to big data, for example, at Intel Science & Technology Center for Big Data,
projects work on various techniques such as visual summaries using data reduction
principles, caching and pre-fetching to hide data store latency, query steering and
large-scale parallelism (Istc-bigdata.org, 2013).
Second, deriving meaning from semi-structured and unstructured data requires
adequate visualizations that are variably supported by software. Examples are:

• Word clouds: Express the occurrence of words in text format, where the size of the
text corresponds to the frequency of the word. They can be used to analyze the
main focus or topics of discussion for social media content or online feedback
mechanism such as a survey.

• Association trees: Express the similarities of words meanings based on latent
semantics analysis. They can be used to understand words associations in large
quantities of text.

• Network diagrams: Show and quantify relationships between groups of subjects.
They are commonly used to analyze leaders and followers roles in twitter social
network.

Concerning the market of data visualization platforms, a study by Forrester Inc.
(Evelson and Yuhanna, 2012) highlights market’s diversity and the importance of both
technology and visual design quality. It also shows that main technical differentiation
factors are the performance of the in-memory engine, the quality of the graphical user
interface and the comprehensiveness of data exploration and discovery tools. Leaders’
board includes Tableau Software, TibcoSpotfire and SAS BI. A white paper by Tableau
Inc. (Hanrahan et al., 2009) identifies, as shown in Table IV, seven key features to assess
a visual analytics application.

3.6 Actionable and timely insights extraction
Many sectors have already grasped big data regardless of whether the information
comes from private or open sources. Big data can be used in almost any sector, thereafter
are examples of cross-category use cases of Big Data that bring common benefits such
as:

• Optimizing IT operations by tuning overall performance, allowing for better
capacity planning and helping incidents prevention and management.

• Fine-tuning cloud-based application with better capacity management, prediction
of user behavior and design of better targeting offerings.
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Table IV.
Assessment of visual
analytics application
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• Getting great insights into customers and public opinion more generally through
sentiment analysis that explore all possible media sources including the trendy
social networks.

Below are examples of industry-specific extracted insights, illustrated through
successful big data projects implementations:

• Manufacturing: Manufacturing is one of the hardest hit sectors of the economy
and also one of the sectors to use big data the least. There are numerous ways that
a manufacturer can use big data to get an edge on their rival. By using a big data
solution, manufacturers can not only deal with the growing data volume but also
better analyze and share data, so issues could be tended quickly and significant
pro-active insights can be gained (Nemschoff, 2014).
Companies specialized in consumer products or retail organizations are using
social networks such as Facebook and Twitter to get an exceptional perspective
into customer behavior, preferences and product perception; by analyzing data
uploaded by consumers, companies can know what kind of products they prefer.
Other manufacturers are using big data to predict the optimal time to replace or
maintain the products. Trading it excessively wastes money; replacing it too late
provokes an unreasonable work stoppage (Nemschoff, 2014), a successful story in
this field is that of Duke Energy (Acquia, 2014).

• Finance: This is a sector that massively benefits from big data to get various
insights in risk management, fraud detection, marketing and customer retention.
Financial Services associations are using data mined from customer interactions
to slice and dice their clients into finely tuned fragments. This empowers these
financial institutions to make progressively important and complex offers.
The Oversea-Chinese Banking Corporation, as an example, analyzes customer data to
determine customers’ preferences. It designed an event-based advertising procedure
that focused on a large volume of coordinated and customized marketing
communications over numerous channels (IBM and Said Business School, 2013).

• Health care: Big data can bring great insights to the healthcare industry, provided that
necessary changes are made to be able to capture the full value of big data. In addition
to sentiment analysis, the sector can get various insights using predictive analytics.
An example of use of big data in health care is a drug company in Seattle which uses
data related to the genetics of cells to test cancer drug effectiveness (Horowitz, 2013).
To identify undiscovered uses for drugs, the company decided to implement a data
analysis system that incorporates cancer and non-cancer cell data with data from
research published on Medline. Instead of having to conduct their own experiments,
scientists use this combined database to test their theories against all known data that
exist.
While health care costs may be vital in big data’s increase, clinical trends also play a
role. When making treatment decisions, doctors have generally been using their
judgment; however, in the past few years, there has been a move toward
evidence-based medicine, which includes efficiently evaluating clinical data and
making treatment decisions based on the best available information (Kayyali et al.,
2013).
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• Advertising and marketing: Big data analytics have become critical for advertising
and marketing. The capacity to collect and harness big volumes of consumer data and
adapt it is vital. The accessibility of so much data offers big opportunities.
Combining data with modern technology allows marketers and advertisers to aim ads
to individual consumer at the most perfect time and spot (McLellan, 2014).
Amazon has decided to expand its usage of big data to gain competitive advantage;
they included remote computing services, via Amazon Web Services (AWS), to their
massive product and advertising services. AWS started in 2002, but only recently
they added Big Data services including data collection, data storage, data
computation and data collaboration (AWS, 2014).

• Agro-food industry: Already in the early 1990s, food retailers started investing in
data-mining systems to scan, analyze and exploit the purchasing behavior of
consumers. It was at this time that has also developed loyalty cards, to track long-term
purchases homes. With the explosion of internet, there will be a proliferation of digital
traces, this statistical approach of “data” treatment is back on the front through “Big
Data” (Rannou, 2014).

The use of “data” provide competitive advantage to overcome barriers to entry. Amazon
for example has positioned itself in the market of products’ traditional distribution in the
USA. On a smaller scale, we are already seeing the emergence of original initiatives that
are mixing the concepts of “data” and food. Here is a non-exhaustive list of innovative
projects in food industry:

• Open food system: This research project, supported by SEB should enable the
development of smart, connected devices capable of cooking food preparation in
accordance with the nutritional properties (Reinhart, 2012).

• Food genious: This American company collects information on menus of 350,000
restaurants and retail food sales, to provide quantitative analysis (Food Genius, 2014).

• Food pairing: Food-pairing is based on the following hypothesis: The ingredients and
drinks can be combined when they have many aromas in common. The principle is to
combine well, foods that contain the same principal aromatic components
(Foodpairing, 2012).

• Openfoodfacts: This collaborative Web platform offers to collect barcodes and all
information on food products to bring more transparency and collectively participate
in improving the supply process (Openfoodfacts.org, 2014).

• Web mapping of coffee: Mychefcom (MYCHEFCOM, 2014) operates analysis of
hyperlinks between websites to represent the positioning of the actors from the world
of coffee.

3.7 Evaluation of big data projects
To develop procedures for Big Data evaluation, we first need to study an integral model
that identifies the factors driving successful projects and identifying what is missing in
failed projects.

The integral model, made by Ken Wilber (Metcalf and Brenza, 2013), offers a successful
assessment framework to enhance the initiative outcome. It looks at the intersection of four
key components that, when aligned, promote successful transformation and when not
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aligned contribute to transformation failure. The key components of the integral model are
illustrated in Figure 5 and incorporate the following:

• “Individual self” is the leader’s qualities including his values, objectives and
convictions.

• “Action” is where the innovative leader acts using the abilities referenced above:
Analytic expertise set (science, space learning and engineering), communication
aptitudes, collaboration, customer-driven, strategic skills and problem solving.

• “Society” reflects the organization’s society and the leader’s understanding of it to
make arrangement between him and the society.

• “Systems” incorporates the organizational and specialized systems and
methodologies that dictate how the association achieves its work.

The leader needs to understand the current systems and guarantee they are updated to
reflect the new actions needed to be successful. When implementing change, the leader
must monitor the four elements of the model and make sure they are changing in ways
that are well aligned and help each other.

Once we have finished evaluating the project from a leadership and management
perspective, now we must proceed with the technical evaluation of the project. We need
to consider a range of diverse data inputs, their quality and expected results. These
aspects can span an extensive range of topics. To obtain a successful Big Data project,
we need to have the right method for evaluating each one as a key effort for business
productivity. To start developing procedures for Big Data evaluation, we first need to
answer the following questions.

3.7.1 Return on investment (ROI). What is the ROI of the project? One of the most
important questions to ask during a project evaluation process is, of course, whether
companies are seeing a return on their investments. In fact, even if most of big data
solutions use open source software, there are still costs included for designing,
developing, deploying and keeping up the solution. Given this, what are the gains

Figure 5.
The key elements of
the integral model
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harvested from such an investment? Are customers more satisfied? Are there any
reduced costs?

First, the company should notice the minimal cost of the new solution, as it basically
consists of open source software and commodity hardware, which provide more
effective and faster results with less efforts. For example, Hadoop now enables cost
effective parallel processing (Open Data Center Alliance, 2012).

Second, it should notice one or more changes within the business which improve the
outcomes or reduce unnecessary costs expended before, those changes are going to be
specific to the field or the activity concerned by the project, for example: what’s that
worth when a telecommunication firm is able to reduce customer churn by 10 per cent
owing to a big data initiative? When a manufacturer can reduce the amount of monthly
defective stock through a better inventory and orders management? Or when an
organization can respond to business requests twice as fast?

Of course, a successful big data project will deliver a substantially bigger ROI than
the business used to, moreover, it must give more value than simple incremental
improvements of existing business models. To give an idea about how big could be the
ROI of a big data project: a recent study conducted by TATA Consultancy Services
which covered 643 companies, showed that the average ROI for companies using big
data is 73 per cent; for energy and Resources Company, it was 61 per cent, high-tech
companies estimated that the ROI was also higher than average, at 52 per cent, while
banks and financial services organizations were lower than average (44 per cent).
Companies in the heavy manufacturing (29 per cent ROI), life sciences (35 per cent),
retailing (36 per cent), travel, hospitality and airlines (38 per cent) and telecom sectors (38
per cent) had the lowest expected returns on Big Data in 2012 (TATA Consultancy
Services, 2013).

3.7.2 Technical accuracy
• Does the project allow stream processing and incremental computation of

statistics? To get answers in real time about what is happening in the business,
data streams are required. Examples of technologies for queuing data streams
include TIBCO (2014), Zeromq (2014) and Esper (2014).

• Does the project parallelize processing and exploit distributed computing? Working
with distributed data requires distributed processing, so that data will be
processed in a reasonable amount of time.

• Does the project easily integrate with visualization tools? Once the implementation
of the project is done, it must be able to integrate multiple visualization tools.

• Does the project perform summary indexing to accelerate queries on big data sets?
Summary indexing is the procedure of making a pre-calculated summary of data
to accelerate running queries.

3.7.3 Paradigm shift. How well are the new technologies adopted by internal staff? A
survey by Talend shows that 52 per cent of respondents consider that in-house expertise
is a real challenge for big data project success (Talend, 2012). The paradigm shift
concerns not only technical staff who are required to understand and use the new
technology but also decision makers who should think about business and ask
questions in different ways.
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3.8 Storage
Companies handling large amounts of data, such as Google and Amazon, were first to
experience the limitations of traditional database management systems. The
accelerated growth in data size requires horizontal scaling, which is the ability to extend
the database over additional servers. But it turns out that managing sharding and
replication with SQL databases is difficult and slow, as separate applications are
required to handle these tasks. Furthermore, managing rapidly changing data needs
greater flexibility in schema definition that is not available in classical databases, where
structure and data types must be defined in advance. Finally, unstructured data are
poorly supported, and the transaction mode can penalize performance for some big data
analysis.

Several alternatives have been developed and are loosely grouped within the NoSQL
family (NoSQL-database, 2014). These products are dissimilar as they fit different needs
but most natively support horizontal scaling owing to automatic replication and
auto-sharding. They also support dynamic schemas allowing for transparent real-time
application changes. But with those distributed systems, only two features out
of availability, consistency and partition tolerance can be provided (CAP theorem)
(Brewer and Berkeley, 2000; Gilbert and Lynch, 2002); other forms of consistency are
possible, like eventual consistency (CouchDB, 2014). Figure 6 shows the distribution of
main databases according to provided CAP features.

We can also group NoSQL databases according to other shared characteristics
including data model, horizontal scaling management and typical use cases. The four
main categories are (CouchDB, 2014; MongoDB, 2014; Neo4j, 2014):

(1) Document databases: Designed to manage and store documents, they tolerate
incomplete data and are programmer friendly. Their query performance is
rather low and there is no standard query syntax. Examples are MangoDB and
CouchDB.

(2) Graph stores: Store data in graphs that are the most generic of data structures.
They are used for recommendation engines, storing network information and
calculating their characteristic parameters. The downside is they are not easy to
cluster and require traversing the entire graph for definitive answers. Examples
are Neo4j and InfoGrid.

Figure 6.
Databases and CAP
features
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(3) Key-value stores: Simply store every single item as an attribute name (or key)
with its corresponding value. Being programmer friendly and handling size well,
they are used for managing users’ sessions, shopping carts, fast lookups and
content-caching. Examples are Dynamo (Amazon) and Voldemort (Linkedin).

(4) Wide-column stores: Use a column-oriented data model and are most patterned
after Google’s Bigtable. They are good for distributed data storage, versioning
data, large scale data processing, and predictive analytics. Examples are HBase
and Cassandra (Facebook).

On another aspect, distributed massive storage naturally raises computational
problems. Google MapReduce paradigm (Dean and Ghemawat, 2008) is an efficient
solution that distributes extremely large problem across extremely large computing
cluster, allowing programs to automatically parallelize. Most NoSQL databases adopted
the MapReduce model and one of the most popular open source implementation of
MapReduce is Hadoop.

Hadoop was originally created at Yahoo, by building upon Google MapReduce and
Google File System papers. It is now a comprehensive framework for big data projects,
maintained by the Apache Software foundation. Hadoop is essentially a batch
processing system but can integrate with other projects for real-time analysis such as
Apache Storm. Its architecture can be logically split into three main layers, as illustrated
in Figure 7 (Apache Hadoop, 2014).

The application layer provides high-level frameworks for distributed programming,
such as Pig for data analysis and Hive for data warehouse software. In the middle layer,
the non-relational database Hbase offers key features such as automatic-sharding,
automatic failover and workload management across different resources using the
MapReduce model. HBase runs on the top of Hadoop Distributed file system, the
component that manages the actual storage at the data layer. In addition to distribution
and replication, hadoop distributed file system offers high fault-tolerance, high
throughput data access and is designed for use on commodity hardware.

Many vendors offer customized and extended Hadoop distributions for specific
needs, according to an assessment published by Forrester research (Gualtieri and
Yuhanna, 2014) that covers nine Hadoop solutions. Top three leaders are AWS,
Cloudera and HortonWorks. There are also solutions outside Hadoop ecosystem, such
as Spark and Disco which are appreciated by engineers for their speed and real-time
support (Byte-mining, 2011).

Figure 7.
Simplified Hadoop

architecture
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Choosing the right solution must take into consideration company’s needs, required
technical competence and the characteristics of existing solutions. Decisions then
should be made regarding capacity planning, infrastructure, tradeoffs and complexity
of various processes (Open Data Center Alliance, 2012):

• Impact on existing infrastructure: As companies generally have an existing
storage infrastructure, it must be decided whether the big data solution will
replace it or complement it.

• Capacity planning: It is important to decide on potential required hardware,
storage types and network configurations.

• Tradeoffs: The company must align its project priorities with the characteristics
of big data solutions by deciding on tradeoffs between availability, consistency
and partition tolerance, and between scalability, elasticity and availability.

• Latency: Whether the company needs batch processing of data or real-time
analysis has different impact in term of infrastructure.

• Complexity: There should be a clear vision on the flow and potential difficulties of
the deployment, maintenance, monitoring and management processes.

Regarding solution sources, any chosen solution fells into one of the following
categories:

• Open source solutions: These offer great flexibility and portability with no license
fees. This category is best suited for companies with technically qualified staff as
the implementation and maintenance are rather difficult in the absence of official
training and support. Apache Hadoop is a case in point.

• Third party distributions: These offer better support through training and
certification programs, provided upgrades, bug-fixes and patches. Costs include
license fees, limited flexibility and dependence on vendor’s expertise. This
category best fits beginners and large companies with diverse information
system. Examples are Cloudera and Hortonworks.

• Proprietary solutions: These are the easiest to deploy as vendors offer complete
support and can even be partners in developing and maintaining the platform. In
addition to price, costs are the same as the third party distributions. This category
suits well for companies who need turnkey solutions, and top providers include
Oracle and IBM.

4. Conclusion
In this paper, we presented a clear and step-by-step roadmap that covers the whole life cycle
of a big data project setup, from data collection to implementation and then evaluation. We
tried to provide answers to some fundamental questions any company or organization,
willing to embark on the big data adventure and reap the most rewards out of its data, would
ask. The staged methodology aims at covering all aspects and issues related to big data
projects implementation and giving hints for ICT platforms and tools to assist in big data
processing/managing. The paper also pointed to several real-world big data projects. The
paper might be used as a kind of checklist by business leaders (Chief Information Officers
and Chief Executive Officers) for a systematic view of the development process of big data
projects.
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