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Evaluating hotels rating
prediction based on sentiment

analysis services
Rutilio Rodolfo López Barbosa, Salvador Sánchez-Alonso and

Miguel Angel Sicilia-Urban
Department of Computer Science, University of Alcala,

Alcala de Henares, Spain

Abstract
Purpose – The purpose of this paper is to assess the reliability of numerical ratings of hotels calculated
by three sentiment analysis algorithms.
Design/methodology/approach – More than one million reviews and numerical ratings of hotels in
seven cities in four countries were extracted from TripAdvisor web site. Reviews were classified as
positive or negative using three sentiment analysis tools. The percentage of positive reviews was used to
predict numerical ratings that were then compared with actual ratings.
Findings – All tools classified reviews as positive or negative in a way that correlated positively with
numerical ratings. More complex algorithms worked better, yet predicted ratings showed reasonable
agreement with actual ratings for most cities. Predictions for hotels were less reliable if based on less than
50-60 percent of available reviews.
Practical implications – These results validate that sentiment analysis can be used to transform
unstructured qualitative data on user opinion into quantitative ratings. Current tools may be useful for
summarizing opinions of user reviews of products and services on web sites that do not require users to
post numerical ratings such as traveler forums. This summarizing may be valuable not just to potential
users, but also to the service and product providers and offers validation and benchmarking for future
improvement of opinion mining and prediction techniques.
Originality/value – This work assesses the correlation between sentiment analysis of hotels’ reviews
and their actual ratings. The authors also evaluated the reliability of results of sentiment analysis
calculated by three different algorithms.
Keywords Sentiment analysis, Consumer-generated content, Intra-class correlation,
Opinion mining, TripAdvisor reviews
Paper type Research paper

1. Introduction
Developing an automated method for identifying a customer’s feelings or attitude toward
people, services or products based on customer-generated content holds tremendous value
for researchers, corporations and customers themselves. This is the goal of sentiment
analysis, which aims to identify customer opinions or attitudes on the basis of their
spoken or written comments. Converting these opinions and attitudes into numbers is a
way to rapidly synthesize and analyze customer experiences, allowing customers to make
decisions about buying the product or contracting the service, and allowing companies to
make decisions about launching new products or redesigning products and services.

The significant impact of online reviews on electronic word of mouth (eWOM)
communication is now well established in the literature (Trusov et al., 2009; Zhu and
Zhang, 2006). The growing reliance of consumers on online reviews of products
and services has led to such an abundance of user-generated content that no potential
customer can hope to sift through it all. Sentiment analysis tools, which can condense
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large amounts of text comments into a few easily digestible numbers, can provide a
powerful way to aggregate and summarize the full range of opinions.

The tourism and hospitality sector is an excellent example of an industry in which
the success of products and services increasingly depends on large amounts of user-
generated content posted on social media sites. Sites such as like.com, Booking.com and
HolidayCheck.com allow users not just to rate hotels and their amenities on numerical
scales, but also to write their opinions or attitudes as text. However, there are many other
web sites, especially traveler forums, such as travelerspoint.com, lonelyplanet.com and
losviajeros.com that allow users to share their experiences by writing comment without
issuing any numeric rate. Thus, these web sites would improve the user search by posting
automatically calculated numeric ratings. The text comments are a powerful form of
eWoM and are no less important than the numerical ratings (Gretzel and Yoo, 2008).

Testament to the potential of sentiment analysis for harnessing the power of eWoM
is the fact that dozens of commercial and public tools have been developed for this
purpose. OpinionFinder was developed by teams of researchers at the University of
Pittsburg, Cornell University and the University of Utah comparisons (Wilson et al.,
2005a). This algorithm uses a lexicon to identify sentiment expressions based on
context (Wilson et al., 2005b). The Recursive Neural Tensor Network (RNTN) tool was
developed by researchers at Stanford University; it works by labeling phrases in parse
trees of sentences using a data set called Sentiment Treebank, and it functions as a
sentiment analysis annotator in the Stanford CoreNLP (Socher et al., 2013). CoreNLP
is an integrated suite of natural language processing (NLP) tools for English (Manning
et al., 2014). Our group has developed an unsupervised lexicon-induced sentiment
analysis tool called SentUAH, which uses the tokenizer, sentence splitter and part-of-
speech (POS) tagger from CoreNLP. The tool works in combination with SentiWordNet
(Esuli and Sebastiani, 2006; Baccianella et al., 2010) and a naïve Bayesian approach
to data mining. The aim of developing this tool was not to improve efficiency but to
confront the results of a simple algorithm (naïve Bayes which is well known as efficient
for specific cases) with more complex algorithms and assess the reliability of all of them
to predict numerical ratings with a large amount of data. We are unaware of studies
benchmarking these software tools against a large experimental data set or against one
another. Such a study is important for validating sentiment analysis tools in the field,
and for guiding the future improvement of these programs.

Therefore we compared the three software tools for their potential ability to predict
numerical hotel ratings based on text comments. We examined more than 1 million
reviews of 3,535 hotels in seven cities posted on TripAdvisor.com, this was all the
English comments, more than 75 percent of the total amount. We used sentiment
analysis to classify the comments as positive or negative and thereby generate
predicted ratings from those comments. Then we compared the model-generated
ratings with the actual ratings. This is the first study to our knowledge that assesses
the ability of sentiment analysis to provide a bridge between comments per hotel
(qualitative) and ratings (quantitative) from the same source doing this at the review
(comment) level instead of at the sentence level.

2. Background
2.1 Sentiment analysis
Sentiment analysis is a subfield of NLP that draws on approaches from information
retrieval and computational linguistics to identify opinions expressed in text. It is
considered a specific type of text mining (Han et al., 2011), and it has been called opinion
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mining. While the terms appraisal extraction or review mining have also been applied,
they are not always completely accurate (Pang and Lee, 2008). The main goal of
sentiment analysis is to identify positive or negative overall attitudes or opinions
toward a brand, product or service based on text comments (Liu, 2010; Han et al., 2011).

Several machine learning and data mining algorithms have been used to detect
sentiment (Khoo et al., 2012), mood (Mishne, 2005) and sentiment strength (Thelwall
et al., 2010). Most of these algorithms are reasonably effective (Wiegand and Klakow,
2010; O’Connor et al., 2010). Even simple algorithms have been shown to work well
with large data sets, as in the case of the naïve Bayesian approach (Wu and Kumar,
2008). More complex algorithms are sometimes needed for particular contexts. Pang
and Lee (2005) predicted star ratings of movie reviews based on a five-point sentiment
scale instead of merely classifying the reviews as positive or negative. They employed
a novel similarity measure with a meta-algorithm based on metric labeling and performed
several comparisons of pairs of reviews to identify when the first review was less positive
than, more positive than or as positive as the second review. Bai (2011) proposed a
heuristic search-enhanced Markov blanket model to capture dependencies among words
when extracting sentiment from movie reviews; the author found that combining a
Markov blanket with Tabu searching to analyze word dependencies together with
keywords and high-frequency words can lead to more reliable sentiment detection than
using naïve Bayes, support vector machine or maximum entropy approaches.

Other authors have used before the transformation of sentiment analysis results into
numbers. Ganu et al. (2009) used positive-sentence percentage (PSP) to evaluate ratings in
restaurants. PSP has motivated much sentiment analysis work (Pang and Lee, 2005) and
is a technique to rate a single comment by computing the percentage of its sentences
rated as positive. The present paper is about to rate a hotel by the transformation of the
positive percentage of its comments.

The OpinionFinder algorithm identifies sentiment expressions based on context,
while the RNTN tool identifies the sentiment in phrases; the latter is used as a
sentiment analysis annotator in Stanford CoreNLP. SentiWordNet is a publicly
available resource containing words and their associated sentiment scores for positive,
negative or objective connotation. SentiWordNet has been incorporated into various
algorithms to analyze the polarity of customer reviews, such as film reviews (Ohana
and Tierney, 2009) and Amazon product reviews (Hamouda and Rohaim, 2011).
SentiWordNet has also been used in conjunction with semi-supervised, machine-
learning algorithms for classification. Ye et al. (2009) compared the effectiveness of
three machine-learning algorithms for classifying online reviews from travel blogs:
Support Vector Machine, N-gram and Naïve Bayes with SentiWordNet. Those authors
found that in general, the larger the training data set, the better the algorithm performs.

Our group has developed an unsupervised lexicon-induced sentiment analysis tool
that works in combination with SentiWordNet and takes a naïve Bayesian approach.
It identifies sentiment polarity by using SentWordNet scores to indicate the probability
that a given word reflects a positive or negative sentiment.

2.2 Importance and economic impact of online reviews
According to Gretzel and Yoo (2008), 75 percent of travelers visit sites like TripAdvisor.
com to read reviews about hotels from other users and to guide decisions to book or hire
hospitality services. This is the essence of eWOM: users of products and services affect
one another’s behavior via informal communication on the internet (Litvin et al., 2008).
With eWOM, users can openly share their opinions of brands, products or services
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( Jansen et al., 2009). This consumer-generated content can significantly influence product
sales (Zhu and Zhang, 2006). Thus, users and sellers alike look to online reviews as an
important source of feedback about services and products.

Various studies have demonstrated that potential consumers of tourism services
prefer recommendations by other consumers over seller advertising, and that such
reviews can be the most influential factor in customer travel decisions (Pan et al., 2007;
Gretzel and Yoo, 2008). While user reviews in the form of numbers (ratings) are
important, so are text comments (Ghose et al., 2009). In fact, Ghose and Ipeirotis (2011)
found that the subjectivity, readability and linguistic correctness of text comments
makes a difference to how other users perceive the comment and to how much a
particular comment influences sales.

The disadvantage of text comments is that they can quickly accumulate on a web site,
such that a user cannot access the full range of comments; priority may be given,
for example, to comments that have been posted more recently. The site TripAdvisor.
com is home to more than 75 million of registered users (Brown, 2013) and 150 million
reviews (TripAdvisor.com Fact Sheet, 2014, www.tripadvisor.com/PressCenter-c4-
Fact_Sheet.html); it hosts 260 million unique visitors each month (Kaufer, 2014). Many
hotels feature hundreds or thousands of reviews and many cities have hundreds or
thousands of hotels. It is impractical for potential consumers to read a large number
of reviews to get an overall insight into the hotel’s quality of service.

If users and sellers had access to an algorithm to convert a large number of text
comments to numerical ratings, it would be much easier to assess the polarity of
the comments and gain a clearer global picture of user experience. Sentiment analysis
seems well suited to this task, but it has yet to be validated for converting text opinions
into numbers.

2.3 Problem statement
Before the arrival of eWOM and related technology, economic and marketing
researchers used surveys to gather structured data about consumers’ opinions of a
product or service. In contrast, user-generated reviews provide opinions usually in an
unstructured format in the user’s own language, making them richer sources of data
but also more difficult to quantify and analyze automatically.

Given the potential of sentiment analysis for allowing large amounts of text data to
be converted to a few quantitative measures of sentiment, we undertook the present
study to address the following research questions:

RQ1. Does sentiment analysis of hotel reviews correlate with overall ratings on
TripAdvisor?

RQ2. Can sentiment analysis of text comments reliably predict overall ratings on
TripAdvisor?

3. Methods
We gathered 1,335,781 reviews from every registered hotel in seven cities from
TripAdvisor.com, together with overall ratings for hotels (on a scale of 1-5), that is the
average of ratings that users are asked to enter in addition to comments. Three of
the cities were London, Paris and New York, which are among the cities receiving the
largest numbers of tourist visits in the world (Bremner and Grant, 2014; Hedrick-Wong
and Choog, 2013). The remaining cities were selected to provide a range of tourist
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destinations: Las Vegas, Nevada; Anaheim, California; Santa Ana, California; and
Alcalá de Henares (Spain).

By accessing TripAdvisor.com we were able to obtain both quantitative and
qualitative information from the same web site and for the same user. We applied
OpinionFinder, Stanford CoreNLP and our own algorithm (SentUAH) to the comments
to determine the percentage of positive reviews for each hotel, and we checked whether
these percentages correlated with the actual overall rating for each hotel. Then we
converted the percentages into “predicted” overall ratings, which we compared with the
actual ratings. Pearson correlation and scatter plots were used to determine correlations
between sentiment analysis of comments and overall ratings. Cronbach’s α and intra-
class correlation (ICC) were used to assess the reliability of predicted overall ratings.

3.1 Data extraction
We developed a crawler based on HtmlUnit API to extract data from TripAdvisor.
The crawler navigated through the web site and gathered reviews and overall ratings
for every hotel registered for the selected cities. This method can be quite effective for
collecting data from dynamically generated web sites (Gerdes and Stringam, 2008).

Data were collected between April 2013 and May 2014. Because some of the tested
tools were intended to work only with English-language text, most of the selected cities
feature English as the spoken language (Bremner and Grant, 2014; Hedrick-Wong and
Choog, 2013). Nevertheless, to test sentiment analysis in a variety of contexts, we also
selected cities in countries where the primary language was not English, as well as
cities that receive relatively small numbers of tourists. Table I shows the amount and
percentage of reviews in English for every selected city.

3.2 Sentiment analysis
We compared three sentiment analysis algorithms. We selected the tools and resources
because all of them have been tested for sentiment analysis in different contexts with
acceptable efficiency (Socher et al., 2013; O’Connor et al., 2010; He et al., 2008; Wu and
Kumar, 2008).

Two of these algorithms are implemented in publicly available tools, while the third
is an algorithm that we developed based on unsupervised naïve Bayesian data mining
using publicly available resources. OpinionFinder and sentiment annotator in Stanford
CoreNLP use complex algorithms and both consider special linguistic characteristics
such as negations, intensifications, modalities and comparisons (Wilson et al., 2005a, b;
Socher et al., 2013). The third tool is based on a simpler algorithm (Naïve Bayes)
combined with sentiment lexicon, and does not purposefully considers negations nor

City and country
Total no.
of reviews

No. of reviews
in English

% of reviews
in English

No. of hotels
in city

London, UK 483,478 372,755 77.10 1,021
New York City, USA 312,307 242,661 77.70 418
Las Vegas, USA 203,208 180,966 89.05 223
Paris, France 294,995 173,026 58.65 1,739
Anaheim, USA 39,698 37,817 95.26 90
Santa Ana, USA 1,576 1,523 96.64 24
Alcala de Henares, Spain 519 123 23.70 20
Total 1,335,781 1,008,871 75.53a 3,535
Note: aAverage of percentages

Table I.
Basic information
on downloaded
hotel reviews for
sentiment analysis
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other complex characteristics for the sake of simplicity. The aim of developing the latter
was to confront the results of a simple algorithm with more complex algorithms when
analyzing a large amount of data for sentiment and assess the reliability of their results
to predict numerical ratings. Because some of the tools were intended to work only in
English, we limited our analysis to the reviews in English (1,008,871). The following
sections will provide details of the tools and approaches used to analyze sentiment
polarity in the reviews. We focussed only on whether the sentiment of the overall
comment was positive or negative, not on sentiment strength. This simplification allowed
us to validate and compare different sentiment analysis tools as a necessary first step
toward more sophisticated studies.

3.2.1 OpinionFinder (OFV2). OpinionFinder comprises several software packages
and although originally intended to detect subjectivity (Wilson et al., 2005a), several
researchers have used its sentiment detection feature to classify documents according
to sentiment (O’Connor et al., 2010; He et al., 2008). The sentiment detection feature
(Wilson et al., 2005b) is a modification of a “boosting” machine-learning algorithm and
is based on context: for example, whether “love” is an expression of positive opinion or
attitude depends on the context. We used version 2.x of this software, which was
released at the end of 2013 (OFV2).

Since OpinionFinder identifies every sentence in a document or text and then
analyzes sentiment expression for every sentence, each review (ri) was treated as a
collection of sentences {s1, s2,…, sn}:

ri ¼ S1; S2; . . .; Snf g (1)

Given the set classes C with c1 (positive) and c2 (negative):

C ¼ c1; c2f g (2)

Expressions of “neutral” sentiment do not give any positive or negative opinion but
only express objective facts, so they were not taken into account when classifying
sentences and reviews.

Sentence classification: the class of every sentence was calculated according to:

Cn Sið Þ ¼ argmax
j

Xn
k¼0

ekcj

 !
(3)

where argmax of j is the argument j (positive or negative class) for which the sum gets
its maximum result, ek is every sentiment expression and cj is the corresponding class.

Review classification: the review class was determined using:

Cn rið Þ ¼ argmax
j

Xn
k¼0

skcj

 !
(4)

Every sentence was classified as positive or negative based on whether most expressions
in it were positive or negative (Equation (3)). Then the overall polarity of the review was
determined based on whether most sentences were positive or negative (Equation (4)).

3.2.2 Stanford CoreNLP (RNTN). Stanford CoreNLP is a set of NLP tools that
provide model files for analysis of English texts. Every integrated tool is intended for
a specific NLP task; these tools include a POS tagger, named entity recognizer, parser,
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co-reference resolution system and sentiment analysis. Every tool can easily be
activated as an annotator. Every annotator is related to a group of annotations, which
are simply the data generated for each tool.

A sentiment annotator has recently been integrated into the CoreNLP; it is based on
RNTN technology, which determines the sentiment of a sentence based on word
composition in phrases (Socher et al., 2013). This annotator is a supervised multiclass
classifier that assigns every sentence to one of five classes: very positive, positive,
neutral, negative and very negative. The algorithm performs this classification by
identifying specific n-grams with different intensities of positive or negative sentiment.
The sentence: “Your cat is beautiful,” is classified as “very positive” and carries the
following annotation:

your_0 cat_0ð Þ_0 is_0 beautiful_þþð Þ_þþ :_0ð Þ_þð Þ_þþ

where “_++,” “_+,” “_0,” “_−” and “_−−” are the tags for very positive, positive,
neutral, negative and very negative, respectively. Figure 1 shows the tree resulting
from the sentence classification.

For our experiment, we used the sentiment annotator of CoreNLP API to analyze
hotel reviews.

Sentence classification: in order to compare results across all three tools in our
analysis, we transformed this five-class classification into a three-class classification.
Thus, we classified sentences as positive, negative or neutral by considering the
intensifier “very” simply as an indicator of double strength. Thus, one “very positive”
sentence was weighted as two “positive” sentences, and the same was done for
“very negative” sentences.

Review classification: we calculated the polarity of reviews by summarizing the
polarity of the sentences within it and then assigning the predominant polarity class to
the entire review. We used the same Equation (4) as in OpinionFinder.

3.2.3 SentUAH. We used SentiWordNet combined with a naïve Bayesian approach
to develop our classifier. SentiWordNet is an opinion lexicon derived from WordNet
where every term is associated with three numerical scores. The terms are classified into
four categories: adverbs, adjectives, nouns and verbs. The scores indicate the extent
to which each term is positive, negative or objective. Esuli and Sebastiani (2006) and
Baccianella et al. (2010) evaluated the effectiveness of SentiWordNet and found it to be
adequate for opinion mining. Ohana and Tierney (2009) and Hamouda and Rohaim (2011)
further showed that SentiWordNet can function reliably in sentiment classification tasks.
Saggion and Funk (2010) classified sentences as positive based on the number of times a
term in SentiWordNet was more positive than negative and vice versa.

++

0 +

0 0

0

0 ++

++
Your cat

is Beautiful

Figure 1.
Example of text
classification using
RNTN
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We adopted the method proposed by Hamouda and Rohaim (2011) to summarize
SentiWordNet term scores in lieu of the less effective term-counting method.
We interpreted scores as probabilities that terms belonged to a positive or negative
class (Esuli and Sebastiani, 2006), and we developed a sentiment analysis tool that
determines polarity of sentences based on a naïve Bayesian approach rather than based
on simple counts of terms with higher scores. The words in SentiWordNet may have
diverse senses and belong to different synsets with different positive, negative and
objective scores. Instead of performing word sense disambiguation, we determined the
scores for each word by calculating the average of the scores of its entries according
to their corresponding categories (adjectives, adverbs, nouns or verbs).

Sentence classification: we identified polarity expressions for each sentence with the
help of the CorelNLP POS tagger, after which we calculated scores for SentiWordNet.
The sentiment polarity (class) of a sentence C*(si) was calculated using:

Cn sið Þ ¼ argmax
j

Pn
k¼1p tk cj

�� �� ��
(5)

where p is the probability that the term tk belongs to class cj.
Review classification: we used Equation (4) to determine the polarity of reviews

based on the predominant sentence class.
Figure 2 depicts the entire review classification process. SentUAH performs

sentence splitting, tokenizing and POS tagging on original reviews. Then, every
adjective, adverb, noun and verb is annotated with the corresponding calculated score
(sentiment identification), after which sentences and reviews are classified for
sentiment polarity as described above and stored in the database. Both the original
reviews with their corresponding actual ratings and the classified reviews are stored in
the same database.

Reviews
Database

Sentence Splitter

Tokenization

POS Tagging

Sentence Sentiment
Identification

Review
Classification

SentUAH

Classified
Reviews

Original

Reviews

Figure 2.
Sentiment

classification of
reviews using

SentUAH
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3.3 Statistical analysis
Pearson linear correlation was used to determine the existence and strength of
association between a hotel’s user-assigned ratings and percentages of reviews
classified as positive by each sentiment analysis algorithm.

Cronbach’s αwas used to measure the internal consistency between published ratings
and ratings calculated on the basis of positive percentages of reviews. It is frequently
used to measure inter-rater reliability. We also assessed reliability using ICC, which we
calculated using the “two-way random” approach since each tool is considered a rater
classifying every review and we evaluated only reviews in English. For both Cronbach’s α
and ICC, a coefficient W0.9 was considered excellent; 0.81-0.9, good; 0.71-0.8,
acceptable; 0.61-0.7, uncertain; 0.51-0.6, poor; and o0.5, unacceptable (George and
Mallery, 2003).

4. Results and discussions
The three sentiment analysis tools were applied to the extracted reviews. The
summarized results per hotel were compared with actual overall ratings.

When users submit a review to TripAdvisor.com, they are asked to indicate a rating
for the hotel on a five-point scale: 1 (terrible), 2 (poor), 3 (average), 4 (very good) and 5
(excellent). The overall rating for a specific hotel is a simple average of ratings from all
users. The web site presents these ratings as multiples of 0.5.

The percentage of reviews classified as positive or negative was calculated over the
sum of reviews classified as positive or negative. In other words, we ignored neutral
reviews because they express objective information, such as “The hotel was located 5 km
from downtown.”

4.1 Correlation between overall ratings and percentages of reviews classified as
positive
We calculated correlations between the overall rating and the percentage of reviews
classified as positive by each sentiment analysis tool. The two types of data correlated
positively for all three algorithms (Table II).

OFV2 showed the best correlation for most cities, followed by RNTN. The behavior of
naïve Bayesian analysis in our SentUAH model was still acceptable for most cities, even
with those for which much smaller proportions of reviews were available. Figures 3-5
compare the correlations obtained with the three algorithms for the three most visited
cities in our data set. These figures confirm the trend in Table II that OFV2 and RNTN
gave better correlations than a naïve Bayesian approach like that in SentUAH and show
that more elaborated algorithms considering linguistic issues such as negations,

Correlation
City OFV2 RNTN SentUAH

Alcala de Henares 0.496 0.204 0.604
Paris 0.680 0.688 0.526
Las Vegas 0.716 0.691 0.536
Santa Ana 0.672 0.634 0.473
Anaheim 0.737 0.681 0.675
New York City 0.752 0.741 0.683
London 0.814 0.829 0.672

Table II.
Correlations between
overall rating and
percentage of
reviews classified as
positive by each tool

400

AJIM
67,4

D
ow

nl
oa

de
d 

by
 T

A
SH

K
E

N
T

 U
N

IV
E

R
SI

T
Y

 O
F 

IN
FO

R
M

A
T

IO
N

 T
E

C
H

N
O

L
O

G
IE

S 
A

t 2
3:

02
 0

1 
N

ov
em

be
r 

20
16

 (
PT

)



intensifications, modalities and comparisons work in fact more efficiently than the Naïve
Bayesian approach with a big amount of reviews.

Next we compared our measured correlations with previously reported accuracy
results obtained with each of the three algorithms (O’Connor et al., 2010; Socher et al.,
2013; Hamouda and Rohaim, 2011) (Table III).

The reported algorithms’ accuracy from previous research is the result of the
analysis of each of those algorithms with different data sources. Most of the data used
in those research studies is in fact very similar to the data in our experiments (RNTN:
movies reviews; OpinionFinder: Twitter and polls; Naïve Bayes with sentiment lexicon:
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products reviews). The subjacent idea of comparing reported accuracy from previous
research with the resulting correlations of present experiment is that algorithms with
better accuracy should ideally generate better correlations. Nevertheless, RNTN which
reported the best accuracy shows lower correlations than OFV2. SentUAH was
consistent with previous reports of accuracy, especially for cities for which greater than
50 percent of reviews were available. Even when the latter algorithm (SentUAH) is the
lowest – compared to the others – it is still acceptably reliable.

4.2 Prediction of overall ratings
Considering that TripAdvisor overall ratings are expressed in the range of 1-5 in
multiples of 0.5, we divided the percentage of reviews classified as positive by 20 to
predict the overall rating, expressing it in multiples of 0.5, and always rounding it up
to the nearest upper 0.5 fraction. Thus, percentages between 0 and 10 were converted to
a rating of 0.5; percentages between 11 and 20, to a rating of 1; and so on. In this way, a
positive percentage of 70-80, meaning that 20-30 percent of users expressed negative
opinions, was transformed into a rating of 4. Cronbach’s α was used to determine how
close the calculated overall ratings matched with the actual overall ratings on the
web site (Table IV). Similar results were obtained based on the ICC (data not shown).
The results of the SentUAH algorithm for the Alcala de Henares City are better when
compared to OFV2 and RNTN. This could lead us to infer that the Naïve Bayes method

Correlations in the present study

Algorithm
Reported
accuracy Range

Average for
all cities

Average for cities where
W50% of reviews are in English

OFV2 73.9-80.0 0.496-0.814 0.695 0.729
RNTN 85.4-87.6 0.204-0.829 0.638 0.711
Naïve Bayesian
(SentUAH)

64.95-68.63 0.473-0.683 0.596 0.594

Table III.
Comparison of
previously reported
accuracy and
average correlation
for each sentiment
analysis tool in the
present study
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can still work reliably in cases with smaller amounts of data, although this result could
also be circumstantial. To find out the reason, we carried out a more in depth analysis
with those four cities in our experiment with a smaller number of reviews. The analysis
showed an increase on the correlation coefficient for the SentUAH algorithm but only for
those hotels with a smaller amount of reviews. Unfortunately, this behavior is not
consistent so further research selecting more cities with same percentage of English
reviews is necessary to effectively assess the SentUAH’s performance for those cases.

All three tools gave acceptable or nearly acceptable Cronbach α values for most
cities, and as observed in Table II, OFV2 and RNTN showed greater reliability than
SentUAH. These data, together with those described above, suggest that while simple
naïve Bayesian method of sentiment analysis shows potential, algorithms based on
“boosting” machine learning and recursive neural tensor networks perform better,
especially when greater than 50 percent of a hotel’s reviews are included in the analysis.
Best results were obtained in our study when at least 60 percent of available reviews
were analyzed. Thus simpler algorithms like the naïve Bayesian approach can provide
acceptable results, but they require substantial improvement. Regardless of the
algorithm used, training the system with as high a proportion of available data will be
crucial for making reliable predictions, consistent with the findings of Ye et al. (2009).

5. Conclusions and future work
This paper describes using sentiment analysis to predict overall hotel ratings from text
comments. First we compared three different algorithms and showed that all three
classified text comments in a way that correlated positively with actual ratings,
validating for the first time that sentiment analysis of text can reliably generate
quantitative data on user opinions and attitudes. When the predictions of the three
algorithms were compared with actual ratings using Cronbach’s α coefficient and ICC,
all three models showed acceptable or nearly acceptable reliability for most cities
examined. The more complicated algorithms based on “boosting”machine learning and
recursive neural tensor networks performed substantially better than the relatively
simple Naïve Bayesian algorithm.

Our results indicate that, in response to RQ1, sentiment analysis of hotel reviews
does indeed correlate with overall ratings on TripAdvisor, even when a fairly simple
algorithm is used. Our results further indicate that, in response to RQ2, sentiment
analysis of text comments can be used to predict global numerical ratings.
Predictions appear to be more reliable when complex algorithms and at least
50-60 percent of available reviews are used. We conclude that currently available

Cronbach’s α
City name % of reviews in English OFV2 RNTN SentUAH

Alcala de Henares 23.7 0.279 0.289 0.704
Paris 58.7 0.705 0.758 0.623
Las Vegas 89.1 0.821 0.830 0.750
Santa Ana 96.6 0.861 0.839 0.649
Anaheim 95.3 0.844 0.791 0.770
New York City 77.7 0.833 0.817 0.655
London 77.1 0.870 0.884 0.724
Average 0.745 0.744 0.696

Table IV.
Cronbach’s α
coefficients to

measure agreement
between actual

overall ratings and
ratings generated by
each of the sentiment

analysis tools
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sentiment analysis tools are indeed reliable for predicting hotel ratings. Under our
conditions, average reliability was 74 percent over a range of cities involving 3,500 hotels.

A good amount of web sites allow travelers to share their experiences but not all of
them allow users to assign numeric rating to hotels, especially traveler forums which
can improve the users search for recommendations by implementing an automatic
rating prediction.

This research supports the growing focus on applying sentiment analysis to
hospitality sites and blogs (Choi et al., 2007; Pan et al., 2007) in order to give users and
sellers alike the ability to analyze large data sets of opinions and attitudes. Future
research should extend the present study to analyze what amenities or features of a
product or service are more likely to lead to positive user reviews. Though studies have
examined what services generate more opinions, few studies have looked at what
services generate more positive opinions. Sentiment analysis is well suited to this task.
For example, it should be possible to download hotel reviews and summarize positive
and negative comments toward specific hotel services (reception, laundry, room
service, cleanliness) and amenities (restaurant, internet, pool). The work of Barreda and
Bilgihan (2013) is an important step in this direction; those authors analyzed hotel
reviews and identified specific aspects of hotels that were more likely to generate
positive or negative comments in users.

This research would be easier if a lexicon containing terms most commonly used in
hospitality reviews were available. Building such a lexicon will require caution, since as
Ye et al. (2009) point out, words such as “unpredictable” may have negative meaning for a
tourism-related product or service, but not necessarily for an adventure-tourism experience.
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