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A cross-language personalized
recommendation model in

digital libraries
Yuangen Lai and Jianxun Zeng

Institute of Scientific and Technical Information of China,
Beijing, China

Abstract

Purpose – The purpose of this paper is to develop a cross-language personalized recommendation
model based on web log mining, which can recommend academic articles, in different languages, to
users according to their demands.

Design/methodology/approach – The proposed model takes advantage of web log data archived
in digital libraries and learns user profiles by means of integration analysis of a user’s multiple online
behaviors. Moreover, keyword translation was carried out to eliminate language dissimilarity between
user and item profiles. Finally, article recommendation can be achieved using various existing
algorithms.

Findings – The proposed model can recommend articles in different languages to users according to
their demands, and the integration analysis of multiple online behaviors can help to better understand
a user’s interests.

Practical implications – This study has a significant implication for digital libraries in
non-English countries, since English is the most popular language in current academic articles and
it is a very common phenomenon for users in these countries to obtain literatures presented by more
than one language. Furthermore, this approach is also useful for other text-based item
recommendation systems.

Originality/value – A lot of research work has been done in the personalized recommendation area,
but few works have discussed the recommendation problem under multiple linguistic circumstances.
This paper deals with cross-language recommendation and, moreover, the proposed model puts
forward an integration analysis method based on multiple online behaviors to understand users’
interests, which can provide references for other recommendation systems in the digital age.

Keywords Digital libraries, User studies, Internet, Languages, Programming and algorithm theory,
Recommendation system, Cross-language, Web mining, Personalized services

Paper type Research paper

1. Introduction
With the development of network technology, the amount of academic articles
available to users increases exponentially in digital libraries. However, information
overload has also caused problems more serious for users to obtain literatures that they
are interested in. Many methods have already been proposed to help users more easily
and quickly reach their desired target, among which recommendation systems have
obtained a lot of attention and succeeded in many industries (Liao et al., 2006).

A recommendation system is a class of software which helps users obtain the most
suitable products according to their preferences, needs, or tastes (Rashid et al., 2002;
Martı́nez et al., 2007). An entire recommendation system always includes the following
steps:
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(1) Gather user’s preference information and learn user profiles.

(2) Carry out item recommendation work using relevant algorithms which are
commonly classified into content-based, collaborative and hybrid
recommendation (Adomavicius and Tuzhilin, 2005).

In text-based item recommendation applications, both user and item profiles are
always represented by keyword vectors (Semeraro et al., 2007) and current
recommendation systems assumes that all keywords in user profiles are in same
language. Up to date, there is little literature concerning recommendation systems
under multiple linguistic environments.

If users just want to obtain articles in a single language, current recommendation
systems may work well. However, demands for academic articles in multiple
languages become greater and greater along with the development of globalization,
especially in non-English countries since English is the most popular language in
current academic articles. In fact, digital libraries in many countries have already
provided articles in multiple languages. Under such circumstances, recommendation
systems based on a single language may not be sufficient for they cannot recommend
articles in different languages and users have no choice to select items in the language
that they are interested in. Furthermore, language chaos may occur in user’s keyword
vectors if the keywords are extracted from items previously seen or rated by the same
user but these items are not in the same language. For example, it is very common for
Chinese to get literature in Chinese as well as in English from digital libraries.
Assuming a user has viewed two articles in one day (for example, one is in Chinese,
and the other is in English) and the user profile is automatically computed by
extracting keywords from articles that have been viewed, the profile of this user may
have keywords in two languages at least. Obviously, such profiles are
incomprehensible for any of the current recommendation systems. Therefore, it is
necessary for text-based item recommendation systems of digital libraries to take
account of the language factor, in particular those in non-English countries.

To provide recommendations under multi-linguistic environments, we present a
framework of a cross-language personalized recommendation system to solve both
information overload and the language barrier problem and to help users obtain their
desired academic articles more effectively. Since the acquisition of user’s preference
information is very important for recommendation systems, the method of user profile
computation has also been discussed in details in this paper.

The structure of this article is as following. A brief review of recommendation
systems has been made in Section 2. In Section 3, a cross-language personalized
recommendation model has been presented and key techniques of the model have been
discussed. Then, discussions have been made in Section 4 and Section 5 presents
conclusions and potential future research directions.

2. Related work
Recommendation systems emerged as an independent research area in the mid-1990s,
when a paper on collaborative filtering appeared (Goldberg et al., 1992). Since then, a
lot of work has been done in both industry and academia on developing new
approaches for recommendation systems because of the abundance of practical
applications that help users deal with information overload and provide personalized
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recommendations to them. Examples of such applications include recommending
books, CDs, movies (Miller et al. 2003), music (Yoshii et al., 2008), tourisms (Sebastia
et al., 2008), and so on.Formally, recommendation systems can be formulated as follows
(Adomavicius and Tuzhilin, 2005). Let U be the set of all users and S be the set of all
possible items that can be recommended. Traditionally, the recommendation process
starts with the specification of the initial set of ratings that is either explicitly provided
by users or implicitly inferred by systems. Once these initial ratings are specified,
recommendation systems can estimate the rating function R :

R : U £ S ! Ratings

for the (user, item) pairs that have not been rated yet by users.
After function R is estimated for the whole U £ S domain, recommendation systems

can select the item s ‘
u with the highest rating (or a set of k highest-rated items) for user

u and recommend it(s) to him. More formally:

;u2U ; s
0

u ¼
s2S

arg maxRðu; sÞ

According to the way that recommendations are made, recommendation systems have
been usually classified into three types, content-based, collaborative and hybrid. In
content-based recommendation methods, users are recommended items similar to
those that they preferred in the past (Basu et al., 1998), while items that people with
similar tastes and preferences liked in the past are recommended in collaborative
recommendation methods (Sarwar et al., 2000). Furthermore, content-based and
collaborative methods can be combined into hybrid approaches through several
different ways, which have been demonstrated to be capable of providing more
accurate recommendations than pure content-based and collaborative approaches
(Pazzani, 1999).

In text-based item recommendation applications, items are always represented by a
set of keywords computed by extracting features from their content. For example, a
content-based component of the Fab system represents web page content with the 100
most important words (Balabanovic and Shoham, 1997). More formally, let ContentðsÞ
be an item profile. Similarly, let ContentBased Pr ofileðuÞ be the profile of user u
containing his tastes and preferences, which are learned by analyzing the content of
items previously seen or rated by user u and are usually computed by keyword
analysis techniques from information retrieval (Daniela et al., 2010). That is, ContentðsÞ
and ContentBased Pr ofileðuÞ are both described by vector of keyword (or its weights).
With further analysis, we can found that the underlying ideas of current text-based
item recommendation systems are as follows:

. Profiles of both user and item are represented by the same language;

. items previously seen or rated by the same user are in the same language too.

If users only want to get articles in a single language from digital libraries, current
text-based item recommendation systems could work well. However, if users need
papers in different languages (this phenomenon is very popular for non-English users
such as Chinese and Japanese), these two assumptions cannot be met and then
recommendation systems based on a single language become powerless. First, these
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recommendation systems cannot recommend items in one language according to user
profiles that are described in another language. Second, language chaos may occur in
user profiles based on keywords that have been extracted from items previously seen
or rated if these items are in different languages. For example, assuming a user has
read two articles about information retrieval (for example, one is in English and the
other in Chinese) and user profile is computed by extracting keywords from articles
viewed, the keyword vector of this given user would consist of both Chinese and
English terms. Obviously, it is difficult to obtain good practical results using such user
profiles in recommendation systems. Consequently, users have to suffer from not only
language barriers but also information overload problems for obtaining articles in
other languages.

To address this issue, it is necessary to develop personalized recommendation
systems under multi-linguistic environments. However, the language factor has
seldom been considered in current researches about text-based item recommendation,
although many studies have been carried out in this area. In this paper, we present a
cross-language recommendation model in order to facilitate users obtaining academic
articles in their desired language. Compared with cross-language information retrieval
(CLIR), which deals with language barrier through providing multi-lingual retrieval
results (Xu et al., 2001), we aim at solving language barrier and information overload
problem by recommending multi-lingual articles to users according to their
preferences.

For simplicity, the recommendation model proposed in following sections will focus
on the bilingual problem, which specifically refers to Chinese and English. The analogy
of recommendation systems for other languages can be similarly made from this study.

3. Cross-language recommendation model
Before proceeding to model construction, we briefly list our goals for the
cross-language recommendation system. First, we expect that our model can
recommend articles in multiple languages according to user’s preferences. Second, we
try to build user profiles that are effective for article recommendation, even if
languages of articles viewed by the same user are different. Third, we hope that our
model can analyze user’s interests in an implicit manner, since it is difficult to acquire
explicit information of user’s preferences.

3.1 Issues
In this sub-section, key issues for the cross-language recommendation task are
discussed and our initial approaches to address these issues are also proposed.

B: Data acquisition. As we know, recommendation systems take advantage of users’
preferences to help them beat their desired target. Thus, the more detailed a user’s
preference information is, the more effective recommendation systems can be. But in
practice, it is difficult to get explicit rating information (Rodrı́guez et al., 2010).
Fortunately, each operation that users take on the web site of digital libraries has been
automatically archived in the database, which provides an opportunity to learn user
profiles from historic and current online behaviors and to make predictions about
future needs and requirements. In this paper, we would analyze user’s preferences on
the basis of web log data.
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Interest feature extraction. There are two characteristics of web log data archived in
databases of digital libraries. First, the data quantity is overwhelming and it is unable
to be digested by human analysts. Second, web log data has various types, such as
accessing log and retrieval logs, and each type has its own fields and formats. Which
type(s) of data should be selected to analyze a user’s preferences? How to deal with this
wealth data and extract feature from them? We choose multiple types of log data to
analyze users’ interests and learn user profiles, in which web mining has been used as
the analyzing method.

User profile representation. In addition to feature extraction, another issue of user
profile computation is its representation. There are many types of representation
discussed in the literature (Middleton et al., 2004), among which vector space model
(VSM) is the most common method utilized in text-based item recommendation
systems. Since our purpose is to achieve personalized recommendation in digital
libraries and the candidate items to be recommended mainly refer to academic articles,
we select VSM to represent user profiles.

Cross-language recommendation method. As mentioned above, this paper focuses
on the bilingual problem and two languages are involved in our model. One is used to
describe user profiles (called as native language for convenience), and the other is to
represent academic articles (called as target language). Obviously, if both native
language and target language are the same, the recommendation problem discussed
above would turn into the study under a single language environment. From this
perspective, the key step for cross-language recommendation is to eliminate language
dissimilarity between user and item profiles, and we will choose translation of user
profiles to achieve the goal.

In addition, there are many other issues in personalized recommendation systems,
e.g. cold-start (Rodrı́guez et al., 2010) and scalable problem (Takács et al., 2009). In
particular, we focus on the cross-language recommendation thesis and user profile
computation in digital libraries.

3.2 Architecture description
Taking the above issues into consideration, we have developed a recommendation
framework, as shown in Figure 1. The framework consists of three main phases,
feature extraction, keyword translation and article recommendation. For the feature
extraction phase, web log data have been input and the user’s feature vector has been
computed. Then, the vector is separately represented by native language and target
language, which is the function of the second phase. Furthermore, recommendation
work has been performed in the third phase through combining the feature vectors and
corresponding article databases. In short, our main idea can be taken as to add a
keyword translation component between user profile computation and item
recommendation work, the purpose of which is to make full use of existing
recommendation techniques by means of unifying language dissimilarity before item
matching.

3.3 Phase 1: feature extraction
The first phase in Figure 1 is feature extraction, which aims to learn user profiles. As
mentioned above, we take advantage of web log data to achieve the goal.
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3.3.1 Extraction steps. With the advent of information technology, networks have
become the main channel for obtaining academic articles. After accessing the web site
of digital libraries (it is always necessary for users to register with the web site at their
first visit and simultaneously provide some demographic information), users query
documents using search engines, and then acquire the desired articles. The whole
process does not need any interference from librarians and is completely different from
the traditional pattern.

Certainly, such a change has led to some modifications for acquisition of user’s
information. On one hand, the accuracy of user’s demographic information (e.g. gender,
age) that are presented by users themselves in the registration process is unwarranted
due to the lack of effective validation and verification mechanism, resulting in the
infeasibility to make recommendations on the basis of demographic information. On
the other hand, every operation that users take on the web site is archived in the data
warehouse of digital libraries, providing an excellent test-bed for us to understand
user’s preferences. Thus, we attempt to learn user profiles according to these online
behaviors.

In summary, steps to obtain articles from digital libraries mainly include logging in,
retrieving, browsing and downloading behaviors. Specifically, users can query the
literatures, browse the secondary sources and download the full text from the web site
of digital libraries. Generally, all behaviors are not absolutely necessary but each of
them has its corresponding log data, as shown in Figure 2(a). For the querying
behavior, retrieval log data is available, which contains information about querying
time, querying sentence etc. In terms of browsing and downloading behaviors, their
related information are also automatically logged, which have been named respectively
as browsing log data and downloading log data in this paper. The former includes
several fields, such as browsing time, user name and ID number of the secondary
sources browsed. Similarly, the later consists of operation information and ID number
of the downloaded articles. Since both of the ID numbers are unique, it is easy to obtain

Figure 1.
Architecture of proposed

model
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corresponding secondary source and full-text information from background databases
of digital libraries.

Although querying, browsing or downloading behaviors can partly reflect user’s
interests in literatures, we suggest that comprehensive analysis of these three
behaviors can help us better understand users’ demands. Therefore, an integration
method will be discussed in the following, which includes two steps, i.e. keyword
extraction and weight calculation.

3.3.2 Keyword extraction. Keyword extraction in Figure 2(b) includes two parts.
First, we parse querying sentences, secondary sources and full-text information from
respective log data as mentioned above. Second, keywords are separated extracted
from the results of the previous part. Since there are significant differences between
querying sentence, secondary source and full-text information, different approaches
have been adopted to fulfill this task. In respect of querying sentence, regular
expression method is a good choice to extract querying terms which are directly
thought as keywords in this paper. Turning to secondary source and full-text
information, natural language processing and information retrieval technologies
(Salton, 1989) are used and the steps are as follows. First, we adopted word
segmentation techniques to produce a set of keywords for each source text, typically
nouns and noun phrases. Second, the number of occurrences of each keyword is
computed and those keywords with high occurrences would be selected to represent
user’s preferences. In order to learn the dynamic characteristics of user’s interests, the
occurring time of each behavior is also recorded in the extraction process. Finally,
behavior information of each user is recorded in the operation table, in which user’s
name, behavioral type and occurring time of behaviors, and keywords related to each
operation are included.

Table I illustrates how such a extraction works, in which samples of behavior
records of two users have been given. The number following keywords in “keyword
extracted” column indicates term frequency appeared in the related text information,
representing keyword’s importance for user’s preferences. In particularly, A001 took a
querying operation on Jan. 1 2011, and keywords extracted from related querying
sentence include “ ” (meaning is information retrieval) and “ ” (meaning is
text mining). Similarly, this user took a browsing behavior at the same day, and the
extracted keywords include “ ” (meaning is information retrieval) and “ ”
(meaning is sorting), etc. In this browsing operation, the term frequency of “ ”

Figure 2.
Steps for obtaining articles
and extracting feature
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(meaning is information retrieval) is bigger than that of “ ” (meaning is sorting), i.e. 8
vs 4 respectively, indicating that this user is more interested in “information retrieval”
than in “sorting”.

3.3.3 Weight calculation. As mentioned above, querying, browsing or downloading
behaviors can reflect a user’s interests to a certain extent as well as to a different
degree. In order to comprehensively understand a user’s demands, it is better to adopt
weight calculation for different behaviors instead of being simply accumulated or
separately considered. Intuitively, keywords repeatedly appeared in all three behaviors
can be considered to have more meanings for user’s interests and should be given
higher weight than those only appeared in one operation. After weight calculation, the
profile of each user is represented by feature vector V ðuÞ:

V ðuÞ ¼ {ðK1;v1Þ; ðK2;v2Þ ···; ðKn;vnÞ}

where Kdenotes keyword, v is its weight, and n represents the number of keywords.
In order to specify the keyword weights, both behavioral type and occurring time of

each behavior have been considered in this paper. For type of behaviors, we argue
arbitrarily that downloading behavior is more important for representing user’s
preferences than querying and browsing behaviors. For occurring time of behaviors,
we suggest that the more recently the behavior happens, the higher weight that related
keywords should be set to. That is, a weighted sum for the given keyword is carried
out as the following.

vi ¼ a1x1i þ a2x2i þ a3x3i ð1Þ

where vi denotes the weight of keyword i, x1i is the score of keyword i in querying
operation, x2i is the score in browsing operation, x3i is the score in downloading
operation, and a1, a2, a3 are the weight of querying, browsing and downloading
behaviors respectively (a1 þ a2 þ a3 ¼ 1). For calculating the score of keyword i in
different behaviors, the following model is adopted.

xji ¼
k

X
tkf

k
ji; j ¼ 1; 2; 3 ð2Þ

where k is the number of records including keyword i in operation table for the given
user, tk is the time factor for each operation and f kji represents the keyword importance
in each operation (In Table I, f kji is represented by term frequency). As mentioned
above, the more recently operation happens, the more significance it represents for
user’s interests. Thus, tk can be considered as a decreasing function:

User Type of behaviors Time of behaviors Keywords extracted

A001 Querying 1 January 2011
A001 Browsing 1 January 2011
A001 Downloading 1 January 2011
A001 Querying 1 January 2011
A002 Querying 1 January 2011
A002 Querying 1 January 2011 Information retrieval(1);Text mining(1)

Table I.
Example of operation

table
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tk ¼
1

2t_length
ð3Þ

where t_length is time interval between occurring time of each behavior and the point
of analytic time, which can be represented in months, quarters or years, etc.

Taking user A001 in Table I as an example, the following conditions have been
assumed:

. The point of analytic time is 1 January 2011, and the unit of t_length is year.

. a1, a2, and a3 are set to 0.3, 0.3 and 0.4.

Then, we can conclude the querying score of keyword “ ” (meaning is
information retrieval) is 1.5, the browsing score is 8, and the downloading score is 20.
Thus, its weight is 1:5* 0:3 þ 8* 0:3 þ 20* 0:4 ¼ 10:85. Similarly, the weight for
keyword “ ” (meaning is text mining), “ ” (meaning is sorting) and “ ”
(meaning is algorithm) can be calculated in the same way, which is 0.3, 1.2 and 3.6,
respectively. As a sequence, the profile of user A001 can be defined as follows.

Using the same method, we can get the profile of user A002 from Table I:

3.4 Phase 11: keyword translation
In this phase, the feature vector derived from the previous phase is converted into two
vectors respectively in target language and native language, as shown in Figure 1.
That is, the output of this phase is two keyword vectors for each user, both of which
describe user’s interests. One is in target language, and the other in native language,
which are expressed as:

VcðuÞ ¼ {ðKc1;vc1Þ; ðKc2;vc2Þ· · ·; ðKcm;vcmÞ}

Vf ðuÞ ¼ {ðKf 1;vf 1Þ; ðKf 2;vf 2Þ· · ·; ðKfp;vfpÞ}

where VcðuÞ is the vector in native language; Vf ðuÞ is that in target language; K and v
are similar to those of V ðuÞ; m and p represent the number of keywords, respectively.
The purpose of this conversion is to eliminate language dissimilarity between user
profiles and academic articles to be recommended.

In order to translate feature vectors into a different language, there are several
different ways, e.g. machine translation (MT), bilingual dictionary (Ballesteros and
Croft, 1998) and a statistical model based on parallel corpus (Nie et al., 1999). Since
users may use querying keywords or read literatures in different languages, there exist
three scenarios for keywords in vector V ðuÞ:

(1) all in native language;

(2) all in target language;

(3) hybrid language, i.e. part in native language and others in target language.
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From this perspective, keyword translation in our study is bidirectional rather than
unidirectional, and we choose bilingual dictionary to achieve the translation work.

As we know, semantic disambiguation is one of the main hurdles for improving
translation effectiveness (Ballesteros and Croft, 1998). In our study, the following
methods have been adopted to improve the conversion accuracy. First, we argue
semantic relationships may occur among the keywords in feature vector of a given
user. Therefore, co-occurrence statistical analysis is an optional way to make judgment
for translation of keywords. Second, the text information related to user’s online
behaviors, including querying keywords, secondary sources browsed and full-text
information downloaded of the same user, is used as corpus to eliminate keyword
ambiguity when features vectors are in the hybrid language scenario. Taking user
A001 in Table I as an example, there is a Chinese keyword “ “ (meaning is sorting) in
his feature vector, which has several possible English translations (e.g. ranking,
ordering and sorting). If this user has used querying keywords or read documents in
English and term “sorting” has higher term occurrence frequency in his behavior
information than others, we consider it is the correct translation of this Chinese
keyword.

Another problem that may occur after the translation of language hybrid vectors is
the repeated occurrence of keywords. Taking user A002 in Table I as an example, both
“information retrieval” and “ ” (meaning is information retrieval too)
simultaneously appear in his feature vector since the user has taken querying
behaviors using keywords in both languages. Then, two same keywords may exist in
vector VcðA002Þ and Vf ðA002Þ after the translation process. We take a merger step to
deal with this problem, which would add up all the weight of the same keyword. Thus,
the feature vector of user A002 in native language and target language would be
defined as follows.

3.5 Phase 111: article recommendation
Based on users’ feature vectors in different languages, we can recommend articles in
more than one language to them. In particular, we can recommend literature in native
language taking advantage of user profiles represented in native language, and
suggest items in target language using feature vectors in target language. Since both
user profiles and items are in the same language, existing methods in text-based item
recommendation systems can be adopted.

3.5.1 Content-based recommendation. As mentioned in the previous section,
content-based recommendation is known to work well for recommending texts that
informative content descriptors exist. Spontaneously, we can choose it to recommend
academic articles in digital libraries. To adopt this algorithm, the work of article’s
feature representation needs to be completed in advance.

Feature representation begins with the parsing of each article to produce a set of
features, typically nouns and noun phrases. Representative feature are sequentially
selected from this set of extracted features. Then, the feature selection step has been
taken using the popular method of TF-IDF (Salton and Buckley, 1988), and each term

Cross-language
recommendation

model

273

D
ow

nl
oa

de
d 

by
 T

A
SH

K
E

N
T

 U
N

IV
E

R
SI

T
Y

 O
F 

IN
FO

R
M

A
T

IO
N

 T
E

C
H

N
O

L
O

G
IE

S 
A

t 2
3:

32
 0

1 
N

ov
em

be
r 

20
16

 (
PT

)



has been assigned a weight on the basis of its performance. As a consequence, the
content of article s can be defined as:

ContentðsÞ ¼ ðw1;w2; · · ·;wkÞ

where wk indicates the term weight. Since two languages are involved in our study,
academic articles in both native language and target language should be represented
respectively by vectors of term weights, which are expressed as follows.

ContentðscÞ ¼ ðwc1;wc2; · · ·;wckÞ

Contentðsf Þ ¼ ðwf 1;wf 2; · · ·;wfjÞ

Where ContentðscÞ is the feature representation of articles in native language;
Contentðsf Þ is that in target language.

Content-based methods recommend items similar to those that users liked in the
past (Basu et al., 1998). That is, the Top-N list of best-matching items are recommended
according to the comparison between the candidate items and items previously rated
by the user, and several techniques such as cosine similarity measure and Bayesian
classifier can be used (Pazzani and Billsus, 1997). In this study, the rating function is
defined as:

Rcðu; sÞ ¼ scoreðVcðuÞ;ContentðscÞÞ

Rf ðu; sÞ ¼ scoreðVf ðuÞ;Contentðsf ÞÞ

where Rcðu; sÞ indicates the correlation between the user’s preferences and the content
of articles in native language; Rf ðu; sÞ indicates that in target language. Since both user
profiles and academic articles are represented by vectors of keyword weights, cosine
similarity measure is adopted to calculate the similarity in our study.

3.5.2 Collaborative filtering recommendation. Collaborative filtering
recommendation is another algorithm that has been commonly used, based on
similarities among the preferences of a group of users that are known as neighbors.
According to user profiles in native language (or target language), we can find
neighbors to each user, and the proximity measures frequently used include Pearson
correlation, constrained Pearson correlation, Jaccard coefficient, etc. (Adomavicius and
Tuzhilin, 2005). After neighborhood computing process, the suggestion items can be
predicted.

It should be noted there are two special cases in which collaborative filtering
method in our study cannot smoothly work. First, it is difficult to find neighbors for a
given user. For example, all the similarities between the given user and others are less
than the threshold. Second, although there are neighbors that have similar preferences,
all of them have viewed articles in a same language. For example, assuming the
neighbors of the particular user only viewed items in Chinese, it is impossible to
recommend literature in English based on collaborative filtering algorithm. In these
cases, the content-based recommendation method discussed in the previous sub-sector
is adopted to make the recommendation. That is, academic articles would be
recommended on the basis of the similarity between their content and user profiles.
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4. Discussion
As more and more academic articles become available, it is hard to get desired papers
efficiently from digital libraries due to information overload problems. As a
consequence, recommendation systems have obtained a lot of attention and good
results have been achieved in many practical applications. But so far, there are few
documents concerning recommendation systems under multiple linguistic
environments, and all text-based item recommendation systems assume items
previously seen or rated by the same user are in same language and profiles of both
user and item are represented by the same language too.

However, demands for articles in multiple languages is becoming ever greater with
the development of globalization, especially in non-English countries. In order to get the
desired literature in foreign languages, users have to suffer from not only a language
barrier but also an information overload problem. Thus, it is quite necessary for digital
libraries to develop new techniques to help users more effectively reach their target.

In this article, we have presented a cross-language recommendation model aiming at
achieving the recommendation of suitable academic articles in multiple languages. We
convert the bilingual recommendation problem into the study under a single language
environment by means of eliminating language dissimilarity between user and item
profiles, and then make full of existing recommendation techniques. Moreover, we have
proposed a method to understand a user’s interests in an implicit manner. Our proposed
model has several advantages. First, it can recommend literature in one language to
users according to their profiles described in another language. Second, it can deal with
the language chaos phenomenon which may occur in a user’s keyword vectors if items
previously seen or rated by the same user are not in same language. This phenomenon
has not been discussed in existing literatures though it is very common for users in
non-English countries. Third, the integration analysis of multiple online behaviors can
help to better understand a user’s preferences.

As an initial research for recommendation systems under multi-lingual
environments, many limitations still exist in our study. First, the method of
integration analysis of various online behaviors is some distance from practical
application, and its parameters are set out arbitrarily in this paper. The analysis of
online behaviors can help to better understand users and their demands, but many
questions still need support from other empirical studies since digital libraries have
only appeared in recent decades. In reality, a user’s anonymous access and the
difference of a keyword’s number among the behavior information are the two major
unsolved issues. Second, the translation of keywords is a key technique for application
of cross-language recommendation systems. Though many studies have been done
and good results have been achieved in CLIR area (Ballesteros and Croft, 1998), the
application effect of their translation methods on recommendation systems should be
further studied. Moreover, the limitations of current recommendation systems (such as
cold star, sparseness) have not discussed in this paper.

5. Conclusion and future work
On the basis of analysis of user demand for academic articles and current researches on
personalized recommendation systems, we argue it is necessary to take account of
language factors in recommendation systems, and thus we propose a cross-language
recommendation model to achieve the recommendation of articles in multiple
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languages. Furthermore, the computation of user profiles in an implicit manner has
been described in detail. A promising area of this study is digital libraries in
non-English countries, since it is very common phenomenon for users in these
countries to obtain literatures presented by more than one language. In the near future,
we plan to pay more attention to the computation of user profiles in digital libraries
and empirical research with large-scale practical data.
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