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A library’s information retrieval
system (In)effectiveness:

case study
Robert Marijan

Delo Newspaper Corporation, Ljubljana, Slovenia, and
Robert Leskovar

Faculty of Organizational Sciences, University of Maribor, Maribor, Slovenia

Abstract
Purpose – The purpose of this paper is to evaluate the effectiveness of the information retrieval
component of a daily newspaper publisher’s integrated library system (ILS) in comparison with the
open source alternatives and observe the impact of the scale of metadata, generated daily by library
administrators, on retrieved result sets.
Design/methodology/approach – In Experiment 1, the authors compared the result sets of the
information retrieval system (IRS) component of the publisher’s current ILS and the result sets of
proposed ones with human-assessed relevance judgment set. In Experiment 2, the authors compared
the performance of proposed IRS components with the publisher’s current production IRS, using result
sets of current IRS classified as relevant. Both experiments were conducted using standard information
retrieval (IR) evaluation methods: precision, recall, precision at k, F-measure, mean average precision
and 11-point interpolated average precision.
Findings – Results showed that: first, in Experiment 1, the publisher’s current production ILS ranked
last of all participating IRSs when compared to a relevance document set classified by the senior
library administrator; and second, in Experiment 2, the tested IR components’ request handlers that
used only automatically generated metadata performed slightly better than request handlers that used
all of the metadata fields. Therefore, regarding the effectiveness of IR, the daily human effort of
generating the publisher’s current set of metadata attributes is unjustified.
Research limitations/implications – The experiments’ collections contained Slovene language
with large number of variations of the forms of nouns, verbs and adjectives. The results could be
different if the experiments’ collections contained languages with different grammatical properties.
Practical implications – The authors have confirmed, using standard IR methods, that the IR
component used in the publisher’s current ILS, could be adequately replaced with an open source
component. Based on the research, the publisher could incorporate the suggested open source IR
components in practice. In the research, the authors have described the methods that can be used by
libraries for evaluating the effectiveness of the IR of their ILSs.
Originality/value – The paper provides a framework for the evaluation of an ILS’s IR effectiveness
for libraries. Based on the evaluation results, the libraries could replace the IR components if their
current information system setup allows it.
Keywords Information retrieval, Precision, Open source software, Library systems, Recall,
Apache Solr
Paper type Research paper

Introduction
Innovation in assembly is one of the key Web 2.0 principles. The principle refers to an
abundance of commodity components (or pre-existing foundations), that one can use to
create value by assembling them in novel or effective ways (O’Reilly, 2005; Miller,
2006). Library 2.0 is “a subset of library services designed to meet user needs caused by
the direct and peripheral effects of Web 2.0” (Habib, 2006, p. 9). Openness of Library 2.0
extends to “the software and hardware that libraries use, including integrated library
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systems (ILS)” (Casey and Savastinuk, 2006). Miller (2006) foresees the end of closed,
proprietary, monolithic library software systems and emphasizes the need to “specify
and build modular systems from which libraries can select the best components for a
given task.” The preference toward modifiable and open systems are also noted by
Casey and Savastinuk (2006), Nesta and Mi (2011).

Modularity is “a special form of design which intentionally creates a high degree of
independence or ‘loose coupling’ between component designs by standardizing
component interface specifications” (Sanchez and Mahoney, 1996). If libraries used the
concepts of “loose coupling” (Weick, 1976) in the design and implementation of their
software systems, libraries could, “when any element misfires or decays or
deteriorates,” replace that element with the new one without affecting the operation
of other elements. A more recent concept, service-oriented architecture, is “an
architecture for building business applications as a set of loosely coupled distributed
components linked together to deliver a well-defined level of service. These services
communicate with each other, and the communication involves data exchange or
service coordination” (Wang and Dawes, 2013). In this research, we explore the concept
of “loose coupling” by evaluating the effectiveness of the information retrieval (IR)
component of a daily newspaper publisher’s ILS in comparison with the open source
alternatives, and observe the impact of the scale of metadata attributes, generated daily
by library administrators, on retrieved result sets.

We conducted two experiments. In Experiment 1, we compare the result sets of the
information retrieval system (IRS) component of the current ILS with the result sets of
proposed ones, using standard IR methods. Furthermore, we divide the current archive
metadata attribute set into two groups: first, the “all-fields” (AF) group containing all
metadata attributes; and second, the “computed-fields” (CF) group containing only
automatically generated metadata attributes. For Experiment 2, we compared the
performance of various Apache Solr cores relative to the current production IRS. The
base core group (AF) configuration included all of the fields (human generated
attributes and attributes, automatically generated upon transfer from the publisher’s
editorial systems to ILS). The second core group included only automatically generated
CF attributes.

IR
While Van Rijsbergen (1979) presented the clear difference between data retrieval and
IR, Manning et al. (2009, p. 1) defined the IR as “finding material (usually documents) of
an unstructured nature (usually text) that satisfies an information need from within
large collections (usually stored on computers).”

Herrera-Viedma (2001) defined the main activity of an IRS as “the gathering of the
pertinent archived documents that best satisfy the user queries.” This author parsed
the process of gathering into three components: “(1) A Database: which stores the
documents and the representation of their information contents (index terms), (2) A
Query Subsystem: which allows users to formulate their queries by means of a query
language and (3) An Evaluation Subsystem: which evaluates the documents for a user
query obtaining a Retrieval Status Value (RSV) for each document.”

Pirkola (2001) presented a morphological classification of languages from the
standpoint of IR. He summarized morphology as “a field of linguistics which studies
word structure and formation,” and split morphology into inflectional morphology and
derivational morphology (Pirkola, 2001, p. 331 cited Karlsson, 1998; Bybee, 1985;
Matthews, 1991). Pirkola (2001) defined inflection as “the use of morphological methods
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to create inflectional word forms from a lexeme,” with lexeme being defined as “a set of
word forms which belong together” (Karlsson, 1983). Pirkola (2001, p. 331) associated
derivational morphology with “the derivation of new words from other words using
derivational affixes” and also mentioned compounding as another method for forming
new words, with a compound word (or a compound) defined as “a word formed from
two or more words written together.” Pirkola (2001, p. 332) noted that all three main
morphological phenomena (inflection, derivation and compound words) have influence
on the effectiveness of text retrieval.

Airio (2006) stated that a query word and a word in a relevant document would not
match because of inflection (different inflected forms of the same word). To address this
problem, various word form normalization methods have been developed. Airio divided
word form normalization tools into two classes: stemmers and lemmatizers.
“Lemmatizers return a basic form of a word, the lemma, while stemmers return a
string which is not inevitably any lexical word” (Airio, 2006, p. 250).

IR effectiveness is language-inflection depended. Airio (2006) stated that in highly
inflectional languages like Finnish, German and Slovene, “normalization is without
exception advantageous,” while in English, “the importance of normalization is not so
evident” (Airio, 2006, p. 250 cited Harman, 1991; Popovič andWillet, 1992; Krovetz, 1993).

Research multi-language usability
In our experiments, we used highly inflectional Slovene language. For instance, out of
252 derivatives of the verb “videti [to see],” 40 of them are unique ( Jakopin, 1999).

We could use the same approach for any language. Hollink et al. (2004) conducted
an overview of IR techniques and analyzed their impact on IR effectiveness. Their
evaluations were carried out against data, composed of eight European languages.
Hollink et al. (2004, p. 34 cited Harman, 1995) stated common opinion that basic IR
techniques are language-independent, while “auxiliary” techniques, such as stemmers,
lemmatizers and other morphological normalization tools, need to be language dependent.

In our research, IR component consisted of Linux Fedora operating system, Apache
Tomcat, “an open source software implementation of the Java Servlet and JavaServer
Pages technologies” (Apache Software Foundation, 2013) and Apache Solr, enterprise
index and search engine (Apache Software Foundation, 2012).

From among the search engines available at the time of research, we selected
Apache Solr because there is a Slovenian language-aware lemmatizer module available.

In our experiments, word form normalization tools are cores inside Apache Solr engine.
Cores perform normalization methods either in index phase, query phase or in both
phases. In our research, we confirmed that Slovenian language-aware cores were more
effective in IR than Slovenian language-unaware one, which is consisted with the findings
of Airio (2006, p. 250 cited Harman, 1991; Popovič and Willet, 1992; Krovetz, 1993).

Related work
We surveyed two research areas related to our work: first, an evaluation of IR
effectiveness (user satisfaction, relevance); and second, open source software
alternatives in the field of library automation.

Effectiveness evaluation
Van Rijsbergen (1979) defined effectiveness as “a measure of the ability of the system to
satisfy the user in terms of the relevance of documents retrieved,” while Bailey and
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Pearson (1983) described user satisfaction as “in a given situation the sum of one’s
feelings or attitudes toward a variety of factors affecting that situation.” From the
perspective of information seeking Bruce (1998) suggests user satisfaction as “a state of
mind which represents the composite of a user’s material and emotional responses to
the information-seeking context.” The subjectivity and (emotional/material) situation
dependency is also addressed by Rees (1965).

There have been a number of surveys reviewing the papers on relevance (Saracevic,
1975, 1976; Schamber, 1994; Mizzaro, 1997; Greisdorf, 2000; Hjørland, 2010). Doyle
(1963) stated that relevance is too elusive to be a reliable criterion for evaluation
(Mizzaro, 1997, p. 815), while Wilson (1968) noted that after user had read the document,
he does not judge the same document as still being relevant. Wilson (1968) also
presented the case of relevancy of indirect answers; if someone would ask him what he
thinks about certain person’s honesty, he would answer: “He has served three terms for
embezzlement and two for forgery.” Can we judge this answer as relevant, even though
it is not explicitly answering the question? Rees (1965) mentioned that the IRS cannot
perform ideally because “customer will select a different set today then he would
tomorrow; if he were in Fargo, North Dakota instead of Washington, D.C., his selection
might very well be different; if he examined each document in a different sequence his
assessment of relevance would not be the same.”

Mizzaro (1997, p. 811) summarized the relevance as a relation between two entities of
two groups (Table I).

The relevance could be described as a relation between query and surrogate, in the
case of Experiment 1 the “Patria” query and returned documents (surrogates) or
received information (about “Patria”) in relation to our information need (concerning
“Patria”).

The relevance is a base concept of precision/recall methods, “typified by the second
series of studies conducted in Cranfield, UK (Cleverdon, 1967), which tested the relative
effectiveness of 33 indexing languages on retrieval” (Harter, 1996). Manning et al. (2009,
pp. 153-154) composed a list of the most standard test collections and evaluation series,
including the aforementioned Cranfield collection, which was “a pioneering test
collection in allowing precise quantitative measures of information retrieval
effectiveness,” Text Retrieval Conference (TREC) collections, 25 million page GOV2

Group Entity

A Document: the physical entity that the user of an Information Retrieval System will obtain
after his seeking of information
Surrogate: a representation of a document. It may assume different forms and may be made up
by one or more of the following: Title, list of keywords, author(s) name(s), bibliographic data
(date and place of publication, publisher, pages and so on), abstract, extract (sentences from
the document) and so on
Information: what the user receives when reading a document

B Problem: that which a human being is facing and that requires information for being solved
Information need: a representation of the problem in the mind of the user. It differs from the
problem because the user might not perceive his problem in the correct way
Request: a representation of the information need of the user in a “human” language, usually
in natural language
Query: a representation of the information need in a “system” language, for instance Boolean

Source: Mizzaro (1997, p. 811)

Table I.
Relevance as a
relation between
two entities of
two groups
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web page collection, NII Test Collections for IR Systems, the Cross Language
Evaluation Forum (focussed on European languages and cross-language IR), as well as
Reuters-21578 and Reuters-RCV1. Since 1999, TREC conferences have also conducted a
question answering track, whose goal is “to foster research on systems that directly
return answers, rather than documents containing answers, in response to a natural
language question. A factoid question is a fact-based, short answer question such as
“How many calories are there in a Big Mac?” (Dang et al., 2008).

Open source replacement alternatives
In contrast to our proposal to replace only a segment of ILS, numerous research studies
were conducted in assessing the adequacy of the open source alternatives to replace
market-dominated proprietary (commercial) ILSs as a whole.

Müller (2011) analyzed 20 free and open source (FOSS) ILS platforms using a three-
stage evaluation method (software licensing, community and functionality). His top
ranked ILSs were Koha, Evergreen and PMB. He ranked Koha as the most functionally
complete ILS. Evergreen’s most noteworthy properties were the quality of feature
implementation and robust construction, while PMB included “all necessary basic
functions of library automation, especially concerning integration of Web 2.0-oriented
features and other patron-based Web services” (Müller, 2011, p. 15).

Koha and Evergreen are the most widely adopted (Palmer and Choi, 2014) and in the
Singh’s (2013) interviews the most frequently migrated-to ILSs. Singh (2013) also
composed the guidelines spanning from the “Evaluation” to the “Go live and after”
stages. Randhawa (2013) advised library and information science professionals to
monitor the evolution of open source ILSs (Koha, Evergreen and few others) and
choose the right product depending upon institution’s needs. Randhawa (2013) also
noted the need for library professionals to acquire new skills for developing and
managing the library by using open source software. In comparative study,
Reddy (2013) concluded that Koha (and NewGenLib) were suitable for bigger libraries
and functionally superior to E-Granthalaya. Yang et al. (2009) made a comparison
of staff modules of Koha, Evergreen and proprietary Voyager ILS. Yang and Hofmann
(2010) also conducted the comparative study of the online catalogs (OPAC) of the
same three ILSs. In addition to extensive community support there is worldwide
paid support available for both Koha (Koha Library Software, 2015) and Evergreen
(Evergreen, 2015).

Brooke’s (2013) examination showed financial, functional and operational benefits of
using FOSS software. He noted the trend of more libraries switching to a FOSS ILS,
“with 14% using one as of 2012.” That percentage could be lower because although the
survey was broad, the sample of libraries may not be sufficiently large to be
representative of the library population as a whole. Yang et al. (2009) stated that in 2009
the 400 libraries were using Koha, 305 Evergreen and 1179 proprietary Voyager ILS.
At the same time (April 2009), only about 20 out of 15,000 libraries in Italy used open
source library automation systems (Frigimelica, 2009). Some libraries had tried it and
then switched back to proprietary ILS (Rapp, 2011) with the explanation that the
product was not (yet) being ready for production use. Rapp stated that implementation
of open source ILS took a significant amount of work, but gave users more control and
concluded that “the effectiveness of an ILS depends in large part on the needs and
expectations of the library that uses it.” Palmer and Choi (2014) stated that the extent of
using open source software in the library community is “still a matter for debate,” as in
addition to the positive qualities there are also the “concerns among librarians
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regarding the dependency and sustainability of open source software products.” Kinner
and Rigda (2009) concluded that there were many articles about open source software
implementations, but very few case studies showing success.

Data and methods
Experiment setup
We used a dedicated computer with Intel i7 2600 processor with 32 GB RAM and a
Kingston 120 GB SSD drive. The operating system was Linux Fedora Core 19 3.14.4
64bit, database management system was MySQL 15.1; 5.5.37-MariaDB, Apache Tomcat
7.0.47, Apache Solr 4.6.0, PHP 5.5.12. An overview of Experiment 1 is shown in Figure 1.

Data collections
For Experiment 1, we used two data collections (Table II). The “Patria 2006-2013
Dossier” is an ad hoc human-assessed relevance judgment set, used in the process of
effectiveness evaluation (Figure 1) as a criterion for a true or false hits.

For Experiment 2, we used query set aggregated from: first, search strings that users
of publisher’s digital editions inserted in one of the search fields; second, keywords that

Apache Solr
test system

Production
system

Query
“Patria”

Test core 1

Test core 1
query “Patria”

result set

Test core 1
evaluation
result set

Test core n
evaluation
result set

Test core n
query “Patria”

result set

... ...

Test core n

Production IRS

Production IRS
query “Patria”

result set

Production IRS
evaluation
result set

Article archive
2006-2013

Library
administrator

Relevance
result set for
query “Patria”

Effectiveness
evaluation

...

Figure 1.
Experiment 1
overview

Experiment 1 data collection Number of articles

Patria 2006-2013 Dossier 1,439
Daily newspaper article archive 2006-2013 615,831

Table II.
Experiment 1 data
collection
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journalists inserted inside metadata fields of the articles; and third, keywords that library
administrators inserted during search for certain topics (Table III).

We performed a three-phase query validation. In Phase 1 of the validation, we
removed irregular strings (such as “????????re”); in Phase 2 of the validation, we
extracted unique keywords; in Phase 3 of the validation, we discarded keywords with
zero returned documents from the production IRS.

After the analysis, we concluded that most of the discarded keywords in Phase 3
were mistyped strings (“aidria airways” instead of “adria airways”).

Experiment 2 was conducted using 41,673 validated queries.
For data collection, we used the publisher’s article archive from May 1, 1959 to July

31, 2014 (Table IV).

Workflow
In Experiment 1, we imported the daily newspaper’s article archive 2006-2013 data
collection from publisher’s production IRS to a MySQL database, and performed a data
import (full-import; clean; commit; optimize) to three different cores in Apache Solr. The
2006-2013 time frame was selected due to its relevance to the “Patria” events.

In Experiment 2, we imported the daily newspaper article archive 1959-2014 data
collection from publisher’s production IRS to MySQL database, and again performed
a data import (full-import; clean; commit; optimize) to three different cores in Apache
Solr. Indexing times and sizes, as reported by Apache Solr Admin 4.6.0, are shown
in Table V.

Participating cores
Virag (LemmaGen Slovene Lemmatizer module) is LGPLv2 licensed core, programmed
by Virag (2013), Domen Grabec and Gašper Žejn, based on the LemmaGen project of
the Jozef Stefan Institute (2010). Coding is based on JLemmagen, a Java port of the
LemmaGen library by Michal Hlaváč.

Number of keywords (search strings), entering the phase
Query collection Validation phase 1 Validation phase 2 Validation phase 3 Validated query set

Queries July 2014 1,400,000+ 666,657 43,084 41,673

Table III.
Experiment 2

query collection

Experiment 2 data collection Number of articles

Daily newspaper article archive 1959-2014 1,328,214

Table IV.
Experiment

2 data collection

Experiment 1: 615,831 articles Experiment 2: 1,328,214 articles
Core

Slovenian-language
aware Index time Index size Index time Index size

1 Virag Yes 00 h 49 m 27 s 8.03 GB 01 h 32 m 59 s 13.97 GB
2 Hunspell Yes 17 h 09 m 57 s 3.13 GB 31 h 41 m 48 s 5.89 GB
3 Collection_1 No 00 h 06 m 24 s 2.58 GB 00 h 14 m 35 s 4.85 GB

Table V.
Apache Solr cores
and indexing times

and sizes
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Hunspell is “a spell checker and morphological analyzer library and program designed
for languages with rich morphology and complex word compounding or character
encoding” (Németh, 2014). It is an LGPL, GPL, MPL tri-licensed core. Hunspell’s code
base comes from the MySpell spell checker. We used Slovenian dictionary files from
LibreOffice (2013).

Collection_1 is Apache Solr’s default core; it is Slovenian language unaware and
uses default (English) language rules. It is licensed under the Apache License, Version
2.0 (Apache Software Foundation, 2012).

Apache Solr setup
We were using Apache Solr 4.6.0 with Extended DisMax Query Parser (eDisMax), a
“robust parser designed to process advanced user input directly” (Pugh, 2013).

For the indexing phase, we used the cores’ default setup with “fields” defined in the
same way for all cores; only the special Slovenian language-aware type was defined
differently for each core.

For the query phase, we defined two request handlers, “AFs” handler containing all
of the fields in “qf” parameter, and the “CFs” handler with the fields, computed
automatically upon transfer from the publisher’s Editorial Information Systems to the
publisher’s Library Information System every night (for differences see Table VI).

“For each ‘word’ in query string, eDisMax parser builds a DisjunctionMaxQuery
object for that word across all of the fields in the “qf” parameter (with the appropriate
boost values)” (Pugh, 2013). In our research, only the title was “boosted” with a 1.5
value.

“These DisjunctionMaxQuery objects are then put in a BooleanQuery with the
minNumberShouldMatch option set according to the ‘mm’ parameter” (Pugh, 2013). We
set the “mm” parameter to “2o−34%” meaning that: first, if there are less than three
optional clauses, they all must match; and second, if there are three or more optional
clauses, then 66 percent must match.

In this iteration, we did not use the “phrase” fields, which “boost” the score of
documents in cases in which all of the terms in the “q” parameter appear in close
proximity (Pugh, 2013).

Evaluation
For set-based measures Manning et al. (2009, p. 155) reproduced definitions of precision
( p) as the fraction of retrieved documents that are relevant (Equation (1), top left), recall
(r) as the fraction of relevant documents that are retrieved (Equation (1), right), and
F-measure as a single measure that trades off precision vs recall; a weighted harmonic
mean of precision and recall (Equation (1), bottom). In the latter, if b is less than 1, we
emphasize precision while in cases in which β¼ 5 (in TREC 2003) or β¼ 3 (in TREC
2004) (Lin and Demner-Fushman, 2005), we emphasize recall. Elements constituting

Request handler Fields

Fields included in AF and CF
handlers

Supertitle, Title^1.5 (with 1.5 boost value), Subtitle, Source,
Section, Authors, Snippet, Signature, Tags, WebCategory,
Ref_Title, Ref_Subtitle, Ref_Intro, HtmlContent

AF exclusive fields, inserted daily by
library administrators

GeoNames, Genre, Persons, Quoted, Nouns, Udks,
UdkCategory

Table VI.
Difference in
included fields
by each
request handler
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precision/recall equations can be examined in the contingency table below (Table VII):

p ¼ TP
TPþFP

r ¼ TP
TPþFN

Fb ¼ 1þb2
� � pr

rþb2p
¼ 1þb2

� �
TP

1þb2
� �

TPþb2FNþFP
(1)

Equation 1. Precision, recall and F-measure (Source: Manning et al. (2009, p. 155))
For the evaluation of ranked retrieval results, we used interpolated precision Pinter p

(Manning et al., 2009, pp. 158-159) at a certain recall level r, which is defined as the
highest precision found for any recall level r′⩾ r (Equation (2), left). We used interpolated
precision to plot an 11-point interpolated average precision graph for both experiments.

Manning et al. (2009, pp. 159-160) stated that the “most standard [measure] among
the TREC community isMean Average Precision (MAP), which provides a single-figure
measure of quality across recall levels. Among evaluation measures, MAP has been
shown to have especially good discrimination and stability. For a single information
need, average precision is the average of the precision value obtained for the set of top k
documents existing after each relevant document is retrieved, and this value is then
averaged over information needs”:

pinter p rð Þ ¼ max
r0X r

p r0ð Þ mean average precision ¼ 1
n

X

qi

Ave Precision qið Þ (2)

Equation 2. Interpolated precision Pinter p and mean average precision (Source: Manning
et al. (2009, pp. 158-160))

We also measured the precision after k documents retrieved (precision @ 10 and
precision @ 20) vs every query. Precision at k “has the advantage of not requiring any
estimate of the size of the set of relevant documents but the disadvantages that it is the
least stable of the commonly used evaluation measures and that it does not average
well, since the total number of relevant documents for a query has a strong influence on
precision at k” (Manning et al., 2009, p. 161).

Results and discussion
Experiment 1
For Experiment 1, we had a test collection consisting of: first, a collection of documents;
second, a set of information needs or queries; and third, relevance judgments.

In case of using precision and recall evaluation methods, “it is necessary to analyze
the entire document collection, and for each query determine the documents that are
relevant. This judgment of whether a document is relevant or not must be done by an
expert on the field that can understand the need represented by the query” (Middleton
and Baeza-Yates, 2007). This classification is referred to “as the gold standard or

Relevant Non-relevant

Retrieved True positives (TP) False positives (FP)
Not retrieved False negatives (FN) True negatives (TN)
Source: Cleverdon (1967)

Table VII.
Contingency table

377

Library’s
information

retrieval
system

D
ow

nl
oa

de
d 

by
 T

A
SH

K
E

N
T

 U
N

IV
E

R
SI

T
Y

 O
F 

IN
FO

R
M

A
T

IO
N

 T
E

C
H

N
O

L
O

G
IE

S 
A

t 2
2:

43
 1

5 
N

ov
em

be
r 

20
16

 (
PT

)



ground truth judgment of relevance” (Manning et al., 2009, p. 152). In our case, it was
necessary to analyze all the documents that are relevant to the information need
concerning legal process and related events of the Slovenian Department of Defense’s
procurement and payment of armored vehicles from Finland’s state-owned
(73.2 percent) corporation Patria, “provider of defense, security and aviation life-cycle
support services and technology solutions” (Patria, 2014). The events that took place
from 2006 to 2013 (and yet not fully completed) are known in Slovenia as “Patria.” Even
though the latter set of classified documents were binary defined as relevant by senior
library administrator, this is still a sole human judge, and, as such, “idiosyncratic and
variable” (Manning et al., 2009, p. 165) in his judgments.

The quality of relevance judgments could be improved by adding more judges. In
the case of multiple judges we would use κ-statistics (Manning et al., 2009, p. 165) to
measure the agreement between their judgments.

Observing the Summary Statistics table for Experiment 1 (Table VIII), we can
see that the IRSs returned between 2,400 and 3,000 documents; only the Hunspell
core returned approximately 4,500. The latter AF core returned the most relevant
documents (1,256, 87 percent).

The IRS with the largest count of not retrieved relevant documents was the
production IRS.

There are situations in which we need high precision; for instance, in web searches,
we want relevant documents listed on the first returned result set page that is visible
without scrolling down (Lewandowski, 2014). Conversely, when we search for the
patents in a certain scientific field, we want the returned result set to include all of the
relevant documents (high recall).

The large majority of visitors are using search fields inside publisher’s digital
editions, so precision is important. As we can see in Table IX, the production IRS
ranked last in precision at ten and precision at 20.

The production IRS was also ranked last in all the other measures, precision, recall,
F-score and average precision.

There is a notable difference in “AFs” vs “CFs” request handler performance. In the
case of “Patria,” there is the metadata field “Nouns,”which explicitly contains the string
“Patria,” inserted by a human library administrator. Because it is human generated
metadata, it is not included in “CFs” request handler, which explains performance
superiority of AF cores vs their CF counterparts.

The substandard performance of production IRS could be observed on an 11-point
interpolated average precision graphs in Figures 2 and 3.

Core
Retrieved

total
Retrieved
relevant

%
Retrieved
relevant

Not
retrieved
total

Not
retrieved
relevant

% Not
retrieved
relevant

Retrieved
non-relevant

Not retrieved
non-relevant

Production IRS 2,847 681 0.47 612,984 758 0.53 2,166 612,226
Virag AF 2,986 1,231 0.86 612,845 208 0.14 1,755 612,637
Hunspel_l AF 4,667 1,256 0.87 611,164 183 0.13 3,411 610,981
Collection_1 AF 2,830 1,206 0.84 613,001 233 0.16 1,624 612,768
Virag CF 2,704 996 0.69 613,127 443 0.31 1,708 612,684
Hunspel_l CF 4,481 1,101 0.77 611,350 338 0.23 3,380 611,012
Collection_1 CF 2,495 931 0.65 613,336 508 0.35 1,564 612,828

Table VIII.
Summary statistics
for Experiment 1
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Evaluation of Experiment 1 (query “Patria” vs seven cores/IRSs) computed in less than
a minute.

Experiment 1 showed that:
• production IRS performance ranked last of all participated cores/IRSs;
• even though there is a human relevance-judged document set (which is a rare and

expensive time-consuming effort) a large majority of users visiting publisher’s
electronic editions do not benefit from it; furthermore, they obtain mediocre
results from using production IRS;

• the free, open source Apache Solr cores performed very well (Virag AF); and
• there is a significant difference between AF vs CF request handler performance,

so the human effort of generating the current scope of fields is justified in the
case of the “Patria” experiment.

Core Precision @ 10 Precision @ 20 Precision Recall F1 Average precision

Production IRS 0 0.1 0.24 0.47 0.32 0.36
Virag AF 0.5 0.65 0.41 0.86 0.56 0.77
Hunspell AF 0.1 0.25 0.27 0.87 0.41 0.67
Collection_1 AF 0.5 0.65 0.43 0.84 0.57 0.76
Virag CF 0.5 0.65 0.37 0.69 0.48 0.67
Hunspell CF 0.5 0.45 0.25 0.77 0.37 0.58
Collection_1 CF 0.5 0.65 0.37 0.65 0.47 0.66

Table IX.
Precision @ 10,
@ 20, precision,
recall, F-measure

and average
precision for
Experiment 1
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Experiment 2
For Experiment 2, unlike Experiment 1, we did not have any human relevance
judgment set. Because of the size of a query set and lack of ad hoc dossiers (only 94
available in July 2014), we assumed that the publisher’s current IRS always returns the
gold standard result set, meaning that all returned documents are classified as relevant.

We run 41,673 queries against six different cores/IRSs to establish the difference in
performance relative to current production IRS.

There are known pooling and evaluation methods using incompletely judged
sets, but it would still be impossible due to our resources (time, cost) to human
judge even a fraction of results returned for every query. In that case, if the examined
subset contained a representative sample of the relevant documents, the pooling
method would closely approximate the results of judging the entire collection (Soboroff
et al., 2001).

In Table X, we can see that the Virag cores returned on average the most relevant
documents (and the least relevant left unretrieved), while the Collection_1 performed
just the opposite. We can also note that Collection_1 cores returned on average the
fewest total documents (approximately 4,000 vs 11,000/18,000).
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Collection_1 CF
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Figure 3.
11-point interpolated
average precision of
query “Patria”,
CF cores vs
production IRS

Core
Average

retrieved total
Average retrieved

relevant
Average retrieved

non-relevant
Average not retrieved

relevant

Virag AF 11,127.40 1,908.80 9,218.60 423.06
Virag CF 11,006.20 1,907.95 9,098.28 423.90
Hunspell AF 18,549.80 1,869.01 16,680.80 462.84
Hunspell CF 18,397.50 1,867.44 16,530.10 464.41
Collection_1 AF 3,992.32 764.61 3,227.70 1,567.24
Collection_1 CF 3,916.61 759.78 3,156.83 1,572.07

Table X.
Summary statistics
for Experiment 2
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Observing Table XI, we see that Collection_1 cores achieved the highest mean average
precision score, which is oriented toward favoring early results (Chatzichristofis et al.,
2014). If we observe two result sets, first r_set(q)¼ {d1, d2, d3, d4, d5, d6}, in which all
the documents are classified as relevant except d2 (the second retrieved document), and
r_set’(q)¼ {d1, d2, d3, d4,…, d100}, in which documents from d5 to d99 are classified
as non-relevant, and the fifth relevant document is at the very end of the set (d100), the
value of the average precision is the same for both queries: 0.81 (Chatzichristofis et al.,
2014, p. 21). Precision is defined as the fraction of retrieved documents that are relevant,
but in the case of the Collection_1 cores the proportion of averagely not retrieved
relevant documents (false negatives) was the highest and the average recall was
the lowest.

We compared the results of the 11-point interpolated average precision graph
(Figure 4) observing three different recall ranges (NIST, 2002): first, 0 to 0.2 for high
precision; second, 0.2 to 0.8 for middle recall; and third, 0.8 to 1 for high recall
performance.

The performance ratio between each core pairs (AF and CF) gradually differentiated
by every recall point, with the highest distinction point in recall value 1. We can rank
the participating cores by precision/recall performance as Virag (both cores), Hunspell
(both cores) and Collection_1 (both cores). CF-only request handler primes slightly

Core
Average

precision @ 10
Average

precision @ 20
Average
precision

Average
recall

Average
F1

Mean average
precision

Virag AF 0.59 0.54 0.42 0.88 0.52 0.54
Virag CF 0.66 0.60 0.43 0.88 0.52 0.58
Hunspell AF 0.58 0.52 0.40 0.81 0.46 0.52
Hunspell CF 0.65 0.58 0.40 0.81 0.46 0.55
Collection_1 AF 0.62 0.54 0.46 0.54 0.43 0.60
Collection_1 CF 0.67 0.59 0.47 0.54 0.43 0.63

Table XI.
Average precision

@ 10, @ 20, average
precision, average

recall, average
F-measure and mean
average precision for

Experiment 2
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outperformed their AF counterparts, especially to recall point 0.6; after 0.7 the cores
performed almost identically, although CF primes retaining tiny advantage.

Experiment 2 showed that:
• in contrast to Experiment 1 in which there was a significant difference between

AF vs CF request handler performances in favor of former, Experiment 2 showed
that the request handlers that used only automatically generated metadata
performed slightly better; therefore, human effort in generating the current scope
of fields is not justified.

Conclusion
Using standard IR methods, we confirmed that the IR component used in the current
publisher’s ILS could be adequately replaced with an open source component. Based on
our research, the publisher could incorporate suggested open source IR components in
practice.

In the research, we described the methods that could be used by libraries for
evaluating the IR effectiveness of their ILSs. We used available open source software
in compliance with licensing for individual software components. Practical
implementation depends on libraries’ current information system setup and to what
extent their information system design incorporates modular paradigm.

In the research, we addressed the technological part of replacing an IR component.
Even though the software components that we used in experiments are free, there are
still costs associated with open source software implementation. Breeding (2008) raised
the question whether the adoption of an open source ILS results in lower or higher cost
to the library. The services performed by the commercial firms in the support of open
source software might include (Breeding, 2008, pp. 11-12):

• data conversion;
• installation;
• software configuration;
• library staff training;
• hosting; and
• custom development.

Wemust also take into consideration the legal aspect, in cases in which there is a possibility
that the library has no right to modify the system in any way, even if the ILS itself is
developed and implemented modularly, and technically suitable for the modification.

Libraries have to focus on their users and “survey, quantify, question and measure
anticipated impacts and results before expending limited resources of time, money and
people on projects that are not wanted, not needed, or not used” (Nesta and Mi, 2011).
In implementation process, libraries should follow the next 12 steps (Dubowski, 2003):
“(1) Assemble the project team. (2) Define the goals. (3) Document the important savings
or revenue and productivity increases. (4) Draft a requirements document that lists the
features needed. (5) Research potential solutions. (6) Submit Requests for Proposal
(RFP) to five or six vendors that summarizes requirements and describes preferred
methods of response. (7) Analyze the proposals. (8) Vendor’s demo. (9) Conduct
reference checks. (10) Gather up the strengths and weaknesses of each proposal and
make the decision. (11) Negotiate the contract. (12) Write an implementation plan.”
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Libraries need to exercise prudence in the process of evaluating resources vs needs
(Yang et al., 2009) and depending upon libraries’ needs choose appropriate technology
(Randhawa, 2013). Open source ILSs are not universal answer to every problem,
they are viable solution for some libraries, but not for all (Kinner and Rigda, 2009;
Rapp, 2011).
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