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Abstract
Purpose – The purpose of this paper is to advocate for and provide guidance for the development of a
code of ethical conduct surrounding online privacy policies, including those concerning data mining.
The hope is that this research generates thoughtful discussion on the issue of how to make data mining
more effective for the business stakeholder while at the same time making it a process done in an
ethical way that remains effective for the consumer. The recognition of the privacy rights of data
mining subjects is paramount within this discussion.
Design/methodology/approach – The authors derive foundational principles for ethical data
mining. First, philosophical literature on moral principles is used as the theoretical foundation.
Then, using existing frameworks, including legislation and regulations from a range of jurisdictions, a
compilation of foundational principles was derived. This compilation was then evaluated and honed
through the integration of stakeholder perspective and the assimilation of moral and philosophical
precepts. Evaluating a sample of privacy policies hints that current practice does not meet the
proposed principles, indicating a need for changes in the way data mining is performed.
Findings – A comprehensive framework for the development a contemporary code of conduct and
proposed ethical practices for online data mining was constructed.
Research limitations/implications – This paper provides a configuration upon which a code of
ethical conduct for performing data mining, tailored to meet the particular needs of any organization,
can be designed.
Practical implications –The implications of data mining, and a code of ethical conduct regulating it,
are far-reaching. Implementation of such principles serve to improve consumer and stakeholder
confidence, ensure the enduring compliance of data providers and the integrity of its collectors, and
foster confidence in the security of data mining.
Originality/value – Existing legal mandates alone are insufficient to properly regulate data mining,
therefore supplemental reference to ethical considerations and stakeholder interest is required.
The adoption of a functional code of general application is essential to address the increasing
proliferation of apprehension regarding online privacy.
Keywords Data mining, Ethics, Data subjects, Online privacy
Paper type Conceptual paper

Introduction: motivation and research question
With the proliferation of online services comes the explosion of data that is generated
by consumers and collected by the businesses that offer these services. Subsequently,
many of these businesses are using analytics, such as data mining, to help them
understand their customers better. This understanding, in turn, can benefit the
consumer if the provider is able to discern and predict patterns in the consumer’s future
use. While many consumers of these online services are aware (at least to some extent)
that the business may be mining their data, what if a consumer does not want his
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private information discovered and/or used by anyone? In circumstances where
confidentiality is desired, the practical, moral, and technical challenges to maintaining
privacy are immense. The practice of data mining presents an abundance of issues, and
a correspondingly wide array of perspectives on its proper handling.

Pearson (2009) reports that there is concern among consumers that companies put
their data to uses of which the consumer is unaware. In addition, there is pervasive
trepidation that commercially sensitive information is not secure. A study performed
by Tsai et al. (2011) revealed that 70 percent of the respondents did not believe that
privacy policies are easily understood. Indeed, often the policies go unread, and the
majority of consumers do not fully comprehend the significance of privacy seals.

Finally, from a very broad perspective, the Big Brother syndrome frightens people
(Cook and Cook, 2003; DeGeorge, 2010). DeGeorge (2010) describes the concept as:

[…] the fear of many people concerning computers and privacy […] Big Brother, the
government or someone else – can at least in theory assemble all the information about us and
use it for a variety of purposes. There may be errors that we do not know about, that we have
no way to correct, and that yet are used to make decisions about us. Some people fear that
their privacy is invaded in the process. The capacity for collecting, storing, and retrieving
information far exceeds anything generations prior to ours had to face (p. 467).

As much as consumers fear the potential loss of privacy and associated difficulties
(i.e. improper reporting of information or sharing, retention of incorrect information,
etc.), they also often want to benefit from the use of data mining (i.e. the better targeting
of marketing, the patterns of information discovered that could benefit us, etc.).

The ultimate aim of this paper is the advocacy of a code of ethical conduct to be used
in the formulation of online privacy policies, as well as to provide a list of proposed
practices businesses could adopt to mitigate consumer concern about online privacy.
The paper sets out to accomplish this by answering three research questions:

RQ1. If there are common principles that may be identified to form the basis of
online privacy policies?

RQ2. If there are well-established ethical frameworks upon which firms could base
their online privacy policies?

RQ3. What are some proposed practices for the development of and adherence to
effective online privacy policies?

To ensure the efficacy of a dialogue about the ethics of online privacy policies, this
paper first sets forth some initial definitions associated with the concepts that form the
foundation of these policies. The next section addresses the benefits and costs
associated with data mining, as well as some of its many uses. Stakeholders’
perspectives are then addressed. A comprehensive code of ethics will require that all
stakeholders’ concerns are noted and managed. Subsequently, we examine the ethics of
data mining through reference to moral precept. We then review a number of globally
existing frameworks found in legislation and regulations. It is from that review that we
derive the principles we want to include in our comprehensive code of ethics for data
mining. Finally this code of ethics is compared against a sample of actual online
privacy policy statements to help determine where gaps exist between our proposed
practices and current practice. It is noteworthy that we do not present this paper as an
empirical one in a traditional sense, incorporating statistical analyses of surveys done.
Rather, this paper is based on the authors’ identification of general codes of conduct for
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online privacy and the in-depth review of those provisions compared against long
established and more broadly known ethical principles. It is in fact this qualitative
analysis that lends originality to this work: ethics can be subjective by its very
nature and our analysis is an attempt to provide some structure to what might be
considered too subjective a field for the provision of morally justifiable decisions
regarding online privacy issues.

Research background
Data mining
Van Wel and Royakkers (2004) define data mining as the “process of extracting
previously unknown information from (usually large quantities) of data, which can, in
the right context, lead to knowledge” (p. 129). They further note that data mining is
really just one step in the knowledge and discovery process. Into the mix, they also add
the idea that web-data mining or web-mining is “the whole of data mining and related
techniques that are used to automatically discover and extract information from web
documents and services” (p. 129). This is by far the broadest definition of the concept,
and the one used in this paper. It is the broadest kind of data mining that needs the
safeguards of an ethical code of conduct to prevent invasion of privacy or other related
harm to society. Data protection is the broadest appellation for what we intend: our
hope is that the guiding principles we develop, along with our proposed practices, will
provide a solid starting point for businesses as they improve their data protection
policies. As will be evidenced in our proposed practices, the protection of data is of
paramount importance.

Privacy and the right to privacy
The International Security, Trust, and Privacy Alliance (ISTPA) (2001) Framework
Project reports that US Supreme Court Justice Louis Brandeis defined privacy as a
negative right – the right to be let alone. Another definition provided by the report
classifies privacy as the right to control information about oneself even after having
communicated it to others. Pearson (2009) describes privacy as a fundamental human
right, “enshrined in the United Nations Universal Declaration of Human Rights and the
European Convention on Human Rights” (p. 1). Fule and Roddick (2004) identify
privacy as an individual’s desire and ability to keep certain information about himself
secret. Jain et al. (2011) suggest that the mere word “mining” in “data mining” comports
with the concept that individuals wish to maintain some level of privacy for some
personal information.

The ISTPA (2001) Framework Project suggests that, consistent with the right to
privacy, individuals have the right to decide how information about them is shared, by
whom and with whom it is shared, and to what extent. In their presentation, the
International Security, Trust, and Privacy Alliance Framework Project also found it
important to define the concepts of security and trust. Security is the creation and
maintenance of protections of personal information. Trust is garnered from consumers
when assurances that personal information will be processed in a sustainably secure
way accompanies the delivery of value. DeGeorge (2010) suggests that no one has the
right to know personal facts and information of another unless necessary to prevent
harm to others. For example, he asserts that surreptitious surveillance or wiretapping
are violations of privacy not merited except in certain limited circumstances. If even the
definitions of the basic concepts associated with privacy are so complicated, clearly the
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achievement of an effective, reasonable online privacy policy is fraught with difficulty.
It is because of this reason that we develop our principles and propose practices that we
believe will aid companies as they develop and grow their online privacy policy.

Benefits, costs, and uses of data mining
The reasons for using datamining are numerous. The variety of benefits gained from data
mining span industries and is now generally understood. Jackson (2002) enumerates many
of these benefits. As Thibodeau (2002) notes, with opt-in systems, “residents may be
excluded from the kind of promotional offers and information that data sharing allows”
(p. 1). Monash (2006) “united” data mining uses in business using the moniker of customer-
offer targeting. He cites national security, antifraud efforts, and crime prevention as
legitimate uses of data mining, along with the tracking of defective products. Finally,
Monash stresses the importance of data mining in the areas of health care and research.
Cook and Cook (2003) base their uses of data mining firmly in the realm of business:
“customers expect business to not only meet their needs but also anticipate them” (p. 395).

In addition to the benefits associated with data mining, there are a variety of costs.
These costs are sufficiently weighty as to cause concern over the practice of data
mining. Fule and Roddick (2004) have suggested that there is increased apprehension
over the abuse of sensitive information. Van Wel and Royakkers (2004) find that loss of
individualism is a prevalent cause of consumer anxiety. The use of pattern detection to
determine consumer trends dulls the sharpness of individual identity, thereby making
“cattle” out of everyone. Interestingly, this unease results from the very purpose for
data mining – to build knowledge of trends to better serve the individual consumer
by tailoring business offerings. Ware (2007) and Cranor (2005) both identify other
problems as being the lack of uniformity with respect to the legal treatment of data
mining in various jurisdictions. By its very nature, the internet is an interstate and
international phenomenon making it difficult and complex to uniformly regulate. Cook
and Cook (2003) provide a comprehensive listing of the benefits and costs of data
mining, and divide the benefits and costs into categories related to business,
individuals, and society and is a good source of information.

Hoffman (2012), Jackson (2002), Monash (2006), and Orentlicher (2010) all identify
industries or organizations that utilize data mining. Hoffman and Monash detail
government uses of data mining, as well as others including, but not limited to, medical
and defect research. Orentlicher presents an interesting picture of the medical field as
populated by pharmaceutical companies which track prescriptions written by doctors,
who are then pressured to prescribe certain drugs. The compulsion to do so emanates
from the pharmaceutical representative who knows the doctor’s prescribing history
and urges more prescriptions of the drug he is selling, whether that is in the patient’s
best interests or not. In a comprehensive study of corporate privacy policies, the
Ponemon Institute (2006) identified nine industries that benefit from data mining:
financial services, consumer products, manufacturing, the pharmaceutical industry,
technology/services, retail, telecommunications, energy, and transportation. Jackson
(2002) also provides a large list of industries that benefit from data mining.

The perspectives: stakeholders and issues
“A stakeholder is any individual, group, organization or institution that can affect, as
well as be affected by, an individual’s, group’s, organization’s or institution’s policy or
policies” (Wood-Harper et al., 1996, p. 71). Stakeholders can be a wide array of people
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or entities. Any person that can be positively or negatively affected by some behavior is a
stakeholder of those engaging in that behavior. In a study reviewing Information
Technology (IT) professionals, Payne and Landry (2005) include both computing
professionals and the end-user of the goods/services as stakeholders. Earp et al. (2002)
also include in their list of stakeholders IT practitioners, policy makers and consumers.
Jackson (2002) lists “actors” in data mining. These stakeholders include project leaders,
data mining clients, data mining analysts, data mining engineers, and IT analysts. She
further identifies servers and proxy-servers. Government agencies that have some
oversight of, and interest in, the collection of personal information include the
Department of Homeland Security, the Federal Trade Commission, the Department of
Defense, and the Transportation Security Administration are also potential stakeholders
(Baumer et al., 2004). Figure 1 is a representation of all stakeholders listed above.

One stakeholder meriting special attention is the IT professional who has been asked
to collect information on data subjects. This individual faces massive pressure from his
employers to find salient information trends, often so that management can increase
sales. He is also subject to two other forms of anxiety. First, his own sense of morality is
involved. Most individuals are unable to ease their ethical concerns by relying on the
“I was told to do something, so I did” approach. Professionals are even less likely to be
satisfied by this rationalization (DeGeorge, 2010). Second, the pressure is mounting to
have more legal and societal constraints placed on data mining. Therefore, not only does
the IT professional have to grapple with his own sense of what is right, but he is also
subject to increasing legal and business regulation. Cook and Cook (2003) note that IT
professionals will face increasing numbers of ethical dilemmas with regard to data
mining and privacy issues. As early as 1965, leaders in the field of computer technology
acknowledged the fact that “[computer professionals] will have thrust upon us much of
the responsibility of preserving this right [to privacy]” (Ware, 2007, p. 1).

Upon review of all the stakeholders and parties involved in data mining, there are a
number of labels that can be used. The suppliers of data can be labeled as consumers,
end-users, or any of the other stakeholders listed here. The IT professional described
above conducting data mining is also a user, so that label is unclear. Additionally, other
businesses could be consumers of data as third party data mining efforts as well as
being the data supplier. To eliminate this confusion, the suppliers of data whether the
consumers are individuals, businesses, or government, will be referred to as data
subjects. The businesses that collect the data as well as the professionals that conduct
data mining will be referred to as data miners.

Now that the stakeholders have been identified, we turn to the larger issues
associated with privacy policies. Perspectives are presented that represent the position

Data
Mining
Entities

Government
Agencies

Management
and

Employees

Competitors
and the
Industry

Society at
Large

Customers
and End

Users

Figure 1.
Stakeholders in
the data mining
privacy debate
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of various groups of people on issues germane to data mining. Payne and Trumbach
(2009), Culnan and Bies (2003), and Earp et al. (2002) all identify different perspectives
from which to view data mining privacy issues. These can be summarized into three
perspectives – those relating to the consumer/society, those relating to the business,
and the legal perspectives. The consumer/social and business perspectives are mirror
images directed at each other. These perspectives recognize that consumers/society
and businesses alike have rights and responsibilities to each other to exercise care,
good faith, and competence in data mining activities. The other perspective is legal in
orientation. Both the letter of the law and the spirit of the law should be recognized and
observed. The perspectives are set out in more detail in Table I, where each perspective
has associated with it our derived principle.

While the discourse about stakeholders and perspectives is vital, another important
element to this discussion is the technological aspect. Gurses et al. (2011) assert that
technology is a source of privacy protection: engineering privacy by design. They
warn, however, that before privacy by design can be feasible, the ethical, legal, and
political elements should be reviewed: a mere “checklist” of the right and wrong
methodologies for data mining is not an appropriate solution to the questions of online
privacy. Indeed, they note that such elements constitute issues beyond the expertise of
engineering: while technical solutions should be part of the solution, it cannot be the
whole solution, begging the question of how to organize the ethical, legal, and political
elements of the problem. Our solution is the proposal of a set of guidelines of ethical
behavior based on the practical and moral frameworks provided here.

The moral issue
To examine the ethics of data mining, cultural and moral norms must first be
examined. These norms form the determinants of what society believes is right or
wrong, ethical or unethical. There are many definitions of culture, reflecting shades of
similarities and difference. Culture has been defined as the shared implicit beliefs and
tacit values that identify each culture as unique. Alas (2006) describes culture as the
entire set of social norms and responses that condition people’s behavior – they are
acquired and inculcated, not inherited. Culture has also been defined as shared motives,
values, beliefs, identities, and interpretations achieved from the common experience of
the group over generations. It reflects a group’s way of relating to their environment
and to each other (Hofstede, 1980; Schein, 1985; Ma, 2010). Values are derived from
culture and are inherently the basis of a possible code of ethics for data mining.
Velasquez (1999) and Joyner et al. (2002) suggest that what society values are that
which society deems as socially or personally desirable.

Fule and Roddick (2004) define ethics as a “set of moral principles or a system of
values which guide the behavior of individuals and organizations. It is the correct way of
doing things which as judged by society and often enforced through law. To act ethically
involves acting for the benefit of the community. It is entirely possible to act unethically
yet legally” (p. 1). Ethics spring from the values groups and individual members of a
culture hold. Ethics has also been defined as the comprehension of right and wrong
(Carroll, 1979; Freeman and Gilbert, 1988). Velasquez (1999) suggests that the study of
ethics also involves one’s ability to choose between right and wrong, good or bad. In the
development of any code of ethics, it is noteworthy that a case of determination of right
and wrong is rare. Most situations with ethical overtones are not black and white, but
gray, thereby making some determinations very difficult, regardless of governmental or
ethically mandated provisions (Stevens et al., 2005; Watson, 2006) (Figure 2).
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Moral codes of conduct
Codes of ethics should be established for sound business reasons, not simply because
of external pressure or because “everyone is doing it.” Codes of ethics should be
established at the highest moral level, thus providing the firm or person making reference
to the code the standards of conduct for which to strive (Raiborn and Payne, 1990).

Payne and Trumbach (2009)
Culnan and Bies
(2003) Earp et al. (2002) Principle derived

Legal perspective
The letter of the law, of which there
are many, would be followed in the
collection and usage policies of
data collectors

Activist perspective
If left unchecked, the
pursuit and use of
personal
information will
result in violations
of privacy, to the
detriment of society
as a whole: the spirit
of the law is at least
equally important to
the letter of the law

Legal perspective
There are legal
standards to be used
in the collection and
use of personal
information,
including the use of
binding, contractual
agreements between
the consumer and
the firm

Legal perspective
Both the letter of the
law and the spirit of
the law must be
observed

Consumer perspective
Consumers are required to be
assured of anonymity of their
information
There should be clear disclosure of
privacy policies
Voluntary participation in data
collection is necessary
Reasonable time constraints on the
use and sharing of personal
information is mandated
Trust should be fostered among
stakeholders in personal
information exchange

Centrist perspective
Recognition that
business has a need
to information to aid
consumers in
consumer
transactions to the
benefit of both
groups, while
consumers whose
personal
information is
sought have a solid
right to privacy

Consumer/social
perspective
The relationship
between the
consumer and the
organization is
critically important
to the profitable,
social conduct of
business

Consumer/social
perspective
Consumers and
business alike have
rights and
responsibilities with
regard to each other
to exercise care,
good faith and
competence

Business perspective
Respect for communication to
stakeholders of values to which the
firm is committed regarding
privacy policies is mandated
The integration of these values into
strategic decision-making
processes is required
Supports to reinforce privacy
policy principles should be
developed

Corporate
perspective
That business is the
primary engine that
creates and
perpetuates
economic growth for
society and its
inhabitants must be
acknowledged
This perspective
espouses the pursuit
and use of personal
information as an
efficacious tool to
insure economic and
personal prosperity
for the firm, society,
and individuals

Business perspective
That firms have
goals and practices
to achieve the goals
that are constrained
by the legal and
technical
perspectives must
be recognized. The
technology that is
used in the collection
and use of the
information is a
useful tool

Business perspective
Consumers and
business alike have
rights and
responsibilities with
regard to each other
to exercise care,
good faith and
competence

Table I.
Three perspectives
on the issue of online
privacy policies
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There are five underlying rationales for business to develop a code of ethics. First, it
can have a positive impact on the firm’s relationship with its external stakeholders
(in this case, data subjects who may be wary of sharing personal information). Second,
such a code can positively impact the organizational members themselves. A good
moral culture is more likely to produce satisfied internal constituents leading to better
productivity. Codes can also be developed to assuage public concern about the
legitimacy and ethical nature of management decisions – i.e., is the firm careful with
personal information, does the firm exercise regard for the security of such
information? Further, codes can be used to set the legal minimum behavior, the level
below which the firm, its employees or others with whom the firm shares personal
information, should not go. Finally, codes of conduct are developed to promote a higher
moral standard to which all should aspire.

Next, we turn our attention to reviewing the ethical foundations of a possible code of
ethics for data miners. Two deontological frameworks provide a sound basis for the
conclusions that such codes are not only possible, but also desirable as statements of
policy and of good faith on the part of the data miner. The Kantian (Kant, 1964)
analysis and a study of Aristotelian virtues are particularly suitable as providing the
basic moral precept to online privacy policies. These deontological analyses require
recognition that there is a duty to act or not act aside from the consequences of the
proposed action or inaction (the teleological approach to making moral decisions).
Kant’s categorical imperative provides the “first order moral principles,” which, when
used by persons in a rational frame of mind, provide guidance in the formation of
“second order moral principles.” Those second order moral principles dictate the
appropriate policies for data mining and use. Not only does the decision maker have to
be rational to utilize this approach, but there is a duty to act (or not) only if all the first
order moral principles are satisfied.

There are three first order moral principles – the requirement that the actor treat all
acted upon equally and in like manner to action he would accept, the requirement that
the person acted upon is regarded as inherently valuable and not just viewed as a tool
to attain the actor’s own ends, and the requirement that freedom of the person acted
upon is respected. The first requirement could be phrased as a question by the data
miner – how would I want my personal information collected, stored online, and/or
shared with others? For satisfaction of the second requirement, the question for the

Degree of
moral

ambiguity:
what

information
can we use
and in what

way can it be
used

Spectrum of moral dilemmas: the
information and the uses of

information

Black Grey White

Clearly Wrong Area of Uncertainty Clearly Right Figure 2.
Proportionate

depiction of areas
of moral ambiguity
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data miner might be whether the collection or use of the data could somehow benefit
the data subject, rather than merely using him to satisfy some purpose only helpful
to the data miner. Finally, the third requirement commands the data miner to
acknowledge and respect autonomy of all rational beings. Specifically, the data miner
should recognize the consumer’s right to make a choices about the provision of data, as
well as its use, storage, security, and the possibility of sharing with other data mining
entities. The Kantian analysis has long been distilled to the Golden Rule – one should
do unto others as he would have others do unto him.

The Aristotelian virtues (Aristotle, 1984; Bragues, 2006) also provide guidance in the
building of the proposed ethics code. Six Aristotelian virtues are of merit for online
privacy policies: courage, self-control, generosity, magnificence, sociability, and justice.
Courage is the ability to regulate fear. It encompasses the ability to overcome
apprehension and proceed with a business strategy in the face of risk, tempered
primarily by the unwillingness to engage in illegal activities. It is within this framework
that a data miner must evaluate the danger of consumer alienation or disfavor and the
potential benefits of increased sales potential – mindful, however, of any legal
limitations on such data collection and the ethics of sharing personal information
without the data subject’s knowledge or consent.

Self-control reflects data miners’ attitudes toward pleasure and self-gratification.
In a consumption-oriented society, both data miners and data subjects might succumb
to excess. In the pursuit of the gratification associated with the disclosure, the data
miner might inappropriately attempt to sell personal information about the
data subject without first following proper protocol and conforming to required
standards. In addition, data miners may demonstrate a lack of self-control by “entic
[ing] others to vice” (Bragues, 2006, p. 347) – i.e., encouraging data subjects to reveal
personal information by making it a requisite to completion of the transaction.
Self-control of data subjects is implicated when, even knowing that too much personal
information is being shared, a subject proceeds with disclosure in order to obtain the
benefit of the deal.

Closely linked to self-control, the virtue of generosity is associated with the
attainment and disposition of wealth. Failure to respect this virtue, and thereby
succumbing to avarice, has negative implications for both the data miner and data
subject, as the data miner might chose to take advantage of other data subject’s
vulnerabilities, i.e., the data subject’s need and want to engage in online transactions.
In so doing, the data miner may sacrifice his reputation for meager returns (Bragues,
2006). The data subject, on the other hand, can fail to meet the ideal of generosity by
sharing too much information in an uninformed or careless way (Bragues, 2006).
In either instance, there should be a median path that will suit the needs of each party.

Magnificence is closely related to the concept of generosity and implies the
expenditure of large sums in the right way for a good reason. It is not defined or
marked by displays of opulence, but rather the utilization of wealth in manner that
benefits spender and community. Data miners could use the concept of magnificence to
defend the amount of information sought or sold to a third party as being “reasonable,”
and beneficial to the facilitation of ease and convenience of the consumer experience.

Sociability is the idea that one should act pleasantly and professionally with others.
Essential to maintaining a productive and satisfactory internal work environment, as
well as sustainable customer relations, this attribute should permeate business in
dealings regardless of the nature of those dealings. This virtue is especially important in
the online services context. Data miners should provide an environment for data subjects

490

JEIM
29,4

D
ow

nl
oa

de
d 

by
 T

A
SH

K
E

N
T

 U
N

IV
E

R
SI

T
Y

 O
F 

IN
FO

R
M

A
T

IO
N

 T
E

C
H

N
O

L
O

G
IE

S 
A

t 2
0:

50
 1

0 
N

ov
em

be
r 

20
16

 (
PT

)



wherein the data subject has a well-founded feeling that disclosure of personal
information is less risky, safe, and reasonable in scope. Likewise, the data subject should
be professional, yet reasonably amenable, when assessing the need to share personal
information, as well as the extent to which that information can be comfortably shared.

Finally, although there are many levels to Aristotle’s discussion of justice, in its most
simplistic form, justice reflects the idea of proper allocations of goods. Aristotle
believed that people should recognize the true value of exchanged items and that
cultivation of such information is part of the process of developing and adhering to a
code of ethics (Bragues, 2006). Underlying this belief is the notion that “a just person is
thought to be someone inclined to obey the law and treat others fairly […]” (Bragues,
2006, p. 349). Undeserved or unearned benefits should not be attained at the expense of
others – each party to a transaction should get out the reasonable equivalent of what
they put in. In the realm of data mining, justice can be applied through the proper
allocation of benefits to the disclosing subject, taking into account the privacy level and
volume of personal information provided, roughly equivalent to those derived by the
mining company. Table II is a synthesis of philosophical attributes derived from the
Kantian and Aristotelian perspectives aligned with their consequent guiding principles.

Methodology
The methodology that we used to craft foundational ethical principles for data mining
and our proposed practices for online privacy policies for use in business followed
several steps. After identifying the research questions, stakeholders were identified
from various literature searches. As discussed earlier, identifying stakeholders is an
important step to gain understanding of the effects of data mining; this analysis
provides a very basic foundation, in a purely qualitative way, for an assessment of the
benefits and costs of data mining. Payne and Landry (2005), Earp et al. (2002), Jackson
(2002), and Baumer et al. (2004) all contributed stakeholders to the list developed and
used in this analysis. Further, the authors used a survey of existing frameworks
found in legislation and regulatory instruments to identify critically important
elements of online privacy policies. These frameworks include the Malaysian Personal
Data Protection Act, the United Kingdom Data Protection Act, EU Directives,
Safe Harbor Principles, the Organization for Economic Co-Operation and Development

Philosophical rule Guiding principle

Universally consistent
actions

Sensitive information must be kept securely via technical and
managerial means

Respect individuals as
inherently valuable

Access should be granted to the data subject to check for/correct
mistakes, incompleteness, timeliness of data

Respect autonomy of all
rational beings

Consumers have a choice to provide or not to provide information and
must consent to the sharing or use of the information

Courage Information should be accurate, relevant, complete and
time-appropriate

Self-control Data miners should be legally, socially accountable for failures
Generosity Only data subject-approved sharing of data should be allowed
Magnificence Information should only be utilized for the purposes for which it was

requested and/or approved
Sociability Notice and awareness that information is being collected and used
Justice All of the above speak to the virtue of justice

Table II.
Philosophical and
principle synthesis
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(OECD) Fair Information Practice (FIP) Principles, and the US’s Code of FIPs. In the
development of the list of stakeholders and the derivation of the foundational principles
of online privacy policies and proposed practices, keywords were identified as being
relevant. For example, as can be seen in Table III (which follows the analysis of the
frameworks), words such as fair, legal, integrity, and right were qualitatively chosen
for their meanings and then identified in the various documents as being integral to the
policy. Those words, taken in context, were fitted into our derived foundational
principles and proposed practices for online privacy.

More issues: a comprehensive study on data mining policies
The Ponemon Institute (2006) compiled information in nine substantive areas by
examining European and US corporate privacy practices. The first area relates to the
existence of privacy policies, their content, and their uses. Communication and training
questions concerning the ease of understanding of the policy, the process for
communicating the policy to those affected, and the identification of appropriate
training techniques for the firm’s data handlers. Another area of review relates to
privacy management. The questions here relate to management’s role in establishing
and implementing privacy policies. Data security methods, including the technologies
used to secure data, privacy platforms and cookie use were surveyed. The sixth and
seventh issues are privacy compliance and choice and consent.

The institute reviewed cross-national standard examination among businesses to
see if the international element of data mining was important to the firms surveyed.
The consumer’s ability to redress problems encountered with privacy policies is
addressed. Finally, the study looks at more procedural issues, including corporate
budgeting to establish, implement, and control for privacy policy and issues, as well as
the maturity of privacy policy efforts (i.e. has the firm just begun to examine data
mining as a privacy issue for themselves and their consumers or have they been
managing a privacy policy that addresses data mining for some time). The elements
studied provide insight as to the concerns felt by business, consumers, and society.
Drawing on all these perspectives, the authors of that study develop a “laundry list” of
good questions any business, consumer or regulatory body could use to ascertain a
firm’s commitment to preserving data privacy.

Elements of a good privacy policy
Numerous authors adhere to the idea that the law and ethics are not necessarily the
same thing. Many laws come from what society believes is ethical; for instance, our
morality has dictated that there be a law preventing murder. However, not everything
that is unethical is illegal. Cook and Cook (2003), Payne and Landry (2005), and vanWel
and Royakkers (2004) all agree that legality does not necessarily translate into moral
acceptability. Thus, while there are laws that regulate online privacy behaviors, it is
imperative to go further – not only to protect individuals from an invasion of privacy,
but also to allow businesses to continue to responsibly use data mining techniques to
better serve the consuming public. The development, then, of a uniform code of online
privacy ethics is, although grand in scale, merited:

There is a manifest need for the negotiation of an international, technology-neutral, certifiable,
management standard for the implementation of the information privacy principles that
may be implemented by any public or private organization that collects, uses, processes
or discloses personal information via the Internet, or through any other public or private
network (Bennett, 2000).
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In the realm specifically of web policies, the US government has offered suggestions as
to some effective elements of a code, including the concept that disclosure should be
clear and conspicuous and posted in a prominent location. Additionally, it should
be readily accessible from the website’s homepage or the page containing consumer
information. To actually be of use to the consumer in making choices about sharing
information, the US government further recommends that the notice be unavoidable to
the consumer and easy to comprehend (Federal Trade Commission (FTC), 2012).
Privacy principles have also been identified as being important internationally in the
ISO/IEC 29100 standards. Language in this set of principles includes language and
topics similar to other guidelines, including language related to consent and choice for
the data subject, the purpose and legitimacy of the data collection and information on
limitations of data collection practices. Further principles address issues related to
the use, retention and disclosure of information, the accuracy and quality
of the information collected and retained, individuals’ participation in the data
mining exercise and their access, as well as the accountability of those involved in
data mining (International Standards Organization, 2011).

Jensen and Potts (2003, 2004) state that, if a business uses a privacy seal indicating
that certain standards of privacy are adhered to, then the business should indeed
adhere to those standards. The FTC (2012), in its Code of FIP, suggests a number of
mechanisms for self-regulation and accountability in enforcing online privacy
policies. For example, making it a condition of membership into a trade
organization, utilizing external audits to verify compliance with the firm’s own code,
and certification programs that ensure that a firm is following best practices with
regard to their data mining activities. In a sweeping review of many more legal
frameworks than we have presented here, Greenleaf (2007) emphatically states that
information privacy policies must be legally enforced, under the supervision of an
independent body.

We reviewed a number of existing legal and regulatory frameworks to provide a
baseline of what must be included in any effective practices related to online privacy.
We used two primary criteria to determine which frameworks to examine in more
detail. First, we wanted to ensure that the framework was both easily accessible and
referenced in the extant literature. Second, we wanted the frameworks to span different
countries, allowing a more broad-based look at the problem. Among those existing
frameworks are both legal codes and voluntary, private-sector efforts to secure privacy
for online consumers. These frameworks provide the basic elements of the
comprehensive code of ethics for data mining privacy and integrity. Additionally,
the basic elements identified have been utilized to develop a more detail-oriented set of
proposed practices for businesses concerned with online privacy issues.

Framework 1: the Malaysian Personal Data Protection Act. Azmi’s (2011) research
centered on the Malaysian Personal Data Protection Act 2010. This law contains seven
principles that can aid in the creation of a single code of ethics for business’ online
privacy policies. First, personal data are not to be processed without certain conditions
being met. The collection and use of the data must have a lawful purpose directly
related to the data subject’s activities, must be necessary for, or directly related to, that
purpose, and it must be adequate but not excessive relative to that purpose. Second,
ensuring that a data subject’s has effective notice that his information is being
collected, and ascertaining whether it is his choice to accept such collection, are
critically important elements to good process. Such notice and acceptance should be
obtained in writing. The third principle relates to disclosure. It is the data subject’s
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right that his information not be shared with other data miners or used for purposes
other than that for which the information was originally collected, except in certain
circumstances known to the data subject. Further, the data miner must take practical
steps to assure protection of the data from loss, misuse, modification, unauthorized or
accidental use, or disclosure, alteration or destruction. Fifth is the retention principle
which dictates that personal data should only be kept for a reasonable time, until the
completion of the purpose for which it was collected; thereafter, it should be destroyed.
Data integrity is the basis of the sixth principle. This mandates that the data miner
reasonably ensure that the personal data are accurate, complete, timely, and not
misleading. Finally, the access principle requires the data subject to be given
appropriate access to his information in order to make any corrections or additions
needed to make the information accurate and timely.

Framework 2: the United Kingdom Data Protection Act. The UK has passed the
United Kingdom Data Protection Act of 1998 (1998), citing eight principles relating to
privacy and confidentiality. First, personal data should be processed fairly and
lawfully. Second, it should be collected only for a specified legal purpose and should
not be used for other purposes. Third, the personal data collected should be adequate,
relevant, and reasonable in amount for the intended purposes for which it will be
used. Accuracy and timeliness are also principles, along with is the idea that data
should be kept only for a reasonable time to fulfill the purposes for which the
information was collected. The sixth principle specifies that personal data should
only be processed in accordance with the rights of the data subject. The law also
mandates that appropriate measures be taken against the unauthorized or unlawful
processing of the information, and/or accidental loss, destruction of, or damage to, the
information. Finally, the law prohibits transfer of the personal data outside the
European Economic Area, unless that country of destination has adequate
protections in place to protect the data.

Framework 3: EU Directives. The EU mandates individual EU state behaviors
through the issuance of directives. Directives regarding data mining have been
developed. Central to these is the illegality of saving data without the data miner or
storage agency first obtaining the data subject’s consent (Carusi and Jirotka, 2009).
Carusi and Jirotka extracted three principles from the EU Directives. First, the
requirement that informed consent options be available. Second, that information
collected should be “sanitized” to the greatest extent possible. And third, rules
should be developed for accessing, tagging, or copying collected data. These are
mandates that should be included in any and all online privacy policies. Other pertinent
directives include the collection limitation principle, the openness principle and the
individual participation principle (European Parliament, Council of the European
Union, 1995).

The first principle, collection limitation, requires the fair collection of information,
without resort to any kind of fraud, duress, or manipulation. The openness principle
requires that the data subject be aware of the data collection and freely give consent.
Additionally, this principle grants the data subject the right to know the details of the
personal information collected and what, if any, of that information will be kept by
the data miner. The remaining principle, the individual participation principle, allows
the data subject to object to the use of his information. The targeting of suspect
classification information, such as race or national origin, may not be collected unless
this information is required for proper use of the data. Not surprisingly, security and
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confidentiality of personal information are also mandated, as is the notification of
appropriate authorities as to the occurrence of data mining and its proposed use.

Framework 4: Safe Harbor Principles. Regan (2003) cites the seven principles of the
“Draft International Safe Harbor Principles,” noting that the issue of online privacy is,
in fact, very much an international concern, not merely a domestic one. A “clear and
conspicuous” notice on websites regarding the collection and use of personal
information should be present. Individuals should be able to opt-out of specific uses of
the information, and disclosures of the information to third parties should be optional.
Subjects should also have the ability to access their own information to assure
themselves that their personal information is accurate, relevant, and complete.
The onward transfer principle mandates that organizations ensure that third parties to
whom data access is given provide as much privacy as the original data miner.
In addition, the guarantee of security, data integrity, and mechanisms for the
enforcement of all of the provisions of the Safe Harbor Principles should be required.

Framework 5: OECD FIP principles. The Organization for Economic Co-Operation
and Development (2011) developed a set of guidelines for data mining in 1980 and
revisited them in 2011. The Organization recommends principles that are similar to the
other provisions offered here. The collection limitation principle regulates the
methodology with which data are collected – the data subject’s knowledge and consent
to have his information collected must be obtained. The data quality principle requires
that personal data should be relevant, accurate, complete, and timely to the research
purpose. The purpose specification principle requires that the data subject be informed,
at the time the data are gathered, of the purpose of current and subsequent research for
which it will be used. The use limitation principle prohibits the disclosure or use of
personal information for purposes other than that for which it was originally collected.
The security safeguards principle requires that collected data be protected against loss,
destruction, and unauthorized access through the implementation of reasonable
measures. The openness principle mandates that the data subject be clearly informed
and freely accept the data miner’s practices and policies in dealing with data. The
individual participation principle allows individuals, at a reasonable cost and within a
reasonable time, to know if someone has data about him and what that data are.
Further, if the data subject’s rights under this principle are denied, he has the right to
challenge that denial. The accountability principle holds data miners accountable
failure to comply with the principles of the OECD policy.

Framework 6: the code of FIPs. The US government has also addressed the issues
surrounding data mining in the passage of the Code of FIPs (FTC, 2012; Electronic
Privacy Information Center, 2012). This code, which is again similar to regulations in
many jurisdictions, enumerates five principles. First, personal data record-keeping
systems should not be kept secret. Notice that information is being collected must be
made, including communication as to what is being collected, by whom, and for what
purpose. Mechanisms must be in place to ascertain who may have access to the
information. Finally under the first principle, the information must be given freely; if
there are consequences for a subject failing to provide information, he must be alerted
as to those possible consequences. Second, the data subject must be able to determine
what of his information has been collected, stored, and used. There must be choice and
consent on the part of the data subject. The data subject must also have access to the
personal information held by others and the ability to correct inaccurate or incomplete
holdings, in a timely, easy, and inexpensive manner.
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Integrity and security of the data is the subject of the fourth principle. It dictates that
data should be accurate and securely stored. The data miner is responsible for this, as
well as for making sure that the data collected is correct and sufficient to be “good”
information. The provisions of this principle envision technical and managerial efforts
to assure compliance and to prevent loss, destruction, or unauthorized viewing of the
data, as well as ensuring only prescribed uses. The final mandate of the federal
provisions requires enforcement, including the right of the data subject to proper
redress of grievances. Eight common concepts are presented in Table III as a summary
of all the frameworks discussed, as well as a unification of the principles.

If we then examine the common concepts outlined in Table III and the legal,
consumer/social, and business perceives described earlier, a comparison can be created
that links these concepts as shown in Table IV. It is these unified principles that will
form the basis of a uniform code for ethical data mining which should then drive the
specific implementation of a privacy policy for a firm.

Through integration of the philosophical attributes set forth in Table IV and the
policies set forth by Payne and Raiborn (2013), a set of proposed practices for online
privacy policies has been developed as shown in Table V. These proposed practices take
into account the legal, consumer and social, and business perspectives and is not solely
focussed on one area. This is an important consideration in developing a policy that is not
myopic and considers all aspects of data protection that are required by a variety of
stakeholders. By categorizing each proposed practice by the overarching philosophical
rule, they can then be utilized by practitioners in developing sound online privacy policies.

Discussion and implications
Comparing proposed practices to reality
In developing Table V, a question that arises is, does what is used in industry (practice)
match the proposed best practices outlined in this paper? In reviewing a pseudo-random

Perspectives principle derived
Common concepts for an effective online privacy
policy

Legal perspective
Both the letter of the law and the spirit
of the law must be observed

Sensitive information must be kept securely via
technical and managerial means
Only data subject-approved sharing of data
should be allowed

Consumer/social perspective
Consumers have rights and responsibilities
with regard to the exercise of care, good
faith, and competence in sharing personal
information

Consumers have a choice to provide or not to provide
information and must consent to the sharing or use of
the information
Information should be accurate, relevant, complete
and time-appropriate
Information should only be utilized for the purposes for
which it was requested and/or approved
Access should be granted to the data subject to check
for/correct mistakes, incompleteness, timeliness of data

Business perspective
Business have rights and responsibilities
with regard to the exercise of care, good
faith, and competence in the solicitation
and uses of personal information

Notice and awareness that information is being
collected and used
Data miners should be legally, socially accountable
for failures

Table IV.
Comparison of
perspectives

principles and
common concepts

for an effective
online privacy
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sample of different online privacy statements posted on the internet, it is very clear that
some organizations do a better job than others. This review was performed by employing
a Google search on the terms “Privacy Statements” or “Privacy Policies” and selecting
different organizations. The organizations reviewed included telecommunication firms,

Philosophical
rule Proposed practices for online privacy policies

Universally
consistent
actions

Comply with the letter of all applicable law, including providing notice, security,
and data integrity, particularly with sensitive information
Support legislation that allows for a reasonable system of information collection
and sharing
Support industry efforts to self-police, using the spirit of the law

Respect
individuals
as inherently
valuable

Encourage data subjects to access their personal information to check for accuracy,
relevance, comprehensiveness, and timeliness
Support industry efforts to self-police, using the spirit of the law
Encourage and engage in discussions about why people share personal information,
what constitutes personal information
Encourage firm and employee pride in self and community through clearly alerting
data collectors and users as to their policies and adherence to same

Respect
autonomy of
all rational
beings

Allow consumers to have a choice to provide or withhold information
Use only truthful, candid privacy policies and notices regarding collection, storage,
security and sharing of personal information

Courage Encourage data collectors to pursue accuracy, relevancy, comprehensiveness, and
time-sensitivity checks on all data collected
Disclose all data collection practices
Disclose state or country of domicile to all data subjects
Encourage higher standards of ethics for all relevant trade associations
Disclose financial relationships with those with whom data are shared

Self-control Data miners should be legally and socially help accountable for failures regarding
data privacy
Encourage consumer responsibility about personal information provision
Limit the data collection to that which is reasonable given the purposes for which
the data are collected and that the data subject is aware
Corporate culture of accountability of all stakeholders encourages accountability
among employees/management

Generosity Only share data with others whom the data subject has approved
Craft alternative mechanisms by which those who do not want to share personal
information can still do business online
Support legislation that allows for a “reasonable” data collection and sharing

Magnificence Only use data collected in the manner and with those allowed by the data subject
Adjust security levels reflective of the sensitivity of the personal information provided
Use appropriate and responsible data collection and sharing practices

Sociability Provide notice of data collection/sharing
Train employees to recognize and discourage provision of unnecessary or
unnecessarily private personal information
Provide a means by which customers can express negative experiences and make
organizational recommendations on how to correct problems

Justice Engage in consumer education about data mining, its purposes, consumer rights, etc.
Limit the use of mechanisms that unfairly collect, store, manipulate, or share personal
information

Source: Adapted from Payne and Raiborn (2013)

Table V.
Proposed practices
for online
privacy policies

498

JEIM
29,4

D
ow

nl
oa

de
d 

by
 T

A
SH

K
E

N
T

 U
N

IV
E

R
SI

T
Y

 O
F 

IN
FO

R
M

A
T

IO
N

 T
E

C
H

N
O

L
O

G
IE

S 
A

t 2
0:

50
 1

0 
N

ov
em

be
r 

20
16

 (
PT

)



technology companies, a US denominational church website, insurance companies,
a school of business, financial companies, retailers, a spa, a hospital, and an airline.
These organizations were selected in an attempt to provide a breadth of industries to
investigate. The complete list of organizations can be found in Table VI.

In order to determine how well the privacy policies of these organizations align with
our proposed practices, we employed the following analysis technique. Each privacy
statement was reviewed used using the proposed practices concepts outlined in Table V
as a rubric. For example, if a statement matched all three concepts under universally
consistent actions then it received a fully meets, if it met some, then partially meets, and
does not meet if none of the concepts were found. If there was uncertainty or the concept
had to be inferred from the policy, then the firm’s policy received the lower rating.

It is interesting to note that after reviewing 18 organization’s online privacy policies
that so many do not meet the proposed practices prescribed in Table V. All policies
were found to be lacking in courage and most were lacking in the majority of the other
categories as shown in Table VII. While the findings from a review of 18 policies is by
no means representative of all online privacy statements, it is enlightening to see the

Company Headquarters Sector

AT&T USA Telecomm
Bemis Manufacturing Company USA Manufacturing
Comcast USA Telecomm
Facebook USA Social media
Fox Media USA News
Ikea Sweden Retail
J.P. Morgan USA Banking
Liberty Mutual Insurance USA Insurance
Morgan Hotel Group USA Hospitality
Pervasive Data Solutions USA Data management
Presbyterian Church USA USA Church
Queensland Government Australia Government
Spirit Airlines USA Travel
St Michael’s Hospital Canada Hospital
The Wharton School, University of Pennsylvania USA Education
Wellchoice Matrimony India Dating/marriage services
Wellcome Trust UK Medical research
Woodhouse Spa USA Health and wellness

Table VI.
Online privacy

statements reviewed

Philosophical rule Fully meets Partially meets Does not meet

Universally consistent actions 18
Respect individuals as inherently valuable 1 1 16
Respect autonomy of all rational beings 3 15
Courage 18
Self-control 3 15
Generosity 2 2 14
Magnificence 2 2 14
Sociability 18
Justice 1 8 9

Table VII.
Summary of online
privacy statements
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various areas that are ripe for enhancement in practice. Table VII provides a glimpse
at the philosophical rules that may be worth advocating more emphasis for as
organizations refine their online privacy policies. These areas may also warrant further
investigation with future empirical research concerning the current practices of
organizations spanning different industries. It was encouraging to find that half of the
policies examined made some attempt at educating the data subject on data mining
purposes and threats ( justice).

An amalgam of both the philosophical (Kant, 1964; Aristotle, 1984; Bragues, 2006)
and the contemporary (i.e. EU Directives and Safe Harbor Principles) provides an
appropriate foundation for the development of a code of ethical conduct for data mining
professionals. Common to both approaches, and integral to balanced and morally
sound practice, are the ideals of security, rational purpose, informed consent, consumer
and collector responsibility, and accountability. Our suggestions support the use of
data mining as the positive tool seemingly envisioned by Van Wel and Royakkers
(2004), Jackson (2002), and Monash (2006). It further supports the notion that privacy is
a negative, fundamental human right not to be interfered with (ISTPA, 2001; Pearson,
2009). The presentation of common concepts for online privacy policies and associated
proposed practices provides a new “take” on existing principles: we have rooted our
suggestions very firmly and clearly in well-respected philosophical thought. Policy
makers mindful of fundamental ethical principles like respect, integrity, self-control,
and justice may be more likely to efficaciously utilize those principles in the
construction of further policies regarding data protection and online privacy.

The implementation and observance of a functional code of conduct for online privacy
requires the full indoctrination of the supporting policies and practices by each and every
stakeholder, data miner, and data subject. Indeed the sheer number and diversity of
stakeholders demands a comprehensive code of ethics for online privacy (as found in, i.e.
Payne and Landry, 2005; Earp et al., 2002; Jackson, 2002). Each stakeholder has his
personal ethics to consider, as well as the more standard edicts of professionalism. Data
subjects are affected by adherence to codes of ethics or a failure of same, as potential
benefit recipients or potential victims. Data miners are the reflected and reflexive
recipient of benefit or harm: they benefit by the value they gain by increased business
garnered as a result of ethical online policies and are harmed when stakeholders lose
trust in their efforts to acknowledge and value ethical online privacy policies.

The development and implementation of a code of conduct as regards online privacy
is also essential to ensure ongoing compliance with any existing local, state, and federal
laws and regulations, as well as adaptation as these rules change and evolve to meet
the growing utilization of the data mining process. Above all, it is imperative that each
participant, whether data subject or data miner, be mindful of the fundamental privacy
rights implicated by data mining. As Cook and Cook (2003) asserted customers expect
businesses to anticipate their demands, as well as to meet their needs: engaging in data
mining in an ethical way, a morally defensible way based on well-respected ethical
principle, will allow business to anticipate and meet consumer demands, while
respecting their right to privacy. This paper set out to answer three research questions
regarding ethical online privacy policies:

RQ1. Are there common principles for online privacy policies and found three
common perspectives emerge: legal, consumer/social, and business?

RQ2. If there are well-established ethical frameworks that firms can base their
policies?
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Key philosophical attributes were derived from the three perspectives and online policy
principles. Lastly:

RQ3. What are some proposed practices for online privacy policies?

These are listed within the nine categories in Table V and can be used as a basis by any
firm in determining their privacy policy.

The implications for business is that privacy concerns about online transactions are
not going away and that there are moral and ethical standards that can be used as part
of the development of online privacy policies. It should be noted that this paper has not
focussed on the technical controls for ensuring confidentiality, availability, and
integrity to protect data at rest, in motion, and in processing. Rather we have focussed
on the ethical frameworks. This is an important distinction as the policy should drive
the technical controls employed and not vice versa. However, this distinction is not
limited to data mining and can be extended to numerous business processes.
Additionally, it is important to consider all stakeholders involved in data collection,
processing, and storage. Our research contributes to the stream of research in this area
by providing a platform for discussion: the privacy codal provisions and the list of
proposed best practices. The debate over privacy rights, particularly with regard to
online transactions, is well-entrenched; to more effectively and efficiently provide online
transactions, to more effectively and efficiently serve consumer and societal needs and to
more effectively and efficiently conduct business, business and society must continue to
define and refine policies dedicated to preserving the rights and abiding by the
responsibilities of all stakeholders. This effort is aimed at aiding in this debate.

Limitations and future research
The limitations of the paper are clear: it is based in theory, rather than on
empirical evidence. However, this is a limitation that gives rise to an opportunity.
An opportunity for future research exists in the notion that our theoretically/qualitatively
derived construct could be tested empirically: we can ask subjects their thoughts on
codes that have been constructed using our proposed best practices as compared and
contrasted with codes which have not. Depending on the results of those findings, we will
have the opportunity to gauge whether our suggestions that codes of ethical conduct
should be based in traditional notions of fair play and substantial justice as reflected from
the Kantian and Aristotelian analyses. Two other avenues for future research include
exploring in depth a particular industry or examining national differences in how
organizations’ current practices involving their online privacy policies align with the
proposed practices presented here. Table VI provides a starting point for these avenues.
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