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Controlling privacy disclosure of
third party applications in online

social networks
Sarath Tomy and Eric Pardede

Department of Computer Science and Information Technology,
La Trobe University, Melbourne, Australia

Abstract
Purpose – The purpose of this paper is to analyse the problem of privacy disclosure of third party
applications in online social networks (OSNs) through Facebook, investigate the limitations in the
existing models to protect users privacy and propose a permission-based access control (PBAC) model,
which gives users complete control over users’ data when accessing third party applications.
Design/methodology/approach – A practical model based on the defined permission policies is
proposed to manage users information accessed by third party applications and improve user
awareness in sharing sensitive information with them. This model is a combination of interfaces and
internal mechanisms which can be adopted by any OSN having similar architecture to Facebook in
managing third party applications, without much structural changes. The model implemented in Web
interface connects with Facebook application programming interface and evaluates its efficacy using
test cases.
Findings – The results show that the PBAC model can facilitate user awareness about privacy risks of
data passed on to third party applications and allow users who are more concerned about their privacy
from releasing such information to those applications.
Research limitations/implications – The study provides further research in protecting users’
privacy in OSNs and thus avoid the risks associated with that, thereby increasing users’ trust in using
OSNs.
Originality/value – The research has proven to be useful in improving user awareness on the risk
associated with sharing private information on OSNs, and the practically implemented PBAC model
guarantees full user privacy from unwanted disclosure of personal information to third party
applications.

Keywords Facebook privacy, Manage third party Facebook applications, Online social networks,
Privacy access control model, Privacy disclosure risks,
Third party applications in online social networks

Paper type Research paper

1. Introduction
Online social networks (OSNs), such as Facebook, Twitter and LinkedIn, have acquired
enormous popularity in recent years (Debatin et al., 2009; Luo et al., 2009) as platforms
enabling people to consolidate former relationships and establish new friend circles (Xu
et al., 2013). OSN user profiles provide rich source of personal information, including
people interests, views, likes and other social relations (Clark and Roberts, 2010).
Furthermore, many companies use these sites to collect background information on
prospective employees and potential target audience for their marketing campaigns
(Chaabane et al., 2014). OSN data also have high commercial value to marketing
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companies, competing networking sites and identity thieves (Hasan, 2013). So while
OSNs provide users a platform to develop an online identity and social relationships,
there can be some grave privacy concerns about user data.

Privacy disclosure problems can arise on OSNs as the user’s identity and data are
closely linked and visible to a large audience (Beye et al., 2012). Different definitions of
privacy and trust exist in this context to help users determine how others access their
personal information. Westin (1967) defines privacy as the claim of individuals, groups
or institutions to determine when, how and to what extent, information about them is
communicated to others.

Basically, OSN privacy is a person’s right to control the usage and distribution of his
personal information (Chen et al., 2009). This means keeping one’s personal information
within its intended scope, and privacy is breached when the information is taken beyond
its scope (Beye et al., 2012; Stutzman et al., 2012). As trust is an important element for the
success of any website, it is necessary to have highly secure and easily manageable
privacy settings in OSNs that can guarantee user privacy.

Facebook is the most widely used OSN in the world with around 1.28 billion monthly
active users as of 31 March 2014 (Facebook, 2014a). Facebook contains a good amount of
quality information including user’s private information relate to one’s personal identity
(Acquisti et al., 2012). A research conducted by Acquisti and Gross (2006) found that 89
per cent of users on Facebook use their real name and information on Facebook.

Privacy disclosure in Facebook can happen in many ways, such as through tags in
photos and posts, sharing content, joining groups, page likes and more. Direct exposures
of personal information through such social activities on OSNs have been widely
publicized and researched. But it is information leakage from indirect access to users’
private data by third party applications that can cause high privacy risk (Cheng et al.,
2013).

Third party applications connected to OSNs such as Facebook extract more data
from a user than any active user in his network. Users are unaware of who controls these
third party applications, have no idea of how and where these data are stored or what
purpose they use their information (Tuunainen et al., 2009). Unauthorized access to
personal data through third party applications can create further privacy risks,
especially if the personal data are processed to reveal other more sensitive information
about the users, such as insurance history, medical records, social security data and tax
information through various data-matching processes. There are various reports about
damaging activities, such as financial fraud, blackmail and terrorism activity, carried
out by unauthorized data-matching activities (Aldhafferi et al., 2013).

In this paper, we first review privacy disclosure and control on OSNs and the data
access behaviour of third party applications on Facebook. Our goal is to protect users’
privacy and prevent privacy disclosure by controlling the access of third party
applications to their data in two ways:

(1) make users aware and alert about the privacy risks that can occur from sharing
sensitive information with third party applications; and

(2) provide an access control privacy model based on permissions without
hindering user freedom to enjoy the benefits provided by third party
applications.
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The rest of the paper is organized as follows. In Section 2, we explain privacy disclosure
problems imposed by third party applications on OSNs. Here, we focus on the risk of
privacy disclosure on Facebook and examine the drawbacks in the current Facebook
architecture through an experimental analysis. In Section 3, we analyse previous studies
to identify the main findings on privacy protection on OSNs. In Section 4, we introduce
a new model called “Permission-Based Access Control” (PBAC) model that notifies user
about the privacy risk of the data being accessed by third party applications and helps
them decide about what information is passed on. We also describe the implementation
of the model into the Facebook architecture and workflow of our model in detail. In
Section 5, we evaluate the implementation of our model through a set of test cases.
Finally, we compare our proposed solution with other existing frameworks in terms of
protection, awareness and complexity. The conclusion of this paper and future work in
this research area are discussed in the last section.

2. Background
While some OSNs allow third party applications to integrate with their platforms via
application programming interfaces (APIs) and acquire permission to access user data,
other OSNs like Facebook adopts a different approach that allows third party
developers to create applications in their own server (Venkatesan et al., 2013). Typically,
most users using these applications assume that their privacy preferences are correctly
enforced (Singh et al., 2009). However, in reality, these applications hosted on external
servers access large amount of profile information, and users have no or minimal control
over their data accessed by these applications (Venkatesan et al., 2013).

2.1 Unauthorized use of data by Facebook applications
Facebook provides third party developers access to the users private data, some of
which is not even accessible by the user’s friends. Unlike regular friend relationships,
the users do not have any idea about the developer of the application, and the
relationship is not transparent. Moreover, when a user installs an application, third
party developers have second degree access to information about his friends and fellow
network members. Most Facebook third party applications further interact with “fourth
party” entities like advertising networks and data brokers to share user information
(Chaabane et al., 2014).

The privacy configuration to control the flow of sensitive information including
friends list is quite complex (Felt and Evans, 2008). Facebook’s privacy policies as well
as its privacy settings in managing applications are changing frequently (Emanuel et al.,
2013). So even if third party sites have to follow terms and conditions in accessing and
using the user information, Facebook has no control over the data accessed by these
applications once it has been released from the database (Cheng et al., 2013).

Felt and Evans (2008) analysed 150 applications in Facebook and found that only 14
applications require the user’s private data. But four of these applications clearly violate
Facebook’s terms of service, as they pull user data into the application profile and make
it visible to other application users.

A Wall Street Journal investigation found that three of the top ten applications,
including Farmville, have been sharing profile information about users and their friends
with other advertising and internet tracking companies (Steel and Fowler, 2010).
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Chaabane et al. (2014) conducted a study on the interaction of third party applications
with external entities by using 997 working applications listed in the Facebook App
Center and found that more than 75 per cent of the tested applications exchange traffic
with a minimum of six different domains, and the interaction of almost 10 per cent of
these applications exceeds 20 unique domains.

Vienna University of Economics created an app with Facebook API to help users
understand the data collection behaviour of Facebook third party applications and
reveal the depth of information that third parties can collect. The app allows users to
compare their data export from Facebook with the Facebook’s original tool and their
API download tool. The result shows that the data collected through the API download
tool disclosed many types of data were not indicated on the Facebook export tool
(Europe versus Facebook, 2015).

Third party developers should follow some guidelines when creating new
applications which respect user privacy (Delgado et al., 2010). Privacy policy should be
enforced by Facebook to protect user privacy instead of relying on these third party
applications to follow their terms of agreement (Felt and Evans, 2008). More rigorous
implementation of privacy norms will improve user confidence in accessing these
applications.

2.2 Privacy risk from Facebook third party applications
Even though third party applications provide added features to serve business and user
interests to Facebook (e.g. games), there are huge privacy risks to user’s personal
information data when they get into the hands of third party developers. Personal data
collected through these applications can be used for data matching to reveal sensitive
information posing serious financial and personal risks (Aldhafferi et al., 2013). Users
accessing these applications may share information with their friends without knowing
that these applications can access this sensitive information (Felt and Evans, 2008).

Consumer Report magazine conducted a survey in the USA in May 2012 with 2,002
online users of which 1,340 were active on Facebook that raised some privacy concerns.
Twenty-eight per cent of users shared almost all their “wall posts” as public as or with
groups wider than their friends, and about 11 per cent revealed that they have problems
in using Facebook, ranging from somebody hacking their profile to harassing or
threatening them (Ghazinour et al., 2013a). Most users are careless with their private
information due to the lack of awareness about the privacy risks which can lead to
serious consequences (Debatin et al., 2009).

Unauthorized data collection by third party applications can occur in the form of
identity disclosure and attribute disclosure. Identity disclosure happens when
adversaries map the user’s collected entities to a specific real world entity to reveal the
identity of the user. On the other hand, attribute disclosure can happen through these
two scenarios. First is the disclosure of the identification of an individual directly from
a unique attribute, such as social security number. Second, the use of quasi-identifying
attributes or combination of attributes to identify sensitive attributes which users want
to keep secret, such as political affiliation or sexual orientation (Zheleva et al., 2012). So
even without direct identifiers like name or phone numbers, an adversary can use
distinctive attributes, such as date of birth and post code, and link them together to get
an electronic image of a person (Sweeney, 2002).
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About 87 per cent of individuals in the US Census from 1990 can be identified by their
gender, date of birth and zip code. A person’s sensitive health information can be
revealed by matching the health insurance records without any identifying information
with the public voter registration records (Sweeney, 2002). So by matching the gender,
date of birth and zip code with the two types of records, Sweeney identified the medical
record of the Governor of Massachusetts.

An experiment conducted at Heinz College & CyLab at Carnegie Mellon University,
using an automatic face recognition system, cross-referenced photos from a famous
dating site in the USA with some Facebook profile photos to identify people (Acquisti
and Gross, 2006). Most e-commerce websites, including banks, ask for security
questions relating to the user’s interests, hobbies, phone numbers or birthdates when
creating account for secured login. Adversaries can take such personal information
given on the OSNs to deconstruct clues for guessing user passwords of bank accounts or
answering security questions (Albesher and Alhussain, 2013).

2.3 An experimental analysis
We conducted an experimental analysis in early 2014 to understand how much user
data, including private information, can be accessed with a third party application and
how the collected data can cause privacy risks. We created an application in Facebook
called “Privacy Check”. Using the “App ID” and “App Secret”, we connect the
application to our program which is hosted in a third party external server. Then, we
access the “Privacy Check” application using an existing Facebook user account which
pops up three authentication dialogue boxes one after the other. The first authentication
dialogue box seeks permission to access public profile and other information including
sensitive private attributes that the user has not shared with others. Similarly, the
second box seeks permission to post on Facebook on behalf of the user, and the third box
seeks permission to manage pages, events and notifications. The three authentication
dialogue boxes do not provide any information on how this information will be used and
whether the operations can create privacy risks.

After being granted access, the collected data are stored in the database by the
application. To understand the depth of information accessed by the application, we
navigate to the user privacy settings and select the “Privacy Check” app added to
the Facebook user profile. There we found that this Facebook application can access
private data that can be sensitive, including inbox messages, posts, events, chats,
friends and even friend requests. The depth of information access made by the
application is quite drastic. A case study on the privacy behaviour of Facebook third
party application is shown in Section 5.

To analyse the risk of privacy disclosure, we conducted a data-matching experiment
using the profile picture URL extracted from the user using our “Privacy Check”
application with Google image search. The result showed quite a startling level of
identity disclosure, as we could access all the sites with similar pictures, including
Google plus and LinkedIn, with the name and other details. This proves that a user can
be easily identified by using a single attribute (profile picture URL) without any other
sensitive information.

Many users are fearful of allowing access to Facebook applications because they do
not know what information is accessed by the applications and how the applications are
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going to use this information (Delgado et al., 2010). We conclude this section with these
following points about protecting user privacy and increasing user trust in OSN:

• Users need to have full control over how they share their profile information with
third party applications and the applications should only be able to access
permitted fields.

• Users need to be more aware about the privacy risks before sharing profile
information with third party applications.

3. Related works
In this section, we will analyse existing works on protecting user privacy in OSNs.
Privacy leakage through third party applications in OSNs cannot be controlled at one
point. However, researchers came up with different models to improve the privacy
settings and thereby protect the user’s sensitive data. We analysed these models and
finally a total of 11 research models which are more focussed on securing user
information by limiting the application access are selected. As the concept of these
models to improve privacy settings is different, we categorize these works into four
categories based on the properties of their functionality and performance, namely,
backend models, interface models, browser extension models and privacy score and
recommendation models.

3.1 Backend models
In this section, we will analyse three different backend models, which involve the
application in functional modules with servers and APIs to protect user privacy.

3.1.1 Component-based architectural model. Cheng et al. (2013) proposed a
framework to protect user privacy where users can leave their private data within the
trusted server, while third party external servers can get access to the user’s public data
with the help of a reference monitor along with a relationship-based policy model for
users to control how the application accesses their information. In this model, the
functional modules of the application can be divided into internal and external
components. Internal components can get essential information only through the OSN
API and are restricted from transmitting any private information to the external third
party application server, while the external module components are run on the external
third party application server. As Facebook continuously adds features and
functionalities, it can be difficult to continuously update the model to categorize and
split attributes into internal and external components. In addition, there are thousands
of applications that are already running on Facebook and accessing user data through
API; thus, it is not practical to adopt this model in this situation.

3.1.2 Differential privacy model. Viswanath et al. (2012) suggested a Facebook
application sandbox model for third party application developers to securely aggregate
user information according to differential privacy properties by adopting “XBook”
model. This model used two sandboxes – user read-only sandbox, which can only read
the information shared from friends, and user read-write sandbox, which can write to
the user database and share with friends. The concept of differential privacy used in this
model measures the information loss that happens when returning a result of a request
over a given data set, and uses the defined privacy budget and injects “noise” in the
answer which acts like a control knob. If noise is high, the loss of information is
negligible and vice versa. However, the sandboxing structure can be complex and
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requires extensive changes in the current architecture. In addition, the noise output
based on information loss will not always be accurate.

3.1.3 Collaborative privacy management interceptor application programming
interface model. Anthonysamy et al. (2012) proposed a collaborative privacy
management (CPM) interceptor for API model consisting of an interceptor mechanism,
which acts as a membrane between the OSN and the third party applications. A user can
restrict permissions on certain information requested by the application or return
dummy data in case of required fields. A user can also change the privacy configuration
and share this new privacy configuration with others in OSN. Alternatively, instead of
manually setting privacy, a user can search for pre-defined configurations shared by
others and load them when installing an application. Also, it allows users to define the
permission settings as to what information can be accessed by a third party application
and can share this permission setting with other users in Facebook. This model is more
secure in comparison to the previous two models, but the permission checking,
transferring and filtering of all data with the access token between two different API’s is
complicated and can affect the performance of the OSN.

3.2 Interface models
In this section, we will analyse different user interface models for setting access
permissions and promoting user awareness of risk in sharing sensitive data with third
party applications.

3.2.1 Granular framework. Besmer et al. (2009) proposed a new access control model
called granular framework to enforce user privacy preferences by introducing a
user-to-application policy specifying access restrictions for applications. The policy
restricts the application from accessing specific information of the user, and the
friendship-based protection restricts the application from accessing his friends on
behalf of the user. The user interface specifying the user-application policy will be
shown to users whenever they install an application or access the application for the first
time. The user’s own information that will be shared and random friends information is
displayed in the user interface. The interface is easy to modify, but the framework itself
is not without flaw. Any user can see his/her friends that are using an application and
their pattern of giving permissions.

3.2.2 Authentication dialogue user interface model. Wang et al. (2011) proposed a new
model that provides better control and notification mechanisms to inform users when
third party applications violate the privacy settings. The model has a modifiable
authentication dialogue box so that users can have a clear understanding what
information they are going to share. The design principles of this model aim to ensure
users understanding on what information an application is accessing and whether they
have an option to manage the entities. However, users have no control over basic
information, including name, profile picture, gender and friend lists. Moreover, the user
can be distracted with a number of checkboxes. The users still need to check and give
permissions whenever they install an application, even if some applications do not
access most information.

3.2.3 Privacy by redesign model. Xu et al. (2012) proposed a model called privacy by
redesign consisting of two authentication dialogue boxes for users to allow or deny third
party application access to their details. This model uses a user-friendly table or grid
format separating the reading and writing access control in two columns where users
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can choose the attributes they are willing to share. Also, the rows are separated with
basic information, email, photos, videos, profile and other information that people have
shared with the user. Tooltip information is shown on moving the mouse over the “i”
mark with blue and red colours depending upon the user’s privacy settings. The
drawback of this model is that users have to select the fields they want to share even if
the application is not requesting these attributes. Furthermore, this model cannot ensure
full privacy because users are unable to access the application without providing their
basic information.

3.2.4 User notification model. According to Hull et al. (2011), information access by
third party applications should be made transparent by a system that can notify users
with warning alerts. In this model, the user should have an option to allow or deny the
access after the notification. The system should also alert the user whenever an
application tries to access any information about the user’s friends. However, except this
notification feature in the user interface, this work does not consider any privacy control
mechanism to protect users’ private data from third party applications.

3.3 Browser extension models
In this section, we will analyse two browser extension models proposed by researchers
to protect user data from third party developers on Facebook.

3.3.1 FBSecure model. Venkatesan et al. (2013) proposed a privacy browser extension
model called FBSecure adding two more modules to the OAuth 2.0 (Open Authorization
Protocol) that helps users to decide whether they should install an application. A
recommendation service returns a set of recommendations for the permissions
requested by the application and a permission guide helps users to understand the
permissions requested. The permission guide extension parses the requested
permission by capturing the scope value from the URI requested and allows users to
select a subset of permission requested. The recommendation service passes a set of
permission to the permission guide and returns a set of permission recommendations
requested by the client. However, this model is more of a recommendation service
mechanism rather than a privacy protection model. It would be really impractical for all
users to install an extension to their browsers just for using Facebook applications.

3.3.2 SudoWeb model. Kontaxis et al. (2011) proposed a framework to maintain two
Facebook sessions with two Facebook accounts to protect users privacy when accessing
third party applications. The model proposed browser extension in Google Chrome
called SudoWeb, which maintains two isolated sessions with the two Facebook profiles:
a primary profile, which contains all the real information, and a disposable profile for
current usage. The identity management function which stands between the loading
page and the browser session storage logically detects the need and supplies the
appropriate session. However, according to Facebook policy, a person can only maintain
one account, and hence this violates Facebook policy. Moreover, most Facebook users
usually do not manage two accounts.

3.4 Privacy score and recommender models
The privacy score calculator and recommendation models aim to promote user
awareness about privacy risks from sharing sensitive data with third party developers.

3.4.1 Privacy score model. Liu and Terzi (2010) proposed a framework to compute a
privacy score by measuring the potential privacy risk of OSN users. The privacy score
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is calculated as a combination of partial privacy scores of each profile attribute in terms
of its sensitivity and visibility.

The model measure privacy score of a user j for a profile item i as PR(i, j):

PR(i, j) � �i � V(i, j) (1)

where �i is the sensitivity of the profile item and V(i, j) is the visibility of profile item i.
So the overall privacy score of a user j is:

PR(j) � �
i�1

n

PR(i, j) � �
i�1

n

�i � V(i, j) (2)

The system implemented here is called the naïve method, which serves as a baseline
methodology in privacy score computing using sensitivity and visibility. Sensitivity of
an item i is computed on basis of the proportion of users that are reluctant to disclose
that particular information, and the visibility computation requires the computation of
probability. While this model is able to quantify the privacy preference of users, it does
not provide any functional control over user data to prevent information access by third
party applications.

3.4.2 Privacy recommender model. Ghazinour et al. (2013b) proposed a privacy
monitor and recommendation system tool that checks users‘ current privacy settings,
detects the privacy risks and displays that risk in the user interface. The recommender
privacy tool shows the important attributes that can cause privacy disclosure and helps
the user to set their privacy settings. They reviewed three key elements of purpose,
visibility and granularity to predict the level of privacy risk involved in sharing
attributes. Purpose defines the intention of the data provider for how their data can be
used after collection. Visibility identifies who can view the provided data. Granularity of
data refers to the accuracy of the information given by the user. This model is neither
specific to application privacy disclosure nor does it provide any functional controls for
limiting third party access. It is more of a general recommender model which helps to
increase user awareness about the nature of information being passed on.

3.5 Summary
Most of the research models mentioned above are effective in protecting the privacy of
user data to some extent. As thousands of third party applications are already running
on Facebook, most of the frameworks are quite difficult to implement without affecting
the existing functionalities. The user interface approach gives the user a clear
understanding of what they are going to share with the third party developer and
enables them to control information leakage. However, the users still have no control
over applications in accessing their public profile information. On the other hand,
browser add-on models can protect user privacy to a high extent, but the practicality of
installing add-ons in browsers is highly questionable. The privacy score calculator and
recommender model are good in terms of user awareness in general, but the existing
models lack functional mechanisms to assure privacy control from third party
applications. In general, we can conclude that the models discussed above do not
provide comprehensive framework for notifying privacy risks and controlling data
access to protecting user data. Some models are not capable of informing the user about
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the privacy risks, while some others are hard to implement without affecting the
existing applications. A comparison of existing research models discussed in this
section is shown in Table VI.

4. Proposed model
To protect users‘ private information, we propose a new model called PBAC which
protects user privacy based on the defined permission policies. This model can be
applied in comformance with the current Facebook privacy policy to control
unnecessary access of user data by third party applications. This model is a
combination of interfaces and internal mechanisms which can be adopted by any OSN
having similar architecture to Facebook in managing third party applications, without
much structural changes.

We concentrate on the following methodologies in our solution:
• practical implementation model based on permissions to manage data access by

third party applications that can improve user trust of applications on OSNs;
• simple user interface in which users can have full control over their information

without affecting the existing settings; and
• improve user awareness on privacy risks by warning mechanisms before sharing

data with third party applications, and alert users through notifications whenever
a leakage of information occurs.

Access to information is controlled in the PBAC model by the Access Control Manager
using a set of permission policies. The model has functional modules in Application
Developer Interface, Facebook Server via API call and Application User Interface. Using
this model, third party applications work according to the defined permission
policy. This model guarantees confidentiality and integrity of user data as users
should be able to have complete control over their data, and no one should be able to
access it unless explicitly authorized by the user. Furthermore, PBAC model
provides improved user awareness by visualization enhancements that emphasize
the level of privacy risk on the authentication dialogue box. The main components
of the model are shown in Figure 1.

4.1 Access control manager
Access Control Manager is at the heart of PBAC model. It controls the application
permissions as well as the user permissions and manages communication between the

Figure 1.
PBAC model
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user and the third party application based on a set of permissions. So basically it stores
both user and app permissions and filter the output according to the permission settings.

When a user tries to install an application, the application sends a request to
Facebook API to give the user access through the Access Control Manager (Figure 2).
The Access Control Manager checks for the saved attribute permissions associated with
that application and shows the attributes with a checkbox requesting the user to allow
access in the authentication dialogue box. The user can select attributes to determine the
type of information that can be shared with the application, and this selective list is
stored as user-permission policy of that individual user for that application.

Once allowed access, the request is handled by the Access Control Manager,
whenever the application accesses the user‘s profile data. It checks the saved
user-permission policy of that user for that application and filters the requested
attributes with the permitted attributes and then passes the request to the Facebook API
to return the result. The Facebook API only returns the results for the permitted
attributes.

Similarly, when an application tries to fetch profile details of a user who is already
connected with the application, the request must pass through the Access Control
Manager. It filters the requested attributes according to the saved user-permission
policy, and thus, it prevents unauthorized access and information loss.

4.2 Privacy risk indicator
Privacy Risk Indicator informs users about the risk in sharing sensitive information with
the third party applications. We adopt the privacy score measurement developed by Liu
and Terzi (2010) and for our privacy risk indicator. Privacy scores are given to each
profile attribute in terms of its sensitivity and visibility. It determines privacy risk based
on the score and displays it as a coloured bar on top of authentication dialogue box. The
higher the sensitivity of information and the wider it spreads, the higher the privacy risk
will be.

The privacy settings of user j for profile attribute i is identified as PR(i, j). The
privacy risk score is calculated using the naïve method of user perception of the
sensitivity and visibility of the attributes which the user is going to reveal. R(ij) � 1
means the user j shared information about the profile attribute i as public, and R(ij) �
0 means that the information about the profile attribute i is made private by the user j.

The overall privacy risk score for user j, PR(j) for all attributes i1 . . in, is calculated as:

PR(j) � � PR(i, j) � � �i � V(i, j), (3)

where �i is the sensitivity and V(i, j) is the visibility of attribute i and the range of i varies
from 1 � i � n.

Figure 2.
Access control

manager operation
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The sensitivity �i is calculated as:

�i �
N � �Ri�

N
(4)

where �Ri� � j R(ij).
The visibility V(i, j) is calculated as:

V(i, j) � Pij � Prob �R(i, j) � 1�. (5)

where Prob�R(i, j) � 1� is the probability that the value of R(i, j) � 1 and Prob�R(i, j) � 0� is
the probability that the value of R(i, j) � 0.

By substituting equation (4) and equation (5) in equation (3), we identify the privacy
risk score (Ananthula et al., 2015). As the sensitivity and visibility values must be
defined by Facebook on the basis of probability of disclosure, we are assuming these
values in our model and convert these values as percentage of disclosure.

In addition to calculating privacy risk score, we added additional risk scores in two
exceptional cases which can have serious privacy risks:

(1) when users allow access to their profile information that they have set as private;
and

(2) when users share quasi-identifying attributes which can lead to identity
disclosure.

If the value of the bar is grey, the information loss is less and thus the privacy risk is
average. If the value is high (60 per cent or more), the colour of the privacy risk bar turns
to red to indicate that privacy risk in sharing the attributes is high, and warn the user to
rethink his access policy.

4.3 Application developer interface
Facebook data usage policy for third party application clearly says “You will only
request the data you need to operate your application” (Facebook, 2014b). Therefore,
with PBAC model, the developer is provided with a pool of attributes in the Application
Developer Interface in which he can select the relevant user information and actions,
such as post on behalf and upload photos, that are required for the application to run, as
shown in Figure 3. The developer then submits the application for approval.

4.4 Application user interface
Our proposed authentication dialogue box design was inspired by the work of Xu et al.
(2012) in which users have the option to select what information they want to disclose.
We focus on authentication dialogue box to give users a clear understanding of what
information they are going to share with the third party application. Instead of showing
all the attributes, our proposed authentication dialogue box only displays the attributes
requested by the application.

According to Beye et al. (2012), awareness about privacy can be projected in a more
impactful manner by showing users the consequences of their actions. So the privacy
risk in sharing sensitive attributes will be shown as an “i” mark tooltip, which shows the
attribute information on mouse over. The colour scheme of the “i” mark projects the user
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profile privacy setting. Blue “i” mark represents the attributes that the user shares with
public, orange “i” mark represents the attributes shared with friends only, while red “i”
represents private or sensitive information not shared with others. A screenshot of our
authentication dialogue user interface is shown in Figure 4.

The user can set his preferences by selecting the checkboxes of the attributes
requested by the application before passing data to the application. The privacy risk
calculator, as we mentioned above, calculates the privacy risk percentage, and the
output is shown in the privacy risk bar. Another feature in the interface is that
of permission reusability giving users the option to save the given permission as his
permission policy for future use. A user can have flexibility in managing multiple
permission settings with multiple applications. This interface also includes Allow as
Anonymous button for users to use any third party application without sharing any of
profile details.

4.5 User notification manager
Hull et al. (2011) suggested that information accessed by third party applications should
be transparent, and the users should be notified by a warning mechanism. Therefore, in
PBAC model, there is a mechanism that notifies a user whenever an application accesses
their data. Finally, second degree access by the application is also restricted as the model
notifies user’s friends about the information accessed by the application, who can then
block that application from accessing their data.

4.6 PBAC implementation
To provide complete control and awareness, OSN need to adopt all components of PBAC
model to their current architecture. In this section, we describe the implementation of the

Figure 3.
Application

developer interface
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proposed PBAC model components as Web interface with Facebook. Facebook runs a
typical LAMP (Linux, Apache, MySQL and PHP) setup. So our proposed model is
implemented in HTML Web pages using PHP with a MySQL backend for storing data
in a third party server. For validation and privacy risk bar implementation, we used
jQuery and Ajax. Along with Facebook SDK library for accessing the Graph API, we
used Facebook Query Language which provides SQL-style interface to query user data
and retrieve the privacy permission policies.

To implement the developer interface, we used an HTML webpage displaying all the
user attributes that third party applications are allowed to access on Facebook. Other
than user operational attributes, like post on behalf, upload photos and any time access
to user data are also shown in the interface which is optional for the developer. The
developer can choose the attributes required by selecting the checkboxes of the
corresponding attributes, and the selected attributes along with the application id saved
in the database table.

The new authentication dialogue box is designed in a webpage by adapting the
current Facebook third party application dialogue page. Basically, all the attributes and
operations stored for the application ID are loaded from the database. The Application
User Interface is displayed to the users, and they need to set a permission policy by
selecting the attributes to be shared with that application. The “i” mark tooltip and

Figure 4.
Application user
interface
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colour scheme is implemented using the jQuery and Ajax for showing the information
on mouse over.

The privacy risk progress bar is implemented with the privacy risk algorithm to
measure the privacy risk in sharing any sensitive information of the user with the
application. As the sensitivity and visibility values cannot be retrieved directly from
Facebook, we set the sensitivity and visibility values of the attributes based on various
surveys conducted by researches on users privacy disclosure behaviour (Debatin et al.,
2009; Delgado et al., 2010; Spiliotopoulos and Oakley, 2013). We stored these values
along with each attribute in the database table. When a user selects an attribute, the
corresponding values are returned from the database table and the privacy risk score of
each attribute is calculated. Then, we calculate the overall privacy score and display it in
the privacy risk indication bar.

The user-selected attributes are stored in the database with the application id and the
used ID. The same attributes are also saved in the user permission table with the
permission policy name along with the user ID if the user provides a valid policy name.
The Allow as Anonymous button action stores the attribute field as null along with the
user ID and application ID. Developer and user permissions are controlled and filtered
using the Access Control Manager function, which filters the array of attributes
requested by the application with the user permitted attributes stored in the database,
and returns the allowed attributes that are then passed on to Facebook API to retrieve
user details. The result only contains values of the user permitted fields (Figure 5).
Furthermore, an alert message in jQuery pop-up box is shown to notify users whenever
an application is trying to access their profile information.

PBAC model enforces privacy preferences preset by the user in filtering data. It
assists users to understand the privacy risks in sharing sensitive profile information
with third parties. We have implemented and thoroughly tested all the functional
modules in PBAC model. All the proposed designs interfaces are fully functional. Also,
all the functions, queries and other scripts are functioning without any error, and all the
modules are working in accordance with the proposed model. To evaluate the efficacy of
the PBAC model in avoiding privacy disclosure problem in third party applications, this
will be discussed in the next section.

5. Evaluation
In this section, we show that the PBAC model can deliver optimum level of protection of
user information on Facebook from third party applications. The evaluation of our

Figure 5.
Application user data

request operation
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model is divided into three phases. In Phase 1, we use a case study to describe how third
party applications can retrieve user information through Facebook without the user’s
knowledge or consent. In Phase 2, we evaluate the performance of our proposed model
implementation using a set of test cases. In Phase 3, we compare our proposed model
with existing frameworks. Our evaluation is based on attribute-based test cases in order
to evaluate the unauthorized access to defined attributes with different permissions.

5.1 Case study on Facebook: an analysis
Facebook authentication dialogue box does not reveal the content of the data accessed
by the application. In this section, we evaluate the privacy behaviour of the existing
functionality using a case study. The objective is to analyse the data collecting
behaviour of third party applications and raise user awareness of this behaviour to
compare it with our PBAC model later.

Initially, we create an application called Digital Resume written in Javascript and
PHP. This application can fetch profile information of any user who installs the
application. In addition, we also create a Facebook user account with the profile privacy
settings as shown in Table I. It shows the information that user Alex is willing to share
with everyone along with the information that he wants to keep to himself.

User Alex installs the application through the Facebook app URL. After Alex gives
access to the application, it fetches some of his details and makes a resume that contains
his information. The requested attributes along with his profile privacy settings and the
output result are shown in Table II.

As the table above shows, in the data successfully collected by the application, we
can see that the privacy of the user is being violated. Based on the result, we see that the
application can get access to user data, including unpublished data, and there is no
proper identification before sharing these details with third party applications.
Furthermore, the application developer can access Alex’s information as well as his
friends’ information any time once Alex has installed the application. Neither Alex nor
his friends are notified by alerts when the application is trying to access their data.

5.2 Test cases of PBAC model
We will evaluate our PBAC model implementation by using a set of test cases. As
mentioned in the previous analysis, a newly created Facebook application, Digital
Resume, is used to access the user’s profile information to generate information resume.
The four main functional components are: Application Permission, User Permission,
Privacy Risk Bar and Access Control Manager. They are explained in four test cases with
a user account named Alex on the newly created application. Finally, we analyse the
integrated model using two users with different privacy settings accessing two different
applications with different functionalities.

Table I.
Privacy settings of
sample Facebook
user – Alex

User Public Friends or Friends of Friends Only Me

Alex Name Email Education
Gender Birthday Work
Religion Hometown Relationship status

Location

IJWIS
12,2

230

D
ow

nl
oa

de
d 

by
 T

A
SH

K
E

N
T

 U
N

IV
E

R
SI

T
Y

 O
F 

IN
FO

R
M

A
T

IO
N

 T
E

C
H

N
O

L
O

G
IE

S 
A

t 0
1:

36
 0

9 
N

ov
em

be
r 

20
16

 (
PT

)



In the PBAC model, the developer needs to select the user attributes stored in Facebook
when creating and integrating the application (Figure 6). When the user installs this
application, the new authentication dialogue box will request permission to access the
attributes for that application as shown in Figure 7. The test cases for Application
Permission and User Permission are shown in Table III.

As mentioned in the previous section, we use Privacy Risk Indicator to inform the user
about the privacy risk level of the private information that is being revealed to the third

Table II.
Behaviour of sample

Facebook
application – digital

resume

Application Requested data Privacy settings Output

Digital resume Name Public Name
Gender Public Gender
Email Friends Email
Birthday Only Me Birthday
Location Only Me Location
Hometown Friends Hometown
Education Friends Education
Work Friends Work
Religion Only Me Religion
Relationship status Public Relationship status
Profile picture Friends Profile picture
Tagged photos Friends Tagged photos
Likes Public Likes
Friends Friends Friends

Figure 6.
Application

developer interface
with selected

attributes
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party application. For the implementation, we use the “i” mark tooltip. The test case for
Privacy Risk Indicator is shown in Table III. The core component of the model, Access
Control Manager, manages the flow of user information from Facebook to the third
party application in accordance with the defined permissions. The test case for this
component is also shown in Table III.

Finally, we conduct integration testing for our model using two user accounts and
two different applications. For this purpose, we create another application called
Birthday Card. This application requests access to user data and seeks permission to
upload photo and post on the user’s timeline. A new Facebook user Anna is also created
with a different set of privacy settings as shown in Table IV.

The first user, Alex, accessed both applications with different permissions. On the
other hand, Anna, who has a different profile privacy setting, installs Digital Resume
application with a different set of permissions and installs the Birthday Card using
Allow as Anonymous button. The integrated test cases for both users accessing the two
applications are shown in Table V.

The result (Table V) demonstrates that by using our privacy indicator, a user can see
a potential privacy risk and decide to act as an anonymous user as in Anna’s case. The
Access Control Manager along with user interfaces provides users a full control over
their profile information when accessing third party applications in Facebook.

5.3 Comparison with the existing frameworks
As all the existing models that we discussed are not specifically built for protecting user
privacy from third party applications, it is difficult to compare them in terms of
functional components with our model that focuses on this issue. Therefore, the
comparative analysis is conducted on bases of some metrics to measure the model’s
usefulness rather than their functional components. The main factors in choosing a best
model for controlling privacy leakage through Facebook third party applications is high

Figure 7.
Application user
interface with
allowed attributes
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Table III.
Test case evaluation
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protection, high awareness support facility and low complexity (Besmer et al., 2009; Xu
et al., 2012).

Third party applications hosted in the external servers are not always trustworthy.
Malhotra et al. (2004) identified sensitive data collection, lack of user control over their
data and lack of awareness as the main privacy concerns. Cheng et al. (2013) suggested
that most OSNs adopt a simple all-or-nothing strategy in managing privacy. So
Protection in this context means that users should be able to connect with third party
applications to enjoy the services while maintaining a complete control on their data
(Shehab et al., 2012). The model should prevent information leakage from the user’s
profile accessed by third party applications, and thus ensure protection from identity
disclosure and attribute disclosure (Albesher and Alhussain, 2013). Additionally, the
users should be able to prevent the application from posting on their timeline or upload
photos on their behalf.

Privacy infringements on Facebook usually happen due to lack of understanding
among users about the risks of information leakage (Chen et al., 2009). By Awareness, we
mean that the model has to enhance users‘ awareness on what information the
application is requesting and the implications of these requested attributes in terms of
privacy. A warning mechanism is needed to alert users when the application requests
access to sensitive private information and inform them about the privacy risk involved
in sharing sensitive data (Mohtasebi and Borazjani, 2010; Wang et al., 2011; Xu et al.,
2012). Additionally, the users should be alerted by notifications each time an application
is accessing their data (Hull et al., 2011).

Complexity is the measure of difficulty in implementing the model in its current form.
Wang et al. (2011) suggested that privacy protection model should be simple and easy to
manage and implement. The model should be self-contained and must provide all
possible functionalities to protect user privacy with an easy to adopt architecture, which
can cope with the current OSN architecture (Besmer et al., 2009). The authentication
dialogue interface should be easy for users to understand regardless of their technical
skills, and have a simple mechanism for users to manage their privacy preferences
(Good et al., 2007; Luo et al., 2009; Wang et al., 2011).

Finally, to indicate the degree of satisfaction with their performance, we rank all the
models that we discussed in the Section 4 as High, Average or Low in terms of Protection,
Awareness and Complexity. We use judgemental approach to rank these models and
present a comparison chart based on these three main factors below in Table VI.

Some of the models, especially the component-based model and the CPM interceptor
API model, can ensure high protection, but there is high level of complexity in adopting
this model, as it affects the existing application operations, and the feature of user
awareness is also not fully supported. The three UI models of four provide high user
awareness support on information disclosure. However, the protection is average and

Table IV.
Privacy settings of

sample Facebook
user – Anna

User Public Friends/Friends of Friends Only Me

Anna Name Email Hometown
Gender Relationship status Religion
Education Birthday
Work Location
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some of them are not user-friendly. Most of them are accompanied with practical
difficulties in implementation. Of these, the user notification model is a model of less
complexity with a functionality of high awareness but provides average protection. The
browser extension models are less practical in ensuring full user information privacy,
and these models do not provide high user awareness support. Finally, the privacy score
and recommender models support a high level of user awareness about information
sharing, but there is no operational method to control access from third party
applications into user data.

In comparison with other models, our PBAC model ensures a high level of protection
and creates awareness among users about privacy risks before they share information
with a third party application. The Access Control Manager controls the flow of
information from Facebook to third party applications by filtering the requested
attributes according to the permission setting defined by the user. The “i” mark tooltip
and privacy risk bar alert the users about the privacy risks before sharing the details
with third party applications. The proposed model fully uses Facebook base
architecture and interfaces without affecting the performance, which makes the
complexity of adopting this model reasonably low. Once Facebook adopts this model,
app developers can only create apps within the limits of the proposed structure and only
access information of users who are willing to disclose. There are benefits for both users
as well as the OSN because it not only protects user’s privacy but also helps in building
user trust in the OSN.

5.4 Limitations
Currently, we have implemented our proposed PBAC model on Facebook, which is the
largest social networking site and most active platform for third party applications (Luo
et al., 2009). However, we do not foresee any technical difficulties in implementing this
model in other social networking sites, which have a similar architecture and
functionality as Facbook for managing the third party applications. We leave such
implementations and evaluations to future work. Another limitation is that Facebook
already has thousands of applications and millions of users connected to it. As the user
preferences of our model are not set for applications that are already active on Facebook,
the permission-based data filtering is not applicable for those applications. Although by

Table VI.
Comparison of

existing research
models

Model Protection Awareness Complexity

Component-based model High Average High
Differential privacy model Average Average High
CPM interceptor API model High Average High
Granular framework Low Average Average
Authentication dialogue UI model Average High Average
Privacy by redesign UI model Average High Average
User notification model Average High Low
FBSecure – model Average Average Average
Sudo Web – model Average Low Average
Privacy score computing model Low High Average
Privacy recommender model Low High Average
Permission-based access control (PBAC) model High High Low
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adopting the authentication dialogue user interface, the user data protection can be
ensured for users accessing those existing applications in future.

6. Conclusion and future work
Preserving privacy in OSNs is always a challenge especially when numerous features
and applications are continually added. In this paper, we reviewed different types of
privacy disclosures that might happen on OSNs through third party applications, and
the consequences involved in sharing sensitive personal information. Even if Facebook
provides some guidelines on information usage, we have found that once third party
applications acquire access the user profile, the application developers can retrieve and
collect users’ private information at any time without the user’s knowledge. Currently,
Facebook has no holistic mechanism to control how the developers of third party
application use this sensitive information.

Even though their limitations were not discussed in detail, the analysis of existing
frameworks discussed in the Section 4 shows that there is lack of a simple and widely
acceptable protection scheme for privacy disclosure by third party applications in OSN.
Building on the existing models, we have devised our solution with a new framework,
PBAC model, to give users complete control over their data. They can decide which
information they want to safeguard and which information they wish to share with third
party applications in OSNs. Furthermore, it provides the users a clear understanding of
the privacy risk involved in sharing sensitive data.

To demonstrate the functionalities of our model, we implemented a proof-of-concept
prototype using Web interfaces connected with Facebook API. We conducted user
studies on the existing functionalities to identify privacy challenges and evaluated the
efficacy of our proposed model using test cases. Finally, we compared our model with
existing models in terms of protection, user-awareness support and complexity. Based
on our assessment, we concluded that the proposed model ensures high protection, high
user awareness and low complexity. Overall, we can confidently conclude that this
model is more efficient than existing ones and can be used to safeguard user privacy on
third party applications, and thus benefit both the OSN as well as its users.

This paper leads us to consider areas in which we can extend the ideas of this
research and integrate our PBAC model to existing applications in OSNs. In this paper,
we evaluated our application using test cases. In a future work, we would like to do a
usability testing and a user experience survey to give a more robust indication of the
utility of the PBAC model. To further extend this research, we hope to examine how
OSNs can control external applications, even already installed ones, from accessing user
information by implementing our model. Furthermore, we need to examine how this
model can help users in protecting their privacy from disclosing their information not
only to third party applications but also from direct exposures of personal information.
We hope that the analysis accomplished in this paper and also the limitations identified
here give a clear picture of how our proposed model can offer an alternative solution for
privacy disclosure problem from third party applications on OSNs.
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