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Energy efficient and latency
optimized media

resource allocation
Masoud Nosrati and Ronak Karimi

Department of Computer Engineering, Collage of Engineering,
Kermanshah Branch, Islamic Azad University, Kermanshah, Iran

Abstract
Purpose – This paper aims to provide a method for media resource allocation in Cloud systems for
supporting green computing policies, as well as attempting to improve the overall performance of
system by optimizing the communication latencies.
Design/methodology/approach – A common method for resource allocation is using resource agent
that takes the budgets/prices of applicants/resources and creates a probability matrix of allocation
according to the policies of system. Two general policies for optimization are latency optimization and
green computing. Presented heuristic for latencies is so that the average latencies of communication
between applicant and resource are measured, and they will affect the next decision. For gaining green
computing, it is attempted to consolidate the allocated resources on smaller number of physical
machines. So calculation formula of the price of each resource is modified to decrease the probability of
allocating the resources on the machine with least allocated resources.
Findings – Results of proposed method indicates its success in both green computing and improving
the performance. Experiments show decreasing 21.4 per cent of response time simultaneously with
increasing tasks in the tested range. The maximum and minimum of saved energy is acceptable and
reported as 79.2 and 16.8 per cent.
Research limitations/implications – Like other centralized solutions, the proposed method suffers
from the limitations of centralized resource agent, like bottle neck. But the implementation of distributed
resource agent is postponed to future work.
Originality/value – Proposed method presents heuristics for improving the performance and gaining
green computing. The key feature is formulating all the details and considering pitch variables for
controlling the policies of system.

Keywords Optimization, Energy efficiency, Resource allocation, Cloud media resource,
Communication latency

Paper type Research paper

1. Introduction
The emergence of distributed computers lets users share their requirements across the
network through a proper communication channel and reach the resources that are
distributed all over the network (Nezarat et al., 2015). It helps to create an integrated
vision of system and utilize the capabilities of the whole of system for all users.
Emmerich (1997) defines a distributed system as a collection of autonomous computers
that are connected through a network and distribution middleware, and it makes
computers enable to coordinate their activities and to share the resources of the system,
so that users perceive the system as a single, integrated computing facility.
High-performance computing (HPC) systems are created as a result of this approach.
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Many applications of HPC systems such as industrial (Yi-wei, 2015; Esmaeilzadeh and
Sattari, 2015), educational (Sharma and Kharel, 2015), medical (Edessy et al., 2015) and
commercial (Malekakhlagh and Meysamifard, 2015) came to existence after the
provision of hardware infrastructures. HPCs are preferred rather than single computers
for the following reasons (Hussain et al., 2013):

• network connections which construct the spirit of distributed applications;
• availability of parallelism by executing parallel grains on different machines; and
• better reliability rather than single systems.

Previous studies categorize the distributed systems (DSs) into three types: Cluster, Grid
and Cloud. In classic texts, Cluster is known as a distributed system with homogeneous
nodes, and Grid is reputed for heterogeneous nodes (Tanenbaum and van Steen, 2007).
But, in recent studies, there are Clusters with heterogeneous nodes implemented. It
shows that homogeneity cannot be a good metric for classification. Because of it,
Hussain et al. (2013) categorizes the DSs by their resource allocation features, as shown
in Figure 1. In this study, we will get into the media resource allocation in Cloud systems.
Cloud computing relies on sharing of resources to achieve coherence through the vision
of a single computer for end-users.

Wide range of different factors influencing the Cloud systems causes difficulties for
modeling them. For example, number of machines, types of applications, processing

Figure 1.
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load and many other important factors can be pointed out. Also, there are different types
of services that can be considered as critical points of modeling, including Software as a
Service (SaaS), Platform as a Service (PaaS) and Infrastructure as a Service (IaaS).
Another important notion is the issue of virtualization that provides the ability of
migration. Using this technique, virtual machines are generated and placed in real
machines that provide wider range of facilities via VM migration for improving the
performance of the system. The concept of migration lets a virtual machine to run on a
real machine, then stop running and migrate to another real machine and resume its
execution. It can be very helpful for making fault-tolerant systems or optimizing the
energy consumption. Also, it is widely utilized in load balancing. The purpose of this
technique is to transfer the computation from a physical node to another node which
seems to be more appropriate for accomplishing the task. Another challenging issue is
Quality of Service (QoS). QoS can be set in run time or statically when designing the
system. Run time QoS adaptation is called “Dynamic QoS Negotiation” (Pinel et al.,
2011). For example, in a research by Pinel et al., it is mentioned that DQoSN can be
implemented by a special entity or through self-algorithms (Pinel et al., 2011).

The challenges that were talked can vividly indicate the delicacy and toughness of
resource allocation in Cloud systems. Accordingly, Sharkh et al. classify the recent
studies in Cloud RA in three categories (Sharkh et al., 2013):

(1) studies focusing on processing resources like Maguluri et al. (2012) and
Alicherry and Lakshan (2012);

(2) studies focusing on network resources like Sun et al. (2012) and Kantarci and
Mouftah (2012); and

(3) studies focusing on power and energy resources like Srikantaiah et al. (2009) and
Chase et al. (2001).

Also, Sharkh et al. (2013) states that challenges are internal or external. External
challenges include regulative and geographical challenges (it is about the issues that
distribution of system will cause in geographical location and regulative and security)
and charging model issues (it is about the charges for customers to subscribe the Cloud
system). On the other hand, internal challenges include the data locality: combining
compute and data management; reliability of network resources inside a data center;
and software defined networking design challenges inside the data centers. SDN is a
networking paradigm that puts the forwarding plane and software control in different
layers. Details are mentioned in the study by Sharkh et al. (2013).

One of the important challenges in real-world implementation of distributed systems
is the power and energy consumption. Different strategies are introduced for optimizing
the energy consumption. Most of them try to aggregate the resources on smaller number
of servers to shut down the non-busy ones. Resource aggregation has a trade-off with the
performance of whole system. Also, it may cause a bottle neck on the I/O of the running
servers. It can affect the QoS of system, too. Average response time will be increased. So
the studies that aim at improving both performance and optimizing the energy
consumption are needed to be conducted.

As the conclusion of this section, it should be restated that in every resource
allocation method, all the above-mentioned factors including processing capabilities,
network resources and energy consumption must be considered. Regarding the trade-off
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among these items, the best configuration should be found and set according to the
requirements of system. Besides, other issues like the portability and fault-tolerance
should be paid attention. Recent studies go through these issues separately, and many
approaches for optimization of resource management are offered by them.

In our previous research, we proposed an optimization on a common resource
allocation method based on the latencies of communications to improve the performance
of the system by minimizing the communication latencies (Nosrati et al., 2015). Because
of it, we added a table to resource agent (entity that allocates resources to the applicants)
to hold the history of previous allocations. Then, we built up a probability matrix for the
allocation of resources partially based on the history of latencies. In current study, we
are going to enhance the previous work by involving a strategy for green computing to
achieve less energy consumption via consolidation of allocated resources on smaller
number of physical machines. The main idea is to decrease the probability of choosing
the media resources that are located on physical machines that are used less than the
other machines. When no resource is allocated on a machine, it will be turned off to save
the energy.

In the rest of this paper, the related studies are abstracted. Then, we will have a brief
look at a common media resource allocation method and the strategies that resource
agent utilizes to choose the best resource for the best applicant. After pointing out the
standard method of resource allocation, we offer our contribution based on the
optimization of latencies between the resource and applicant nodes, and the strategy of
energy efficiency will be talked. Results of simulation of proposed method show better
performance, less execution time and less energy consumption for this method rather
than the base approach. At the end of paper, discussion and conclusion on the features
of proposed method with the suggestions for future work is presented.

2. Related work
In Kusic et al. (2009), authors aim at reducing the power consumption by consolidation
of virtual machines on smaller number of machines. Also, minimizing the performance
loss is the secondary goal of this research. But the major limitation is with the high
execution time that is caused by its complex model of optimization (Gupta, 2015).
Another research by Song et al. (2009) attempted to maximize the resource utilization
and fulfill the performance requirements. Their method had nothing to do with network
or media resources and the emphasis was on computational capabilities. Buyya et al.
(2010) aimed at minimizing the energy consumption by leveraging the heterogeneity of
cloud data centers to provide the green computing. But they faced two major limitations:

(1) lower level of performance that was caused by its trade-off with consolidation;
and

(2) the probability of SLA violation.

Ye et al. (2010) take the live migration into account to consolidate the resources
dynamically, as what Beloglazov and Buyya (2010a, 2010b) do. In an eminent research
by Xhao et al. (2013), authors presented a system that used virtualization to allocate
media resources dynamically based on application demands. Their method supported
green computing via optimizing the number of servers in use. They introduced the
concept of “skewness” for measuring the inequality in the multi-dimensional resource
utilization in a server and attempted to minimize the skewness to combine different
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types of workloads and improve the total utilization of server resources. Beloglazov and
Buyya in Dhingra and Paul (2013) attempted to focus on the optimization of resource
allocation with maximum utilization, minimum migration and minimum overhead.
Their method supported the virtual machines migration for dynamic media resource
allocation (Tang et al., 2014).

In the most relevant study to our work, Tang et al. (2014) took the credibility of the
resource into account for resource allocation. Credibility is considered as a quality
attribute for the data and denotes that the performance of the network is affected by
information credibility and the timeline for finding the power supplier. Considering the
credibility of the resource can help achieve better performance. Because of this, the
allocation probability matrix P should be modified so that the probability of allocating
the low-credible resources decreases, while the probability of allocating the
high-credible resources increases.

3. Common resource allocation method
In this section, a common resource allocation method (that is called standard method in the
section of experimental results) is talked that many studies like Zhang et al. (2013), Sun et al.
(2010) and Zhang and Zhu (2013) utilized it for their resource allocation optimization (Nosrati
and Karimi, 2016). In this method, a resource agent is considered as the entity that performs
the resource allocation. According to Figure 2, both resource owners and resource applicants
send their costs to resource agent. General policy of resource agent is to sort the requests and
resources and totally allocate the applicants with highest budget to the resource with lowest
price (Tang et al., 2014).

Let U � �u1, u2, u3, …, um� be the set composed of m resource applicants; each
task of resource applicant ui is ti, so the task set of U can be described as T �
�t1, t2, t3, …, tm�. And ti has four attributes ti � �tidi, li, bi, di�, where tidi is the ith
task’s identify, li is the ith task’s length, bi is the ith task’s budget and di is the
deadline of the task.

Let R � �r1, r2, r3, ... , rn� be the set composed of n resources, and each rj has five
attributes rj � �ridj, cpuj, stj, lpj, hpj�, where ridj is the jth media resource’s identify,
cpuj is the jth media resource’s computing ability of solving the task, stj is the start
time to deal with a new task (i.e. the current workload of resource rj), lpj is the jth
media resource’s lowest price and hpj is the jth media resource’s highest price.

The media resources allocation probability matrix is shown as P, in which each
pij is the probability of resource j to be allocated to applicant i:

Figure 2.
Cloud resources
allocation
environment
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P � �
p11 p12

p21 p22

... p1n

... p2n

É É
pm1 pm2

É É
... pmn

� s.t. 0 � pij � 1, �
i � 1

m

pij � 1, �
j � 1

n

pij � 1

Before making any decision about resource allocation, the budget of applicant and the price
of resource should be calculated and submitted to resource agent. It is important to consider
the following point all the time:

• Resource must be capable enough to process the request of applicant in the
deadline: di � stj � li / cpuj � 0

• The price of resource must be less than or equal to the applicant: bi/li � lpj

• The budget of applicant must be at least equal to the average of the price of

remaining resources: � lp � � 1 / n � �
j � 1

n

lpj�
The budget of applicant is calculated from equation (1), where bidi

resource has an
inverse relationship with the number of remaining resources. It means when the
number of unallocated resources is decreasing, proposed budget of applicant for the
resource will be increased and vice versa. Other impressing factor is average
remaining time that Anthony and Jennings (2003) calculated it as equation (2). Total
budget based on equation (3) is the sum of both equations (1) and (2) with the weights
of �’ and �’. Weights might be changed as the pitches for controlling and satisfying
the policies of the system:

bidi
resource(t) � lp � �bi

li
� lp��1 �

ni
t

ni
max �

1

�
(1)

rti(t) � �
j � 1

n
(rtij(t)	ij)

ni
max

, 	ij � �1 if rtij (t) � 0
0 otherwise

,

bidi
time(t) � lp � �bi

li
� lp��1 �

rti (t)

rti
max �

1

�
(2)

bidi(t) � � =bidi
resource(t) � �=bidi

time(t) (3)

0 � � =, �= � 1

In these equations, ni
t is the number of remaining resources in the time t, which can

be applied by applicant ti, and ni
max is the maximum number of resources that might

be applied by ti. Remaining time of ti which is utilizing rj is calculated as rtij(t) �
di � stj � li/cpuj. Let rti

max be the maximum time of waiting for ti. Different applicant’s
budget curve can be adjusted by changing � and �. In Figure 3, different values of
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� are shown. It has the same shape for � and 
 (that will be introduced in next
section).

After the calculation of the budget of applicant, it is time to calculate the price of
the resource. General policy of the resource owner is to service the applicant with the
highest budget to increase the utilization of the resource. In other words:

rpj(t) � lpj � (hpj � lpj) � stj(t)
wlj(t) �

1


 (4)

where rpj(t) is the price of resource at time t and stj(t) is the current workload or the
workload at the start time of the task at time t. wlj(t) is the workload of rj after the last
allocation. In this equation, general trend is to decrease the price of the resource when the
allocated resource is going to finish the task to let other applicants to apply for it easily and
with less loss of time.

After the calculation of both budget and price, they are submitted to resource agent.
It sorts the applicants’ budgets in descent order and the resource prices in ascent order.
Then, according to equation (5), final price is calculated as the average of the richest
applicant (bidi

max) and cheapest resource (rpj
min):

fp(t) �
1
2(bidi

max(t) � rpj
min(t)) (5)

MatrixP is then constructed according to the final prices. Resource allocation methods utilize
this P for binding the resource to the applicant. But an important issue is optimizing the
values of matrix P to achieve more valuable goals including green computing and higher
performance.

Figure 3.
Resource applicants’
price considering
remaining resources
with different values
of �
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This section was mostly adopted from the study by Tang et al. (2014), and readers can
refer to it for further details about the construction P and strategies of applicant and resource
owners.

4. Optimization of matrix P
Our contribution includes two parts: first, the energy efficiency issue is considered with
the modification of resource price calculation; and second, matrix P is modified with
latencies of communication to achieve better performance. Details of the optimization
are described in following four sub-sections.

4.1 Energy efficiency issue
So far, many studies aimed at achieving an energy-efficient resource allocation scheme.
A common way is the consolidation of resources on smaller number of physical
machines. In this way, unused servers could be switched off. For optimizing the energy
consumption by consolidating the media resources, two heuristics are considered. Our
first heuristic is to increase the price of the resources on physical machines that are
already turned off and decrease the price of resources that are placed on turned on
machines. For the second heuristic, it must be noted that among those machines that are
working, the price of the resources on the machine that hosts minimum number of
allocated resources must be soared to spread the next allocations on other machines that
host more allocated resources. In this way, the focus is on turning off a physical machine
with minimum running resources, all the time. For the first heuristic, the formula of rpj
should be modified as follows:

Let Phyk � �Rd, stt� be a physical machine that hosts Rd � �r1, r2, …, rd� resources
and the stt shows the state of machine as:

stt � ��1 machine is on
�1 machine is off

The rpj for resources on machines that their state is �1 must be decreased, and the
other way round is true for the state of �1. The amount of changes must be specified
first. There might be different approaches for this. We utilized the standard
deviation as a coefficient of rpj to change it according to our policy:

� � 	1
n

�
j � 1

n

(rpj � rp)2 s.t. rj is not allocated

where � is the standard deviation of for all the n resources in the system which are not
allocated and rp is the average of resource prices.

New value for rpj can be calculated based on the state of the machine and the �
coefficient as:

rpj(t) � rpj(t) � (stt �  �
�
g )

where  is a pitch for controlling the effect of coefficient of � and g is the number of
resources that are hosted by the physical machine in which rj is hosted. Please note that
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the modest amount of  � 0.5 is set for our experiments, but it can be increased/
decreased for changing the focus of the system on energy consumption issue, especially
about the cost of switching on the physical machines.

For the second heuristic, let w be the number of all the resources on machines that
are turned on and � = be the standard deviation of all w resources that are not
allocated:

� = � 	 1
w

�
j � 1

w

(rpj � rp)2 s.t.rj is not allocated

New value for rpj can be calculated by � = coefficient as:

rpj(t) � �rpj
= � �

� =

w
machine with minimum allocated resources

rpj
= � �

� =

w
other machines

where � is a pitch for controlling the effect of coefficient of � =. The modest amount
of � � 0.5 is set for our experiments, but it can be increased/decreased for changing
the focus of the system on energy consumption issue, too. By equation (7), the price
of the resources on physical machine with least allocated media resources will
increase, while the price of other sources will decrease. It helps to consolidate the
usage of media resources on other physical machines and tends to turn off the
physical machine with least unallocated resources. For this purpose, new value of
resource price (rpj(t)) will be sent to resource agent to take the energy efficiency
issue into account while allocation.

4.2 Taking the communication latencies into account
Definitely, there might be a geographical distance between the resource and
applicant that causes latencies in communication. These latencies affect the whole
performance of the system and increase the average response times. These negative
results will be emerged while the execution of fine-grained parallel programs.
Trade-off between the latency factors that might be forked from the faults in the
system of the geographical distance and the performance of the system encourages
us for the optimization of matrix P to achieve better performance. The main
contribution is to maintain a history of latencies. The history of latencies can be
taken into account for constructing P. It will help to have better performance of the
system when there are similar resources. Then, resource agent can consider the
latencies as a part of the weight of fp.

The construction of the table of latencies is done gradually. After each resource
allocation, a record is added to the table of latencies that shows the latency between
ti and rj or modifies the previous records between them. Let resource rj is allocated
to applicant ti for the first time. Latencies of messages communication can be
measured through sending acknowledge packets. Acknowledge packets might be
more than once submitted from applicant to resource (and vice versa) to collect the
average of the latencies:
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LC̄ij � �
q�1

p

PLq

where LC̄ij is the average latency of communication between applicant ti and resource rj
and PLq is the latency of qth acknowledge message. Note that there are no lower and
upper bounds for LC̄ij (0 � LC̄ij � �). Value 0 for LC̄ij is when the resource and
applicant are located at the same node and there is no communication latency, and value
� is when the resource is faced with failure and it sends no response to the acknowledge
message. So it cannot be utilized directly in the P. Here, we need to change it to the scale
of 0 to 1 to affect the P with the value of LC̄ij. Because of it, the average of all LC̄ij that
are stored in the specified table should be calculated as equation (8):

ALC(t) �

1
m � n

� �
i � 1

n

�
j � 1

m

LC̄ij � if there is a record in table oflatencies for tiand rj

(8)

where ALC(t) is the average of latencies of communications between nodes ti and rj,
where they were allocated previously and there is a record in the table of latencies for
them.

Equation (9) generates a number between 0 and 1 for the modification of matrix P:

TLCij(t) � 1 � � LC̄ij

LC̄ij � ALC(t)� (9)

where TLCij(t) is the impact of total latency between applicant ti and resource rj at the
time t. TLCij(t) � 0 means that the resource is unavailable, and it gave no response to
the acknowledge packet (LC̄ij � �); accordingly, TLCij(t) � 1 means that there is no
latency and resource and applicant are located at the same node (LC̄ij � 0).

Now, matrix LC can be constructed as equation (10):

LC � �
l11 l12

l21 l22

... l1n

... l2n

É É
lm1 lm2

É É
... lmn

� s.t. 0 � lij � 1, �
i � 1

m

lij � 1, �
j � 1

n

lij � 1 (10)

where lij is the impact of latency between applicant ti and resource rj which is obtained
from TLCij(t).

4.3 Modification of matrix P with LC
Now, it is time to have a consequent matrix at resource agent to do the resource allocation
efficiently. It should be pointed out that in all the systems, policies regulate everything. So
some facilities to implement the policies should be considered. So we will put a weight on the
P and LC to be able to control them. The consequent is matrix FP as in equation (11):
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FP(t) �
1

� � �
� (�P � �LC)

�
1

� � �
� �

�p11 � �l11 �p12 � �l12

�p21 � �l21 �p22 � �l22

... �p1n � �l1n

... �p2n � �l2n

É É
�pm1 � �lm1 �pm2 � �lm2

É É
... �pmn � �lmn

�
where � is the weight of P and � is the weight of LC to implement the policies of system.

4.4 Side issues
Inherently, the proposed method has some features to detect the unavailable resources.
In fact, LC̄ij can indicate the availability of resource rj. It can be a good feature for handling
the faults of system by isolating the crashed resources. This issue will also assist the
migration strategies to have a better performance. Replication is not out of this subject, too.

The way of calculation of LC̄ij ¡ � to check their availability from time to time.

5. Simulation and results
The implementation of proposed method and analyzing the results lead to better
understanding about its efficiency. To evaluate the performance of the proposed
algorithm, we implement it by the CloudSim toolkit (Calheiros et al., 2011). Each task is
submitted according to Poisson distribution after its previous tasks; the length of each
task is considered as a random number within 100,000-200,000; the number of tasks are
considered between 100 and 1,000, while the number of resources is between 50 and 150
on ten physical machines; the deadline di of task ti is set according to equation (12), and
the budget bi of task ti is set according to equation (13) (Tang et al., 2014):

di � stj � random � li
1.1 � cpuj

,
li

0.9 � cpuj
� (12)

bi � li � random (0.9lp, 1.1hp) (13)

where lp and hp are the average values of the media resources’ lp and hp (Tang et al., 2014).
Figure 4 shows a comparison between the response times of common method (which was

talked in Section 3) and the proposed method with optimization based on the communication
latencies between the nodes and energy efficiency policies. It is vividly seen that latency
optimized method (which we will call LO) has the best response time rather than standard
and EELO (energy efficient and latency optimized). In standard resource allocation, the
common method (Section 3) is implemented, in which the tasks come into the system and are
executed normally. In this way, latencies between the nodes are waivered. For example,
when resource agent is allocating a resource to the applicant, it does not consider the factor
of latencies. So it might choose a resource with a high level of latency to be allocated to
applicant. It will cause longer response times. So the basic strategy is to let the resource agent
to know about the latencies among the nodes of resources and applicants. Then, it can
include the factor of latencies to make decisions about choosing the resources for allocation.
This advantage improves the response times, especially in the case of increasing the tasks.
Finally, the EELO is located between the standard and LO. It is because of the energy
efficiency strategy. As we saw, the price of resources is changed to lead to smaller number of
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physical machines to be switched on. This issue has a trade-off with plain latency
optimization. According to Figure 5, it is clear that the energy consumption has an
impressive abatement in EELO. Results indicate a maximum of 79.2 per cent and minimum
of 16.8 per cent energy saving in the workload range of our experiments. On the other hand,
the maximum reported improvement is 29.3 per cent for LO in the task number � 1,000 and
21.4 per cent for EELO at the point task number � 840. Figure 6 shows the effect of different
values of  and � on the number of powered on machines. In Figure 6(a), the moving average
of machines is depicted. It almost shows that with increasing the values of pitch variables 
and �, the number of powered on machines will be decreased. To clarify this issue, the
logarithmic trendline of number of machines is shown in Figure 6(b). Experimental results
show the reverse relationship of  and � with the number of physical machines that are
powered on.
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6. Discussion and conclusion
The impact of communication latencies on total performance of Cloud systems encouraged
us to optimize the media resource allocation for improving the overall performance. Almost
in all distributed systems, the common way is to count the resource allocation as a duty of
resource agent. Both resources and applicants calculate their prices and budgets and send it
to the resource agent. Resource agent then makes the decision to allocate the most
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appropriate resource to the best applicant. Because of it, resource agent constructs the matrix
P (as in Section 3) based on the prices and budgets. Optimization of P can lead to better
performance. In our method, we attempted to do the optimizations to achieve two general
goals. Our first heuristic was for choosing the resources with the least latencies in
communication with applicant node. Because of this, we considered a table in resource agent
that holds the history of the resource allocation bindings with their average latencies. At
first, this table has no record, and after each allocation, a record is added or updated. For next
allocations, the values of latency impact will be taken into account for making decision.
Accordingly, Matrix FP is constructed where FPij(t) is the possibility of resource rj to be
allocated to applicant ti. This value is obtained from matrix P and the average latencies of
previous allocations. On the other hand, this method was potent to detect the failure of
resources by measuring the latency of communications; which is an important point for the
other issues like migration, resource replication and fault-tolerance. The second heuristic
was about the energy efficiency, so that we established policies for calculating the price of
resources to consolidate the allocated resources on smaller number of physical machines. In
this way, some of the machines could be turned off, because they were not in use. For the
evaluation of the proposed method, average response time was considered as a metric.
Results indicate the better response time rather than standard method, especially by
increasing the number of tasks and passing time. Besides, monitoring the energy
consumption of the system indicated an acceptable amount of saving energy. Our method
presented a centralized resource agent. As it is seen in other centralized solutions, proposed
method suffers from the limitations of centralization, like bottle neck. But the
implementation of distributed resource agent is postponed to future work. As the last notion,
there are still vacant positions for future studies on the methods of resource consolidation,
heuristics for distributing the resource agent, taking the live virtual machine migration into
account for dynamic resource allocation, etc.

Conflict of interest statement: The authors declare that there is no conflict of interests
regarding the publication of this article.
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