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Abstract
Purpose – The purpose of this study was to identify to identify reasons for the lack of protest against
dragnet surveillance in the UK. As part of this investigation, a study was carried out to gauge the
understanding of “privacy” and “confidentiality” by the well-informed.
Design/methodology/approach – To perform a best-case study, the authors identified a group of
well-informed participants in terms of security. To gain insights into their privacy-related mental
models, they were asked first to define the three core terms and then to identify the scenarios. Then, the
participants were provided with privacy-related scenarios and were asked to demonstrate their
understanding by classifying the scenarios and identifying violations.
Findings – Although the participants were mostly able to identify privacy and confidentiality
scenarios, they experienced difficulties in articulating the actual meaning of the terms privacy,
confidentiality and security.
Research limitations/implications – There were a limited number of participants, yet the findings
are interesting and justify further investigation. The implications, even of this initial study, are
significant in that if citizens’ privacy rights are being violated and they did not seem to know how to
protest this and if indeed they had the desire to do so.
Practical implications – Had the citizens understood the meaning of privacy, and their ancient right
thereto, which is enshrined in law, their response to the Snowden revelations about ongoing wide-scale
surveillance might well have been more strident and insistent.
Originality/value – People in the UK, where this study was carried out, do not seem to protest the
privacy invasion effected by dragnet surveillance with any verve. The authors identify a number of
possible reasons for this from the literature. One possible explanation is that people do not understand
privacy. Thus, this study posits that privacy is unusual in that understanding does not seem to align
with the ability to articulate the rights to privacy and their disapproval of such widespread surveillance.
This seems to make protests unlikely.
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1. Introduction
Privacy is a human right in Europe, and the UK is a signatory of the European
Convention of Human Rights. Article 8 of the Convention states (European Convention,
2012): Right to respect for private and family life:

(1) Everyone has the right to respect for his private and family life, his home and his
correspondence.

(2) There shall be no interference by a public authority with the exercise of this right
except such as is in accordance with the law and is necessary in a democratic society
in the interests of national security, public safety or the economic well-being of the
country, for the prevention of disorder or crime, for the protection of health or morals,
or for the protection of the rights and freedoms of others.

The Snowden revelations about mass surveillance ought, then, to have been greeted
with expressions of outrage. The response has, in reality, been muted (Paramaguru,
2013; Motherboard, 2014). We would have expected to see numerous letters to the press,
online petitions and sanctions from the UK Government. However, we did not notice any
of these things happening.

Privacy researchers, on the other hand, are concerned about computer users
divulging too much information (Barnes, 2006), not appreciating or valuing their
personal information and giving it away unthinkingly, thereby unwittingly sacrificing
their personal privacy (Norberg et al., 2007). The lack of outrage from the general public
seems to confirm that people do not realise how their privacy is being violated, or,
perhaps, there is another reason. The message actively promoted by intelligence
agencies is that privacy needs to be sacrificed for the state to be able to protect citizens
from harm (Best et al., 2006; Manningham-Buller, 2012). Have people accepted this
compromise to feel safe and secure?

It is instructive to look at the searches carried out on Google to assess public concern
and interest. Table I shows the results of a Google News Archive query for co-located
terms since the Snowden leaks in December 2014. It is interesting that “privacy” and
“security” are most often searched for together, as are “privacy violation” and “security”.
It seems as if the public has indeed been persuaded that these two concepts are
interrelated. A search for the emotive term “sacrifice” together with “privacy” and
“security” for the same time period delivers only three results, and there were no
searches for National Security Agency (NSA) and “protect” or for NSA and “prevent
tracking”, which seems rather strange.

Table I shows the number of searches but not trends over time. We can get a better
impression of concern levels over time by checking whether the UK public searched for
these terms before and after the revelations. Figure 1 shows the result of a Google
Trends query of searches made in the UK for the words “privacy”, “NSA” and
“Snowden”. The top line reflects searches related to privacy and shows a slight

Table I.
Google News

Archive search (UK
only) for these co-

located terms

Period
1/5/2013-28/2/2014 NSA GCHQ Confidential Secret Security Snowden

Privacy/Private 4240/2360 2020/421 2930/1360 53600/13500 65300/20900 3730/982
Privacy violation 9 10 9 8 1410 215
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downward trend since 2004. The middle and bottom lines reflect the number of searches
for “NSA” and “Snowden”. The peaks reflect public interest that occurred just after the
leaks.

The interesting aspect of this graph is that there was no corresponding peak in
searches related to “privacy”. This might mean that although they registered that their
government was tracking them, they did not make the mental connection to their own
privacy being violated by these actions.

Preibusch (2015) examined immediate effects of the revelations and says: “I found no
sustained growth in the user base of privacy-enhancing technologies” (p. 48) and “The
continued reporting on state surveillance by the media contrasts with the public’s
quickly faded interest” (p. 50). Richter (2014) carried out an investigation into how
internet users, as a whole, reacted to Snowden’s revelations. He published the graph,
shown in Figure 2, to demonstrate how people changed their behaviours.

Google’s archives suggest that the NSA’s actions excited interest, but surprisingly,
people generally did not seem to link this to privacy or to violations thereof or at least did
not search for these terms more often. This is curious, to say the least. The Richter (2014)
chart shows changes in behaviour but does not suggest that people decided to protest.
What one does observe is an increase in protective behaviours?

Figure 1.
Created using
google.com/trends –
December 2014

Figure 2.
How internet users
adapted after
Snowden revelations
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What about the actual protests? A Google News Archive search for surveillance and
protest from 20 May 2013, when the revelations first broke, to December 2014,
constrained to the UK, delivers a number of results. Many of these report protests in the
USA. However, two UK-specific news reports about public protests in the aftermath of
the Snowden revelations appear on the first page. The first, titled “Low-key GCHQ
protest over surveillance case under way” (BBC, 2014), reports that protesters were
outnumbered by officers and media representatives. A follow-up protest, outside GCHQ,
is titled “GCHQ privacy protest descends into urine drinking after low turnout”
(Merriman, 2014). This reports fewer than 100 attendees. A large-scale protest would
surely generate a larger number of news reports than we found, and we have to conclude
that the Snowden revelations did not lead to any significant level of protest in the UK.

The literature tells us that people generally engage in protest action because they feel
aggrieved (Berkowitz, 1972; Gurr, 1970; Lind and Tyler, 1988 as cited by Klandermans
and De Weerd, 2000). The Oxford English Dictionary defines a grievance as: “A real or
imagined cause for complaint, especially unfair treatment”. If feeling aggrieved leads to
action, does that mean that the UK public does not feel aggrieved? Klandermans and
Oegema (1987) proffer a four-stage process which leads to protest, the first of which is
that people need to sympathise with the cause and the second that they themselves are
targeted – any protest that ensues requires these two stages to occur first. Being in
sympathy suggests an understanding of the source of a grievance, and being targeted
suggests that the person him or herself is affected. A protest cannot occur without both
of these preconditions. Other factors predicating protest are mentioned in the literature,
and we will explore these later in the discussion section. For now, we want to focus on
the formulation of a grievance.

Consider the first possibility: a lack of understanding. Privacy is undoubtedly a
nebulous concept, and it is possible that the public does not fully comprehend the
implications of the surveillance or realise that they themselves were likely to be targeted
(Margulis, 1977). The second possibility is that they did understand that their privacy
had been routinely and gratuitously violated, but because of media coverage and
fear-inducing messages from intelligence bodies, they have been persuaded that
security and privacy are mutually exclusive, and that they have to sacrifice privacy if
they want to be secure (Koerner, 2014).

We, thus, surveyed a class of final-year bachelor’s and master’s students taking a
security-related course. Although they were not explicitly taught the meaning of these
terms, we considered that they ought to be more aware of their meaning than the general
population. What we wanted to find out was whether educated students with an interest
in security understood privacy and confidentiality concepts well enough to articulate
and apply the principles. If even those interested in security, and well educated, did not
have this understanding, then this would point to a more general lack of understanding
and might explain the lack of protest. If, on the other hand, they did have good mental
models of privacy and confidentiality, then we have to spread the net wider to
understand the apparent apathy of UK citizens.

In summary, we discovered that our participants did indeed have an
understanding of privacy and confidentiality such that they could categorise related
scenarios correctly most of the time. On the other hand, they were not able to
verbalise their understanding in the form of definitions and sometimes defined one
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term in terms of the other. We report on their responses in Section 4 and discuss our
findings in Section 5. Section 6 concludes.

2. Related work
2.1 Knowledge
For many years the field of information security has demonstrated a strong belief in the
power of knowledge, i.e. that a lack of knowledge is responsible for sub-optimal
behaviours. For example, Albrechtsen (2007) points to a lack of knowledge and
motivation to explain why users do not behave securely. Stanton et al. (2005), too, end
their paper by reporting on an investigation into end-user behaviours by saying
“organizations can help to ensure that workers have the motivation and knowledge to
follow the policies that the organization sets to promote its security agenda”. This is an
abiding theme in many publications in this research area. There is an implicit
assumption that giving people the knowledge they need will automatically lead to the
desired behaviour. If we apply this to the privacy arena, this should mean that if people
understand their privacy rights, and are attuned to violations, they will then stand up for
these and protest violations. Lately, some researchers have started to query the
assumption that knowledge will automatically lead to action (Furnell, 2005; Renaud,
2012; Renaud and Goucher, 2014). These researchers do not claim that knowledge is
unimportant, only that it is not sufficient to lead to action on its own. This paper seeks
to contribute towards this debate in the privacy arena.

2.2 Mental models
People’s understanding of complex concepts is encoded within their mental models. So,
to assess understanding, we tried to gain insight into these mental models. Mental
models have been studied in several other security and privacy critical contexts, such as
in the context of online behavioural advertisements (Ur et al., 2012); anonymous
credentials (Wästlund et al., 2012); photo sharing (Cunningham and Masoodian, 2010);
internet use (Furnell et al., 2007); firewalls (Raja et al., 2011); security warnings
(Bravo-Lillo et al., 2011); end-to-end verifiable electronic voting (Olembo et al., 2013); and
mobile security (Benenson et al., 2012). Wash (2010) studied mental models in security in
general, as well as Camp (2009). An overview of mental model-related research in
human-centred security and privacy is presented by Volkamer and Renaud (2013). In the
field of information security, many studies have reported flawed or incomplete end-user
mental models, leading to a poor understanding of threats and consequences. The main
motivation for most of the researchers was to use mental models to base security and/or
privacy communication on their new insights, be it in terms of awareness, education or
improved interfaces. Our focus here is on privacy-related mental models in general to
understand inaction in the face of revelations that should, at least in some citizens, have
excited outrage.

Many methods for assessing mental models in this context have been proposed
(Volkamer and Renaud, 2013). Some have used interviews; others ask people to depict
their understanding in a drawing. We decided to use an explorative approach: first we
asked the participants to define the terms, and then, on the flip side of the paper, we
asked them to identify particular scenarios as being privacy, confidentiality or security
violations. In doing this, we did not merely test the bottom levels of Bloom’s pyramid
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(Anderson et al., 2001), the ability to remember, we also required them to understand and
apply their knowledge in a given context.

2.3 The terms confidentiality and privacy
The ISO/IEC 27001 (2013) definition of confidentiality is: “that information is not made
available or disclosed to unauthorized individuals, entities, or processes”. The ISO/IEC
29100 (2011) provides a definition of the privacy principle: “specific choices made by a
personally identifiable information (PII) principal about how their PII should be
processed for a particular purpose”.

Despite these standards, a number of other understandings of privacy and
confidentiality manifest in the literature, especially where the man and woman in the
street are likely to look.

For example, online dictionaries do not do a particularly good job of distinguishing
between these terms: confidentiality and privacy. Meriam-Webster describes
confidentiality as “secret or private” and privacy as “freedom from unauthorized
intrusion” and “secrecy”. The Oxford English Dictionary defines privacy as “a state in
which one is not observed or disturbed by other people”. Collins defines confidentiality
as “spoken, written, or given in confidence; secret; private” and privacy as “not widely or
publicly known” and “confidential”.

Definitions of privacy are also frequently discussed in literature on ethics and law.
For example, DeCew (1997) points out that if privacy is “not having others possess
certain information”, then this is equivalent to secrecy, but argues that information may
be secret but not private (e.g. military strategies). Later, DeCew (1997) comments that if
your phone was tapped and someone heard you ordering pizza, one would say that your
privacy had been breached, yet the information is not necessarily secret. Many people
unsurprisingly conflate privacy and confidentiality, probably because the information
being protected is personal and sensitive in both cases. These are very different concepts
because of who controls the information. Privacy, we will argue, is related to a person
having the right to control his or her own information. Winslade and Ross (1985) provide
a detailed analysis of privacy perceptions from different academic areas, including
psychology, economics and philosophy. They concur that privacy is essentially bound
up with choice, denoting an individual’s right to divulge, or to grant access to,
information or their own bodies.

Privacy and security are often mentioned together, as if they are somehow impossible
to separate. McDaniel and McLaughlin (2009) talk about the challenges introduced by
smart meters in the national grid and use the phrase “privacy and security” as a unit
throughout the paper. They suggest that correct implementation of security will ensure
that customer privacy is not violated. If one searches the academic literature, it seems
that this is a common trend (Di Pietro and Mancini, 2003; Dourish and Anderson, 2006;
Mather et al., 2009). Even Internet Service Provider (ISPs) seem to follow this trend.
Newman (2014) reports on a leak at Comcast and quotes the email provider as saying
“[…] We take our customers’ privacy and security very seriously […]”.

Although privacy and security are often used together, as a mantra, some
publications appear to use the terms “privacy” and “confidentiality” interchangeably.
For example, Acquisti et al. (2006) state:

A common motivation for organizations to invest in information security is to safeguard their
confidential data as well as their customers’ personal information. Over the past few years,
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privacy incidents have been announced frequently enough to question whether organizations
have the necessary incentives to safeguard consumer information.

In the first sentence, the word “confidential” is used to refer to their own data, but when
they talk about breaches related to customer data, it becomes “privacy”. Yet, if one
considers the legal definitions of these words, it seems that the word “confidentiality”
should have been used in the second sentence. Yet, other publications use the words
privacy and confidentiality as a pair, sometimes even joining them with a hyphen
(Singer et al., 2003; Rothstein, 1997; Olsen and Sabin, 2003). The media also does this.
Gye and Evans (2014), reporting on police sneaking a peek at the official database to spy
on ex-partners, quote Khan, the Chief Executive of Victim Support, as saying: “Victims
rightly expect that their privacy and the information they give will be respected when
they report a crime”. Once again, the term “privacy” is used instead of the correct term:
“confidentiality”.

In the research literature, confidentiality refers to the duty of a third party, someone
to whom a person has divulged something (Winslade and Ross, 1985). Such a third
person has a duty to keep the information confidential (Anderlik and Rothstein, 2001),
and this obligation is often enforced by law if the party is an organisation, especially
within the European Union. Reston and Sherrer (1973) define confidentiality as a
promise made by a therapist to their client about unauthorised disclosure of
information. Although this relates specifically to a client/therapist relationship, a
similar definition can be seen in computing science with regards to confidentiality
policies in information systems. For example, Biskup and Weibert (2004) discuss
confidentiality as the need to disclose certain information to only a subgroup of users
and note that this can be achieved by access control or information flow control. It seems
that where confidentiality is defined, it can be more cohesive, but, as discussed
previously, it is often conflated with privacy.

To summarise, our review of literature leads us to conclude that privacy is “the right
to decide what to divulge, and who to grant access to”, the key here being the element of
choice. Confidentiality, on the other hand, is a related but different concept which
involves private information being divulged to a third party who has “a duty of care to
protect this information and only allow access to those who have the right thereto”.

3. Survey
We conducted a study to find out how well educated students understand privacy and
confidentiality. We formulated a number of survey questions to evaluate the mental
models of the related concepts. In setting up our survey, we were immediately
confronted by the haziness of the definitions. The literature review revealed no one
cohesive definition for privacy and confidentiality. Furthermore, security, which we did
not ask them to define, is “the state of being free from danger or threat”. We include this
definition here, because we anticipated, based on the literature review, that our
respondents might conflate security and privacy, so we want to be clear about what our
understanding of security is. Figure 3 depicts privacy and confidentiality and their
relationship.

We surveyed 46 students taking a Cyber Security course in 2014. This sample was
chosen because these individuals can be expected to be well versed in the meaning of
these concepts (the Cyber Security course is essentially a course about cryptography
and the technical aspects of security).
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The participants were asked to provide a definition for the terms, and, then, on the
flip side of the page, they were presented with 15 scenarios for categorisation. These 15
scenarios, with the expected classification (based on extracting commonalities and
removing conflicting concepts from the literature), are:

(1) Someone in your family finds and reads your diary (privacy violation, as the
word “finds” suggests that access was not granted).

(2) You are forced to go through a full body scanner at the airport that reveals your
body under your clothes (Privacy violation; the element of choice has been
removed, as one has already invested money and time into this flight, and you
are unlikely to refuse and, thus, be refused permission to fly).

(3) You are patted down by someone of the opposite gender at an airport (privacy
violation, as one does not really have the right to decide; the same reason as the
previous scenario).

(4) The NSA read your e-mails (on the network; privacy violation, as access was not
granted).

(5) Paparazzi take photos of a famous individual in his or her own home through the
windows (privacy violation, as we assume that access was not granted).

(6) Someone breaks into your house and steals your laptop with all your personal
files on it (security violation, as we assume that this constitutes a failure of your
household security).

(7) A mugger steals your smartphone from you. You have not set up a PIN or
password protection on your phone (lack of personal security measures, as PINs
etc. are not in place).

(8) Someone steals your identity and uses it to get a credit card (security violation,
as someone compromised the mechanisms that protected the ID).

(9) Someone clones your credit card and runs up charges on your bill (security
violation, as the anti-cloning mechanism has been compromised).

(10) Your neighbour is a nurse. She looks up details about your health while she is at
work (to snoop on you; confidentiality violation, as curators are supposed to
ensure that access is restricted to those who have been authorised to access).

(11) A government minister loses a laptop with details about your name, phone
number and address on it (confidentiality violation, as the minister is supposed
to protect this information).

Figure 3.
Depicting privacy

and confidentiality
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(12) Google analyses your e-mails to target advertising more intelligently
(confidentiality violation unless you know that you granted access when you
signed up).

(13) A counsellor uses details of sessions with clients as examples on their website
(confidentiality violation).

(14) The UK’s National Health Service sells your health data (anonymised) without
your permission (confidentiality violation, as they have the legal responsibility
to keep the data confidential and did not explicitly ask for your permission to
share your data)[1].

(15) A local nightclub requires you to provide them with your fingerprint to gain
access (none, as the clubber has the choice not to enter the club without loss, and
other clubs are available).

We included security scenarios to see whether the participants were able to distinguish
these from privacy and confidentiality. Thus, in total we had: five privacy scenarios,
four security scenarios, five confidentiality scenarios, and one scenario which we
believed to be a non-issue. We are aware that the reader might not fully agree with our
classification. This already confirms the fuzzy boundaries between these concepts.

4. Results – analysis
We coded the definitions and grouped these into themes – first independently then
agreeing on one coding after a discussion between the researchers. In this study, 8 of the
participants produced two incorrect definitions, whereas 12 produced two correct
definitions. There were clear indications of confusion between individual definitions
with similar semantics being used to define different terms by the same participant
(Table II). In the following sub-sections, we report the themes that emerged from the
definitions. Note that we will not be reporting quantitative data with respect to themes,
as this is a mental models study, with all themes being equally important. We will,
however, give an indication of the percentage of correct definitions overall.

4.1 Privacy definitions
A total of 21 codes emerged, with about one-fifth of definitions judged correct. The most
frequent themes were “keeping information from others without sharing”, which sounds
more like secrecy, and “choice of disclosure of information”, which does not include
access to our persons as well. In those definitions that included the theme of “choice”,
there was mention of retaining the information unless they chose to disclose it, whereas
the other theme specifically mentioned not sharing information. There were two
mentions of the “right to be left alone” (Galvez-Cruz, 2009).

The most prominent themes repeat the key proposition by Winslade and Ross (1985) that
privacy is bound in choice: the right to divulge information. However, there were some
disparate themes, such as the collection, storage and use of information by others, which

Table II.
Definitions using
similar semantics

Confidentiality Security Private, i.e. circular definition

Privacy 7 2 10
Confidentiality 11 4

ICS
24,4

408

D
ow

nl
oa

de
d 

by
 T

A
SH

K
E

N
T

 U
N

IV
E

R
SI

T
Y

 O
F 

IN
FO

R
M

A
T

IO
N

 T
E

C
H

N
O

L
O

G
IE

S 
A

t 2
0:

45
 0

7 
N

ov
em

be
r 

20
16

 (
PT

)



align more with the concept of confidentiality. One theme was related more too physical
privacy – “the right to do what you like in your own personal space and time”. There were
eight mentions of “Safe and Secret”, which arguably conflates privacy with security.

One comment mentioned “dependent on context and subjective”. Similarly, the same
respondent noted that he believed privacy concerned individuals and not organisations.
Although we agree with these comments, the aim was to construct a dictionary-like
definition; as such, it was difficult to incorporate these comments.

4.2 Confidentiality definitions
A total of 20 codes emerged from the provided definitions, with about half judged
partially correct. The most frequent theme was “restricted access” and “permitted
entities not sharing or sharing only when necessary”. They did not talk about the
curator having a responsibility to secure the information. The restricted access theme
was established from comments that concerned control of access, echoing the discussion
of confidentiality by Biskup and Weibert (2004).

The theme of permitted entities not sharing information (or sharing only when necessary)
included comments about providing information to entities who then either do not share the
information or share it only under certain circumstances. The latter was only mentioned by
one respondent. Hence, 21 of the 22 occurrences of the theme relate to permitted entities
practicing non-disclosure. This theme echoes the non-disclosure in Reston and Sherrer
(1973), though it is not restricted to a psychiatrist/client scenario. The remaining themes
were much less frequent. There were themes that had occurred in or were related to secrets,
safety, security of information and privacy, which confirms the confusion between terms.

4.3 Results – scenarios
For two scenarios, the majority differed from our categorisations: Scenarios 12 and 15.
Scenario 12 concerned Google analysing e-mails for targeted advertising and was
categorised as a privacy instead of a confidentiality issue. Scenario 15 (our contentious
scenario) concerned the gathering of fingerprints for entry into a nightclub and
was categorised as a privacy issue by the majority. The subtle difference that we believe is
missed here by the students is the element of choice, which makes this scenario a non-issue.

Scenario 9 (credit card cloning) received 100 per cent of votes for a single
categorisation. Most scenarios received a clear majority (at least twice as many votes as
the next highest). However, one was close – Scenario 3. Scenario 3 concerned being
patted down by a member of the opposite gender at the airport: this won by a majority
of 22, but 18 believed this to be a non-issue. Also, security was indeed conflated with
privacy in Scenario 2, and privacy was conflated with confidentiality in Scenario 4.

5. Discussion and protests
Our study reveals a relatively good understanding, by the participants, of what
confidentiality and privacy actually mean in a particular context. This suggests that the
majority of the participants had correct mental models and could apply those to given
scenarios. Laufer and Wolfe (1977) explain that “Individuals’ concepts of privacy are tied to
concrete situations in everyday life” (p.22). So, given a scenario, they can be expected to
identify privacy and confidentiality invasions correctly. Hence, according to Klandermans
and Oegema’s (1987) model, they should be able to sympathise with and understand the
implications of wide-scale surveillance and the fact that they themselves could be targeted.
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On the other hand, our participants experienced difficulty articulating their
understanding. They often conflated the terms in their definitions. Gross (1967)
described this conundrum very well: “Without difficulty we regularly recognise those
situations in which a violation of privacy is threatened or accomplished, yet stumble
when trying to make clear what privacy is”. Almost 50 years later, our students manifest
the same difficulty as that expressed by Gross himself.

Gross (1967) quotes Hart (1954), who says: “We can know yet not understand”. This
seems to conflict with Bloom’s suggestion that we need to understand first before we can
apply knowledge (Anderson et al., 2001). Privacy is perhaps a concept that does not fit
into the usual mould. Given this difficulty, two points need to be made:

• First is to question whether the participants really understood the concepts or
were merely able to recognise the scenarios, which Laufer and Wolfe (1977)
suggest is innate.

• Second is whether they would be able to argue coherently against privacy
invasions or be able to demand that their privacy be respected, given their
difficulty in formulating definitions.

We do not have answers to these questions, but our findings might well identify
something that deters protest. The general public, who generally do not have the
advantages of a security-specific education, are probably even less likely to be able to
argue for their privacy rights.

Other factors might also have deterred protest. Here, we review a non-exhaustive
selection, which seeks merely to give a flavour of the complexity of the decision process.
We wish to highlight the fact that knowledge and understanding of the principles of
privacy does not automatically lead to action.

McCarthy and Zald (1977) suggest that, sometimes, people do not protest because
they lack the resources to do so. The UK embraces the principles of democratic protest,
so there was no legal or societal deterrent, but perhaps, the resource required in this case
is an ability to argue coherently to demand their privacy rights, and this does not seem
to come easily to them, at least not to our participants.

Klandermans and De Weerd (2000) argue that aggrieved people will protest when
they have a collective identity with others who share their sense of being treated
unfairly. Could there be a lack of collective identity? Does the British public no longer
feel a common identity with other residents? Palmer (2012) suggests that there are hard
lines between ethnic groups in the UK, and Jaspal (2009) argues that people get their
identity from their language. With the UK of 2015 being a multicultural and multilingual
society, perhaps, people no longer feel that they share a common identity with others
such that they consider that others are likely to share their sense of being aggrieved.
This is clearly a topic for political and social scientists to explore.

Van Stekelenburg and Klandermans (2013) explain that, sometimes, people do not
protest because they feel cynical about their politicians and do not feel that it will have any
effect – that their protests will lack efficacy. They argue that “the more effective an
individual believes protest participation is, the more likely he/she is to participate” (p. 3).
This explanation might hold water in the UK, with the electorate sending a clear
message to the government in the recent European elections in England, when United
Kingdom Independence Party (UKIP) unexpectedly gained a majority (Wintour and
Watt, 2014). Kettle (2006) claims that the British have become mistrustful of their
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government and explores reasons why this should be so. These reasons are not relevant
here, only the fact that many in Britain seem not to trust their politicians.

It also seems pertinent to mention the British acceptance of the widespread
deployment of CCTV, even though it does not make them feel safer (Ditton, 2000). The
UK has more CCTV cameras per head than any other nation on earth. Its citizens have,
thus, become habituated to the idea of surveillance. As they have not objected to the
CCTV cameras all over their cities, why would they object now? According to Abelson
(1968), humans have a strong desire for consistency, and it might cause a feeling of
cognitive dissonance (Festinger, 1962) to complain about surveillance of one type when
they have meekly accepted another type of surveillance.

It seems likely that any or all of these explanations, or others that we have not
included, contribute towards the apparent apathy of the British public in the face of
dragnet surveillance (Figure 4). Note that knowledge and understanding are not
considered a causative, contrary to intuition, given what is argued by Laufer and Wolfe
(1977) and expressed so eloquently by Gross (1967). We seem to know when our privacy
is being invaded: it is not something that needs to be taught. Also note that we do not
mean to suggest that only one explanation might deter the UK public from protesting; it
might well be a combination of more than one in reality.

The upshot is that with this variety of detours, and subsequent inaction by the electorate,
the erosion of our privacy rights will continue unabated and also lead to subsequent
generations having fewer privacy expectations. What they will learn to expect is what they
experience, and the activities of bodies such as the NSA will no longer seem a privacy
violation, but a matter of course. That will be a sad day when we realise that we have given
up something priceless, privacy, for something unattainable, security (Solove, 2011).

As privacy researchers, we consider that privacy is worth protecting, yet we
acknowledge that others might not share our perspective. Some may feel that privacy is an
outmoded expectation in the twenty-first century (Rauhofer, 2008). They may accept the
invasions that dragnet surveillance constitutes as something inevitable, a natural
consequence of the march of technological progress (Sturges, 2005). Some might consider
complete disclosure a natural price to be paid for the benefits we gain from ubiquitous
connectivity. We have suggested a number of explanations for a lack of protest, and this
perspective must also be acknowledged.

Figure 4.
To protest, or not to

protest, that is the
question
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6. Conclusions and future work
We set out to explore whether the lack of a response to the Snowden revelations could be
traced to a lack of understanding of privacy. Most of our informed participants seemed
to understand what the term meant and were able to classify scenarios, but it seems that
this understanding was largely subconscious or tacit. When asked to verbalise their
understanding, they conflated privacy, confidentiality and security, displaying some
difficulty in expressing their understanding of the concepts in a coherent definition.

As understanding of the terms is clearly not the whole story, other explanations for the
lack of outrage were advanced, including mining the rich social science literature in this
respect. Whatever the combination of factors that has led to a lack of protest, it seems
important for us to inform the upcoming generation of the meaning of privacy and their
privacy rights, enshrined in EU law. First, we need to ensure that people understand how
they can be tracked and subjected to surveillance, that they have the requisite knowledge.
Then, we need to act to help them to articulate their concerns, if indeed this does concern
them, so that they can insist upon their rights and protest when these are violated.

Note
1. It may seem that anonymisation ensures confidentiality, but many researchers believe that

the anonymisation techniques are not as effective as they should be (Kalra et al., 2006).
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