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Abstract
Purpose – The quality and quantity of data are vital for the effectiveness of problem solving.
Nowadays, big data analytics, which require managing an immense amount of data rapidly, has
attracted more and more attention. It is a new research area in the field of information processing
techniques. It faces the big challenges and difficulties of a large amount of data, high dimensionality,
and dynamical change of data. However, such issues might be addressed with the help from other
research fields, e.g., swarm intelligence (SI), which is a collection of nature-inspired searching
techniques. The paper aims to discuss these issues.
Design/methodology/approach – In this paper, the potential application of SI in big data analytics
is analyzed. The correspondence and association between big data analytics and SI techniques are
discussed. As an example of the application of the SI algorithms in the big data processing, a
commodity routing system in a port in China is introduced. Another example is the economic load
dispatch problem in the planning of a modern power system.
Findings – The characteristics of big data include volume, variety, velocity, veracity, and value. In the
SI algorithms, these features can be, respectively, represented as large scale, high dimensions,
dynamical, noise/surrogates, and fitness/objective problems, which have been effectively solved.
Research limitations/implications – In current research, the example problem of the port is
formulated but not solved yet given the ongoing nature of the project. The example could be understood as
advanced IT or data processing technology, however, its underlying mechanism could be the SI algorithms.
This paper is the first step in the research to utilize the SI algorithm to a big data analytics problem. The
future research will compare the performance of the method and fit it in a dynamic real system.
Originality/value – Based on the combination of SI and data mining techniques, the authors can
have a better understanding of the big data analytics problems, and design more effective algorithms
to solve real-world big data analytical problems.
Keywords Evolutionary computation, Optimization, Data mining, Big data, Swarm intelligence,
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1. Introduction
In the traditional decision making or statistical analytics, the results are obtained based
on the analysis of the samples from a small data set. The analysis bias or ridiculous
coincidence may occur due to the choices of samples. In other words, the partial and
insufficient information from a small data set may produce wrong or biased analytical
results. The quality and quantity of data are vital for the effectiveness of problem
solving. The more data we obtain, the more clear structure of a problem can be
observed and thus the more accurate analysis can be made to solve the problem.

Nowadays, the big data analytics has attracted more and more researchers’
attentions (Alexander et al., 2011). The big data is defined as the data set whose size is
beyond the processing ability of typical database or computers. Four elements are
emphasized in the definition, which are capture, storage, management, and analysis
(Manyika et al., 2011). The focus of the four elements is the last stage, the big data
analytics, which is automatically extracting knowledge from a large amount of data.
It can be seen as the mining or processing of the massive data, and thus useful
information could be retrieved from the large data set (Rajaraman et al., 2012).
The traditional methods for data analysis are based on the mathematical models of the
problems first and then see if the data fit the models. With the growth of the variety of
timely data, these mathematical models may be ineffective in solving problems.
The paradigm should shift from the model-driven to the data-driven approach.
The data-driven approach not only focusses on predicting what is going to happen, but
also concentrates on what is happening right now and further getting ready for the
future events.

The data-driven-analytics problem is hard to solve since there are several obstacles
to overcome. The first obstacle is how to handle the massive amount of high-
dimensional data rapidly. The dimensionality of data affects the performance of
algorithms. Many algorithms suffer from the curse of dimensionality, which implies
that their performance deteriorates quickly as the dimension of the search space
increases (Hastie et al., 2009; Domingos, 2012; Donoho, 2000). The big data analytics
also suffers from this problem where the large scale data will be processed in a limited
time with a reasonably good performance.

The second obstacle is the velocity of data, which means the rapid change of the
data content. Since the content of the big data keeps increasing over time, the targets of
big data analytics also need to change with time. The variety of data, coming from
different sources with different types, is the third obstacle. Sometimes, the different
types of unstructured data need to be pre-processed to semi-structured and/or
structured data before the analytics. In many cases, multiple objectives need to be
achieved simultaneously in these large data sets. The majority of traditional methods
can only work with continuous and differentiable functions, and have to perform a
series of separate runs to satisfy different objectives (Coello et al., 2007). Thus, there is a
need for further study to crack the multiple objective problems with less restriction on
the objective functions.

The big data analytics is a relatively new research field in information processing;
however, the problems faced by the big data analytics might be addressed with the
help from other research fields, such as swarm intelligence (SI). SI is a set of search and
optimization techniques (Kennedy et al., 2001; Dorigo and Stutzle, 2004; Eberhart and
Shi, 2007). There is no complex mathematical model in SI. The algorithm is updated
based on few iterative rules and the evaluation of solution samples. Different from
traditional single-point-based algorithms such as hill-climbing algorithms, each SI
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algorithm is a population-based algorithm, which consists of a set of points (population
of individuals). Each individual represents a potential solution to the problem being
optimized. The population of individuals is expected to have high tendency to move
toward better and better solution areas with iterations over iterations through
cooperation and/or competition among themselves.

In this paper, the association between big data analytics and SI techniques is
discussed. The potential application of the SI in the big data analytics is analyzed and
vice versa. The big data analytics problems are divided into four elements: handling a
large amount of data, handling high-dimensional data, handling dynamical data, and
multiobjective optimization. Most real-world big data problems can be modeled as a
large scale, dynamical, and multiobjective problem where SI has demonstrated great
success. With the SI, more effective methods can be designed and applied in the big
data analytical problems.

This paper is organized as follows. Section 2 reviews the basic concepts of big data
analytics, which include the data classification and data clustering. Section 3
introduces the SI methods. The potential use of SI in the big data analytics problems is
discussed in Section 4. An application of big data analytics – the commodity routing
system is briefly introduced in Section 5, followed by conclusions in Section 6.

2. Big data analytics
The data set of the big data cannot be handled by typical relational or object-oriented
database, normal computers, or traditional desktop application software. It needs huge
parallel processing power of computer clusters. Mostly the big data processing is based
on a nonlinear system whose behavior sometimes appears to be unpredictable or
counterintuitive. For a linear system, it satisfies the superposition principle – the
additivity and homogeneity properties as below:

f x1þx2þ . . .ð Þ ¼ f x1ð Þþ f x2ð Þþ . . .

f axð Þ ¼ af xð Þ for scalar a

Unlike a linear system, the output of a nonlinear system is not directly proportional to
the input. It needs to use the data from multiple sources with multiple dimensions, so it
looks like chaotic and random, but actually it is not always random and some hidden
knowledge can be discovered.

Five important aspects of big data, which begin with character “V,” are emphasized
in big data analytics. These aspects include volume, variety, velocity, veracity, and
value. These five aspects represent the different difficulties in analyzing the big data.
The details of five aspects are as follow:

(1) volume: a large amount of data;

(2) variety: the range of data types and sources;

(3) velocity: the speed of data changes;

(4) veracity: the uncertainty due to data inconsistency, incompleteness, and/or
model approximations; and

(5) value: the value of the insights and benefits.
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The big data researches aim to get the insights or benefits from the massive amount of
dynamically changing data. The large amount and rapidly changing data increases the
hardness of problem. Even for a simple sort or search operation, the problem with the
big data are much more difficult than a problem with relatively small data.

The big data analytics is also to automatically extract knowledge from a large
amount of data. It can be seen as the mining or processing of the massive data in
repositories for useful information or patterns (Rajaraman et al., 2012). Data mining is a
part of the bigger process of the knowledge discovery in databases (KDD). KDD is the
process of converting raw data into useful information (Fayyad et al., 1996; Tan et al.,
2005). Figure 1 shows the general process of KDD. Data mining is the critical analysis
step of KDD. The techniques in data mining field could be utilized in big data analytics,
for example, data classification, data clustering, prediction, and descriptive statistic,
just to name a few.

2.1 Data classification
Data classification, or termed as data categorization, is a problem that finds correct
category (or categories) for objects (i.e. data) by giving a set of categories
(subject, topics) and a collection of data set. Data categorization can be considered as
a mapping f: D → C, which is from the object space D onto the set of classes C. The
objective of a classifier is to obtain an accurate categorization results or predictions
with high confidence.

The big data may contain many kinds of unstructured or semi-structured data;
In some cases, these data need to be transformed into structured data. Each data record
with many attributes or features is transformed as a vector with many dimensions.
The dimension of the feature space is equal to the number of different attributes that
appear in the data set. Different weight can be assigned to each feature. The methods of
assigning weights to the features may vary. The simplest is the binary method in
which the feature weight is either one – if the corresponding feature is present in the
data – or zero otherwise (Cervantes et al., 2009; Cheng et al., 2012b).

2.2 Data clustering
The data clustering analysis is a technique that divides data into several groups
(clusters). The goal of clustering is to classify objects being similar (or related) to one
another into the same cluster, and put objects being distant from each other in different
clusters (Tan et al., 2005).

Initial Data

Data Preprocessing

Transformation

Data Mining

Interpretation Knowledge

Model

Transformed Data

Preprocessed Data

Target DataSelection

Figure 1.
The process of

knowledge discovery
in databases (KDD)
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Clustering is the process of grouping similar objects together. From the perspective of
machine learning, the clustering analysis is sometimes termed as unsupervised
learning. There are N points in the given input, D ¼ xif gNi¼1, the “interesting and/or
useful pattern” can be obtained through the similarity calculation among points
(Murphy, 2012).

The data clustering methods can also be applied to the SI field (Shi, 2011a, b).
In the brain storm optimization algorithm, every solution is spread in the search space.
The distribution of solutions can be utilized to reveal the landscapes of a problem.
From the clustering analysis, the search results can be obtained.

3. SI
Many real-world applications can be represented as an optimization problem of which
algorithms are required to have the capability to search for the optimum. Most
traditional methods can only be applied to continuous and differentiable functions
(Shi, 2011a). For problems with non-continuous or differentiable functions, the
traditional methods cannot solve or at least are difficult to solve. So the meta-heuristic
algorithms are proposed to solve such problems. Recently, the SI, as one type of the
meta-heuristic algorithms, is attracting more and more attentions.

The SI, which is based on a population of individuals, is a collection of nature-inspired
searching techniques (Kennedy et al., 2001). To search a problem domain, a SI algorithm
processes a population. A population is a collection of individuals. Each individual
represents a potential solution to the problem being optimized. In the SI, an algorithm
maintains and successively improves a collection of potential solutions until some
stopping condition is met. The solutions are initialized randomly in the search space, and
are guided toward the better and better areas through the interactions among solutions.

Mathematically, the updating process of population of individuals over iterations
can be looked as a mapping process from one population of individuals to another
population of individuals from one iteration to the next iteration, which can be
represented as Pt+1¼ f(Pt), where Pt is the population of individuals at the iteration t,
f ( ) is the mapping function.

As a general principle, the expected fitness of a solution returned should improve as
the search method is given more computational resources in time and/or space. More
desirable, in any single run, the quality of the solution returned by the method over
iterations should improve monotonically – that is, the quality of the solution at time t+1
should be no worse than the quality at time t, i.e., fitness(t+1)⩽ fitness(t) for minimum
problems (Ficici, 2005). There exist many SI algorithms; among them most common
ones are the particle swarm optimization (PSO) algorithm (Eberhart and Kennedy,
1995; Kennedy and Eberhart, 1995), which was originally designed for solving
continuous optimization problems, and the ant colony optimization (ACO) algorithm,
which was originally designed for discrete optimization problems (Dorigo et al., 1996).

3.1 PSO
PSO, which is one of the SI techniques, was invented by Eberhart and Kennedy in 1995
(Eberhart and Kennedy, 1995; Kennedy and Eberhart, 1995). It is a population-based
stochastic algorithm modeled on the social behaviors observed in flocking birds. Each
particle, which represents a solution, flies through the search space with a velocity that
is dynamically adjusted according to its own and its companion’s historical behaviors.
The particles tend to fly toward better and better search areas over the course of the
search process (Eberhart and Shi, 2001, 2007; Clerc and Kennedy, 2002; Hu et al., 2004).
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In the PSO problem, a particle not only learns from its own experience, it also learns
from its companions. It indicates that a particle’s “moving position” is determined by its
own experience and the neighbors’ experience (Cheng et al., 2011).

3.2 ACO
ACO is another type of SI, which takes inspiration from the foraging behavior of some
ant species (Dorigo and Stutzle, 2004; Dorigo et al., 1996; Dorigo and Gambardella,
1997). These ants deposit a chemical called pheromone on the ground, and other ants
tend to choose routes with strong pheromone concentration. When an ant finds a short
route, the signal of pheromone can mark some favorable path that should be followed
by other members of the colony. ACO exploits a similar mechanism for solving
optimization problems.

In the ACO problem, a group of artificial ants will build many solutions to an
optimization problem at the same time, and the search information is exchanged on
their quality (fitness) via a communication scheme.

The most important factor affecting a SI algorithm’s performance may be its ability
to explore and exploit the search areas. Exploration means the ability of a search
algorithm to explore different areas of the search space in order to have high
probability to find good promising solutions. Exploitation, on the other hand, means
the ability to concentrate the search around a promising region in order to refine a
candidate solution. A good optimization algorithm should optimally balance the two
conflicted objectives.

4. SI in big data analytics
The big data analytics is a new research area of information processing, however, the
problems of big data analytics have been studied in other research fields for decades
under a different title. The rough association between big data analytics and SI (or more
generally, computational intelligence (CI)) can be established and shown in Table I.

The characteristics of the big data analytics are summarized into several words with
initial “V,” which are volume, variety, velocity, veracity, and value. These complexities
are a collection of different research problems that are existed for decades.
Corresponding to the SI, the volume and the variety mean large scale and high-
dimensional data; the velocity means data are rapidly changing, like an optimization
problem in dynamic environment; the veracity means data are inconsistent and/or
incomplete, like an optimization problem with noise or approximation; and the value is
the objective of the big data analytics, like the fitness or objective function in an
optimization problem.

The big data analytics is an extension of data mining techniques on a large amount of
data. Data mining has been a popular academic topic in computer science and statistics
for decades. The SI is a relatively new subfield of CI which studies the collective

Big data analytics Swarm intelligence

Volume Large scale/high dimension
Variety
Velocity Dynamic environment
Veracity Noise/uncertain/surrogates
Value Fitness/objective

Table I.
The rough

association between
big data analytics

and swarm
intelligence
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intelligence in a group of simple individuals. Like data mining, in the SI, useful
information can be obtained from the competition and cooperation of individuals.

Generally, there are two types of approaches that apply the SI as data mining
techniques (Martens et al., 2011). The first category consists of techniques where
individuals of a swarm move through a solution space and search for solution(s) for the
data mining task, e.g., the parameter tuning. This is a search approach. In the second
category, swarms help move and place data instances on a low-dimensional feature
space in order to come up with a suitable clustering or low-dimensional mapping
solution of the data, e.g., dimensionality reduction of the data. This is a data organizing
approach.

The SI, especially PSO or ACO algorithms, can be used in data mining to solve
single objective (Abraham et al., 2006) and multiobjective problems (Coello et al., 2009).
Based on the two characteristics of the particle swarm (i.e. self-cognitive and social
learning), the particle swarm has been utilized in data clustering techniques (Cohen and
de Castro, 2006; Ahmadi et al., 2007; Tsai and Kao, 2011; Xu et al., 2012), document
clustering (Cui et al., 2005; Abraham et al., 2006), variable weighting in clustering high-
dimensional data (Lu et al., 2011), semi-supervised learning-based text categorization
(Cheng et al., 2012b), and the web data mining (Pal et al., 2002).

In a SI algorithm, there are several solutions exist at the same time. The premature
convergence may happen due to the solution getting clustered together too fast.
However, the solution clustering is not always harmful for the optimization. In a brain
storm optimization algorithm, the clustering analysis is used to reveal the landscapes of
problems and to guide the individuals to move toward the better and better areas
(Shi, 2011a, b). Every individual in the brain storm optimization algorithm is not only a
solution to the problem to be optimized, but also a data point to reveal the landscapes of
the problem.

The data analysis techniques can also be used in the estimation of distribution
algorithms (EDAs). In an EDAs, the distribution is estimated from a set of selected
solutions, and then the estimated distribution model is used to generate new solutions
(Zhang and Mühlenbein, 2004), i.e., the potential solutions are explored by establishing
and sampling probabilistic models of promising candidate solutions (Hauschild and
Pelikan, 2011). The SI and data mining techniques can be combined to produce benefits
above and/or beyond what either method could achieve alone (Zhang et al., 2011).

The big data analytics is required to manage an immense amount of data quickly
(Rajaraman et al., 2012); however, the dimension of data and the number of objective of
problems also increase the “hardness” of problems. Four types of difficulties should be
overcome to solve big data problems.

4.1 Handling large amount of data
The big data analysis requires a fast mining on a large scale data set, i.e., the immense
amount of data should be processed in a limited time to reveal useful information.
As the computing power improves, the more volume of data can be processed.
The more data are retrieved and processed, the better understanding of problems can
be obtained.

The analytic problem can be modeled as an optimization problem. The SI
algorithms, – or more broadly, the evolutionary computation algorithms – are a search
process based on the previous experiences. To reveal knowledge from a large volume of
data within the big data context, the search ranges of the solved problem have to be
widened and even extended to the extreme.
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A quick scan is critical to solve the problem with massive data sets. The SI
algorithms are also techniques based on the sampling of the search space. Through the
meta-heuristics rules, data samples are chosen from the massive data space. From these
representative data samples, the problem structure could be obtained. Based on the SI,
we could find a good-enough solution with a high search speed to solve the problem
with a large volume of data.

A large amount of data does not necessarily mean high-dimensional data, and a high
volume of data can accumulate in single dimension such as high-frequency data
sampled by sensors with higher resolutions.

4.2 Handling high-dimensional data
In general, the optimization problem concerns with finding the best available solution
(s) for a given problem within allowable time, and the problem may have several or
numerous optimal solutions, of which many are local optimal solutions. Normally, the
problem will become more difficult with the growth of the number of variables and
objectives. Specially, problems with a large number of variables, e.g., more than a
thousand variables, are termed as large scale problems.

Many optimization methods suffer from the curse of dimensionality, which implies
that their performance deteriorates quickly as the dimension of the search space
increases (Hastie et al., 2009; Domingos, 2012; Bellman, 1961; Lee and Verleysen, 2007;
Cheng et al., 2012a). There are several reasons that cause this phenomenon.

The solution space of a problem often increases exponentially with the problem
dimension and thus more efficient search strategies are required to explore all
promising regions within a given time budget. The evolutionary computation or SI is
based on the interaction of a group of solutions. The promising regions or the
landscape of problems are very difficult to reveal by small solution samples (compared
with the number of all feasible solutions).

The “empty space phenomenon” gives an example that problems get harder when
the dimension increases (Lee and Verleysen, 2007; Scott and Thompson, 1983;
Verleysen, 2003). The number of possible solutions is increased exponentially when the
dimension increases. There are mn possible solutions in total for a problem with m
possible solutions in each dimension (assume that each dimension has the same
number of possible solutions). For example, when the m equals to 1,000, 100 samples
cover 10 percent solutions for one dimensional problem. However, 100 samples only
cover 0.01 percent solutions for two dimensional problems. For continuous problems,
even we consider the computational accuracy, the number of possible solutions in one
dimension is larger than 1,000. The percentage of data points in the solution space will
decrease rapidly. The search performances of most algorithms are based on the
previous search experiences. Considering the limitation of computational resources, the
percentage of data points retrieved will be close to zero when the dimension increases
to a large number. The performance of the algorithms is affected by the escalating
dimensions of the problems.

The characteristics of a problem may also change with the scale. The problem will
become more difficult and complex when the dimension increases. Rosenbrock’s
function, for instance, is unimodal for two dimensional problems but becomes
multimodal for higher dimensional problems. Because of such a worsening of the
features of an optimization problem resulting from an increase in scale, a previously
successful search strategy may no longer be capable of finding an optimal solution.
Fortunately, an approximate result with a high speed may be better than an accurate
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result with a tardy speed. The SI algorithms can find a good-enough solution rapidly,
which is the strength of the SI in solving the big data analytics problems.

The curse of dimensionality also happens on the high-dimensional data mining
problems (Hastie et al., 2009; Domingos, 2012; Donoho, 2000). Many algorithms’
performance deteriorates quickly as the dimension of the data space increases. For
example, the nearest neighbor approaches are very effective in the categorization
problem. However, for high-dimensional data, it is very difficult to solve the similarity
search problem due to the computational complexity, which was caused by the increase
of the dimensionality.

Many methods are proposed on the high dimension data mining problems (Kriegel
et al., 2009). Transforming the high-dimensional mining problems into low-dimensional
space via a projection operation is an effective way. The locality sensitive hashing
algorithm is also proposed to find the nearest neighbors in the high-dimensional space
(Datar et al., 2004; Slaney and Casey, 2008). This algorithm is based on hashing
functions with strong “local-sensitivity” in order to retrieve the nearest neighbors in a
Euclidean space with a complexity sublinear with the amount of data.

A data mining problem can be modeled as an optimization problem, and thus the
research results of the large scale optimization problems can also be transferred to data
mining problems. In the SI or more generally the CI, many effective strategies are
proposed for high-dimensional optimization problems, such as problem decomposition
and subcomponents cooperation (Yang et al., 2007), parameter adaptation (2011), and
surrogate-based fitness evaluations ( Jin, 2005; Jin and Sendhoff, 2009). Especially, the
PSO or ACO algorithms can be used in the data mining to solve single objective
(Abraham et al., 2006) and multiobjective problems (MOPs) (Coello et al., 2009).

In the SI, the problem of handing a large amount of data and/or high-dimensional
data can be represented as large scale problems, i.e., problems with massive variables
to be optimized. Based on the SI, an effective method could find good solutions for large
scale problems, in terms of both the time complexity and the result accuracy.

4.3 Handling dynamical data
The big data, such as the web usage data of the internet and real-time traffic
information, rapidly changes over time. The analytical algorithms need to process
these data swiftly. The dynamic problems are sometimes also termed as non-stationary
environment (Morrison and De Jong, 1999) or uncertain environment ( Jin and Branke,
2005) problems. The SI has been widely applied to solve both stationary and dynamical
optimization problems (Yang and Li, 2010; Li and Yang, 2012).

The SI often has to deal with the optimization problems in the presence of a wide
range of uncertainties. Generally, uncertainties in the problems can be divided into the
following categories:

• The fitness function or the processed data are noisy.
• The design variables and/or the environmental parameters may change after the

optimization, and the quality of the obtained optimal solution should be robust
against environmental changes or deviations from the optimal point.

• The fitness function is approximated ( Jin, 2005), such as surrogate-based fitness
evaluations. The fitness function suffers from the approximation errors.

• The optimum in the problem space may change over time. The algorithm should
be able to track the optimum continuously.
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• The optimization target may change over time. The computing demands need
adjust to the dynamical environment. For example, there should be a balance
between the computing efficiency and the power consumption for different
computing loads.

In all these cases, additional measures must be taken so that the SI algorithms are still
able to solve the dynamic problems satisfactorily ( Jin and Branke, 2005; Bui et al., 2012).

4.4 Handling multiobjective problems
Different sources of data are integrated in the big data research, and in most of the big
data analytics problems, more than one objective need to be satisfied at the same time.
According to the number of objectives, the optimization problems can be divided as
single objective and MOPs. For the multiobjective problems, the traditional
mathematical programming techniques have to perform a series of separate runs to
satisfy different objectives (Coello et al., 2007).

Multiobjective optimization refers to optimization problems that involve two or
more objectives, and a set of solutions is sought instead of one (Coello et al., 2007).
A general multiobjective optimization problem can be described as a vector function f
that maps a tuple of n parameters (decision variables) to a tuple of k objectives. Without
loss of generality, minimization is assumed throughout this paper:

minimize f xð Þ ¼ f 1 xð Þ; f 2 xð Þ; . . .; f k xð Þð Þ

subject to x ¼ x1; x2; . . .; xnð ÞAX

y ¼ y1; y2; . . .; ykð ÞAY

where x is called the decision vector, X is the decision space, y is the objective vector,
and Y is the objective space, and f: X→Y consists of k real-valued objective functions
(Figure 2).

f2

f1

B x3

x4x2

x1

A

A B

Note: Set A dominates the set B, and the

points x1 and x2 dominate the point x3 and

x4

Figure 2.
The example of

domination
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A decision vector, x1 dominates a decision vector, x2 (denoted by x1!x2), if and only if:
• x1 is not worse than x2 in all objectives, i.e. fk(x1)⩽ fk(x2), ∀k¼ 1,…, nk; and
• x1 is strictly better than x2 in at least one objective, i.e. ∃k¼ 1,…, nk: fk(x1)

o fk(x2).

A point x*∈X is called Pareto optimal if there is no x∈X such that x dominates x*.
The set of all the Pareto optimal points is called the Pareto set (denoted as PS). The set
of all the Pareto objective vectors, PF¼ {f(x)∈X|x∈PS}, is called the Pareto front
(denoted as PF).

Unlike the single objective optimization, the MOPs have many or infinite solutions
(Bosman and Thierens, 2003). The optimization goal of an MOP consists of three
objectives:

• the distance of the resulting nondominated solutions to the true optimal Pareto
front should be minimized;

• a good (in most cases uniform) distribution of the obtained solutions is desirable;
and

• the spread of the obtained nondominated solutions should be maximized, i.e., for
each objective a wide range of values should be covered by the nondominated
solutions.

In a multiobjective optimization problem, we aim to find the set of optimal trade-off
solutions known as the Pareto optimal set. Pareto optimality is defined with respect to
the concept of nondominated points in the objective space. The MOPs can be effectively
solved by the SI methods. Several new techniques are combined to solve MOPs with
more than ten objectives, in which almost every solution is Pareto nondominated in the
problems (Ishibuchi et al., 2008). These techniques include objective decomposition
(Zhang et al., 2010), objective reduction (Brockhoff and Zitzler, 2009; Saxena et al., 2013),
and clustering in the objective space (Shi, 2011a, b).

5. An application
The big data are created in many areas in our everyday life. With the big data analytical
techniques and SI methods, more effective applications or systems can be designed to
solve real-world problems. The big data analytics problem not only occurs in web data
mining and business intelligence, but also in complex engineering or design problems.
The following example gives an introduction to the applications of the big data analytics
in a real-world commodity routing problem in a real port in China (we call it XYZ port).

The XYZ port is one of the most important and busiest ports in China. The XYZ port
comprises nine different ports. Containers are transported by trucks among these ports.
The objective of the routing system is to transport the containers to the destination port
more efficiently while completing each task according to the schedule. Many
constraints have made this problem much harder to solve, for example, containers may
delay in unpredictable times; drivers are shifted after at most 12 hours; the number of
trucks is not fixed; each truck has the fixed capacity; and the truck needs repairing and
maintenance every day. For each task record, it has several attributes, which are the
source port, destination port, container quantity, container size, and a time window
(a, b) indicating its available time and deadline (Chen et al., 2013). Table II below gives
several examples of commodity routing tasks. A task must be started after its import
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time, and be completed before the finish time. The time item “20120207075715” means
that the year 2012, date February 7, and time 07:57:15. The “small” and “large” items
mean the different type of containers.

It is easy to solve a routing problem with few examples. However, the current problem
needs to handle thousands of samples per day, which means thousands of tasks should
be assigned at the beginning of a shift. The arrivals of new and emerging tasks also
increase the complexities of this problem. Some trucks need to be re-arranged to the first
emerging tasks. The current routing system is not efficient. All tasks are operated by the
manual assignment. The historical data shows that the average number of trucks with
the heavy loads is below 70 percent (Chen et al., 2013). Besides that, the current routing
system has several weaknesses. The weaknesses are as follows:

• The new task is not predictable. All tasks are assigned after it is noticed.
• The waiting time for a task is not predictable. When the freighter delays, a truck

needs to wait until the container arrives.
• All assignments are assigned at the beginning of a shift. It is not easy to change

each truck’s assignment. The emerging tasks may be delayed when it is noticed
after the task assignments.

• It is difficult to monitor each driver’s work. To obtain more tasks, a driver may lie
about the progress status of the current task.

To overcome the problems in current routing system, the new routing system based on
the SI and big data analytics are designed. Monitoring all trucks’ positions and assigning
tasks dynamically to trucks is a straightforward method to improve the performance of
all trucks. The Figure 3 shows the architecture of new vehicle routing system. Through
the global positioning system devices in the smart phone, the trucks’ positions are sent to
vehicle routing system per 30 seconds. The trucks’ real-time positions are displayed on
the map for monitoring and management. The computing server will optimize the truck
routes when the new containers arrive or the unexpected delays occur.

Index Source Destination Import time Finish time Small Large

T99028406 BLCTZS BLCT2 20120207075715 20120209090000 13 2
T99028419 BLCTZS BLCT3 20120207165615 20120209090000 0 1
T12028447 BLCTZS BLCT 20120208160110 20120209120000 2 0
T12028448 BLCTZS BLCT2 20120208160110 20120209120000 1 3
T12020069 BLCTYD BLCTMS 20120207075715 20120209180000 1 0
T12020115 BLCTYD BLCT2 20120208160110 20120209180000 0 7

Table II.
The examples
of commodity
routing tasks

Location acquisition

Global Positioning System
Address

Map Server

Distance calculation/path visualization Vehicle route optimization

Computing Server

Assignment
Assignment Server

Update assignment

Vehicle Routing System

Distribute assignments to vehicles

Figure 3.
The architecture

of vehicle
routing system
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The position information of every truck is stored in a database and analyzed by vehicle
routing system. The trucks will generate massive position information every day, and
the position information is dynamically changing in every minute. This large volume
and dynamic data are difficult to handle for the big data analytics. Also, the data has
multiple dimensions including port information, time information, container types,
position information, and other unpredictable delays. There are at least two objectives:
first, shortening the time and distance of the transportation; and second, meeting the
schedule. The vehicle routing problem (VRP) can be modeled as a large scale,
dynamical and constrained optimization problem. The objective function is to reduce
the empty loading time for trucks and the waiting time, i.e., to enhance the efficiency of
the vehicle routing. This could be formulated as a multiobjective problem as follows.

Let ati;j be the arrival time of vehicle i for jth task, lti; j be the leaving time.
The import time for jth task is stj , and f tj is finish time for jth task. The number
of vehicles is N, the number of total tasks is M.

The travel time and travel distance is symmetric.
Objective 1: min empty load distance rate (ELDR)¼ empty loaded distance/total

travel distance:

f 1 xð Þ ¼
XN

i¼1

Distei =
XN

i¼1

Disti

Objective 2: min total travel distance:

f 2 xð Þ ¼
XN

i¼1

Disti

Objective 3: min cost of fuels:

f 3 xð Þ ¼
XN

i¼1

f uel i

Objective 4: min total waiting times:

f 4 xð Þ ¼
XN

i¼1

XM

j¼1

stj�ati;j
� �

Objective 5: min environmental cost:

f 5 xð Þ ¼
XN

i¼1

envii

S.T.

(1) Truck constraint: the maximum routes←the number of available trucks; the
number of trucks with assignment n←N

(2) Task constraint: the time window of each task is satisfied, the start time is a soft
constraint, and the finish time is a hard constraint:

ati;jostj ; 8iA 1; . . .; Nf g; jA 1; . . .; Mf g
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(3) Container constraint: the weight of containers should not exceed the capacity of
a truck:

wjpci; 8iA 1; . . .; Nf g; jA 1; . . .; Mf g
(4) Service constraint: each task is serviced once only:

Taskj ¼ 0; 1 8jA 1; . . .; Mf g:
(5) Travel time constraint: vehicles should return to depot before the shift. Each

shift is 12 hours. This is a soft constraint, but the over time should not be too
long, such as less than 4 hrs. The difference of depot arrival time and depot
leave time should not exceed the predefined shift time:

ati;depot�l ti;depot’St 8iA 1; . . .; Nf g
(6) Dynamic constraint: the container may be delayed, and the delay times are

unexpected:

stj;real ¼ stjþdelay

where delay is a random number that in a range of [0, 2] hours. The percentage of the
containers that are delayed is 5 percent.

As shown in Table III, the SI techniques can be used to solve this problem.
Specifically, as shown in Algorithm 1 with PSO and Algorithm 2 with artificial ACO
(Karaboga, 2005; Karaboga and Basturk, 2008), starting with the most important
objective (i.e. ELDR), these two algorithms can be used to solve the single objective
problem. Then with the result of the first objective as an added constraint and the second
priority (i.e. total travel distance) as the objective, a separate problem can be run with
these two algorithms. We continue in this manner until the last run is finished. Based on
the SI techniques, the commodity routing system will be more efficient and effective:

Algorithm 1. Procedure of PSO algorithm:

1: Initialize velocity and position randomly for each particle;
2: While the stopping criteria is not satisfied do
3: Calculate each particle’s fitness value;
4: Determine each particle’s best position, and the best position of entire swarm;
5: For each particle do
6: Update particle’s velocity;
7: Update particle’s position;
8: End For
9: End while

Algorithm 2. Procedure of artificial bee colony algorithm:

1: Initialize the set of food sources Xi, i¼ 1,2,…, SN
2: Evaluate each Xi, i¼ 1,2,…, SN
3: While termination condition is not met do
4: For i¼ 1 to SN
5: Generate Ui with Xi
6: Evaluate Ui
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7: If fit(Ui)⩾ fit(Xi)
8: Xi¼Ui
9: End If

10: End For
11: For i¼ 1 to SN
12: Select an employed bee
13: Try to improve food source quality according to Step 5-Step 9
14: End For
15: Generate a new randomly food source for those does not improve with

successive limit iterations
16: Memorize the best food source achieved so far
17: End While

In a summary, the big data and optimization are combined together in this case. Based
on the data analytics, the optimization model could help the XYZ port obtain the largest
profits. The position information of vehicles is a foundation of vehicle routing system –
more generally, intelligent transportation system. From big data analytics on the
vehicles’ positions and other information, more rapid, safe, and more efficient
transportation systems can be constructed.

Besides the above example, another case is the economic load dispatch problems in
the optimal planning of modern power system. Due to large amount of data and the
non-convex/non-smooth characteristics of objective functions and/or constraints, SI
algorithms can be used to solve such problems effectively.

Since our case study is still in the modeling and data collection stage, we use SI
approaches on benchmark problems to demonstrate the effectiveness and efficiency of
the SI for solving big data problems. Usually big data problems have a huge number of
decision variables; multiple, conflicting, non-convex/non-smooth objectives and
constraints; and a huge volume of data (Sanders and Ganeshan, 2015; Chai et al.,
2013). The strength of SI algorithms could be illustrated by the results for solving
benchmark problems with a huge number of decision variables. For simplicity, we take
the experimental results of SIs algorithms, PSO algorithm in particular, on large scale
problems as an illustration.

The big data problem is normally represented as a large scale optimization problem.
Complexity, nonlinearity, and a large number of variables are the key factors that pose
significant challenges in solving such problems (Cheng et al., 2014). The experimental
results of the three variants of PSO algorithms, which include cooperative coevolving
particle swarm optimization (CCPSO2) (Li and Yao, 2012), competitive swarm optimizer

1 Generate random solutions for route problem, repair solutions if solutions not obey the constraints.
2 x←initialize_solution( )
3 Evaluate the initialize solution with archive updating
4 While running time⩽maximum computation time do
5 For all individuals in the swarm:
6 Update the solutions
7 Evaluate the fitness of each solutions
8 Select solutions with better fitness values
9 Update non-dominate solutions in the archive

10 End for
11 End while

Table III.
General procedure of
swarm intelligence
algorithms
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(CSO) (Cheng and Jin, 2015), and dynamic multi-swarm particle swarm optimizer
(DMS-PSO), solving seven benchmark problems with 1,000 decision variables, are
given in Table IV. All algorithms were run 50 times and 5× 106 fitness evaluations at
each run (Li and Yao, 2012). f1, f4, and f6 are separable functions, and f2, f3, f5, and f7 are
non-separable functions (Li and Yao, 2012). These benchmark functions represent
different levels of complexity and nonlinearity of the problems.

The PSO variants perform well in solving different kinds of problems, i.e., CCPSO2
performs best on f4 and f6, DMS-PSO performs best on f1 and f5, and CSO perform best
on the other three problems. In Table IV, the global optimum of f1 and f5 are found via
DMS-PSO algorithm, while for the other problems, the optima found are very close to
the real optima. The solutions found by the PSO variants are good enough for these
problems, which indicate that the SI algorithms are feasible methods on the problems
with a huge number of decision variables.

The SI algorithms also perform well on the real-world applications, such as the
Traveling Salesman Problem (TSP), VRP, and Arc Routing Problem, and so on. Taking
TSP problem as an example, there is a well-known library TSPLIB, which contains 110
test instances of symmetric TSPs, and the number of nodes n ranging from 14 to 85,900
(Reinelt, 1991). In total, 193 kinds of evolutionary computation/SI algorithms are tested
on these 110 instances. After one week computation on an eight core machine, 20 GB
log files are generated. The experimental results show that the pure global optimization
algorithms are outperformed by local search, but the hybrid algorithms performed
obtain the best results among the tested algorithms (Weise et al., 2014). In this
real-world application, SI algorithms have shown good search performance on large
scale global optimization problems.

From the above experimental results, the conclusions could be made that the SI
algorithms could solve large scale problems effectively and efficiently. Based on the
combination of SI and data mining techniques, we can have a better understanding of
the big data analytics problems, and design more effective algorithms to solve
real-world big data analytical problems.

6. Conclusion
The big data analytics problem is a hot and new topic. It has attracted more and more
attentions currently. Most of the big data researches focus on the huge amount of data,
however, handling the high-dimensional data and the multiple objectives are also
important in solving big data problems. The big data analytics problem has many

Function Name
CCPSO2

(Hastie et al., 2009) CSO (Domingos, 2012)
DMS-PSO

(Domingos, 2012)

f1 Shifted Sphere 5.18E−13 (9.61E−14) 1.09E−21 (4.20E−23) 0.00E+00 (0.00E+00)
f2 Schwefel

Problem 7.82E+01 (4.25E+01) 4.15E+01 (9.74E−01) 9.15E+01 (7.14E−01)
f3 Shifted

Rosenbrock 1.33E+03 (2.63E+02) 1.01E+03 (3.02E+01) 8.98E+09 (4.39E+08)
f4 Shifted Rastrigin 1.99E−01 (4.06E−01) 6.89E+02 (3.10E+01) 3.84E+03 (1.71E+02)
f5 Shifted Griewank 1.18E−03 (3.27E−03) 2.26E−16 (2.18E−17) 0.00E+00 (0.00E+00)
f6 Shifted Ackley 1.02E−12 (1.68E−13) 1.21E−12 (2.64E−14) 7.76E+00 (8.92E−02)
f7 Fast Fractal −1.43E+04 (8.27E+01) −3.83E+06 (4.82E+04) −7.50E+03 (1.63E+01)

Table IV.
Results (mean and

standard deviations)
of three PSO

variants solving
problems with 1,000
decision variables
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difficulties, which have been researched separately for several years with different
names, such as the high-dimensional problems, problems with massive data, dynamic
problems, just to name a few. Due to the properties of big data problems, it is difficult to
use some “divide-and-conquer” strategies to solve these problems. The SI algorithm is a
new kind of computing and information techniques, which have obtained good
performance on the search and optimization problems, especially for the problems that
the traditional method cannot solve or is very difficult to solve.

In this paper, the association between big data analytics and SI techniques is
discussed. The potential applications of the SI in the big data analytics and the big data
analytics techniques in SI are analyzed. The big data analytics problems are divided
into four elements: handling a large amount of data, handling high-dimensional data,
handling dynamical data, and multiobjective optimization. Most real-world big data
problems can be modeled as a large scale, dynamical, and multiobjective problems.

With the possible cross-fertilization of the two fields of big data analytics and the SI,
we discussed an example of a real-world commodity routing problem in the XYZ port.
The algorithm has been used to show the feasibility of the SI techniques. This paper is
the first step in our research to utilize the SI algorithm to a big data analytics problem.
Due to the complexity of the real commodity routing systems in the XYZ port, the
project is an ongoing one. We only got a large static data set to model the real system
and to verify the search ability of the SI algorithm. The initial results have shown that
the empty loading rate is significantly reduced compared with the existing algorithm.
However, it is difficult to replace the current sub-system with our algorithm. The first
obstacle is that the test data set is a static one but the data are more dynamic and
stochastic in real-world system (e.g. the vehicles may have some accidents). The second
obstacle is that the current port system is very large and complex. The port system has
many tasks and different technological processes. To avoid chaos in the port system,
it may need many testing work to utilize a new method on the real system. In this
research, we presented a comparison of different PSO methods on benchmark problems.
Our future research will compare the performance of our method and fit it in a dynamic
real system.

Another interesting instance is the economic load dispatch problem in the planning
and design of modern power system. With large amount of data and the non-convex/
non-smooth nature of objective functions and/or constraints, SI algorithms can solve
such problems effectively. These examples could be understood as advanced IT or data
processing technologies, however, their underlying mechanism could be the SI
algorithms. With the applications of the SI, more rapid and effective methods can be
designed to solve big data problems.
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