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Review on event detection
techniques in social multimedia

Muskan Garg and Mukesh Kumar
University Institute of Engineering and Technology,

Panjab University, Chandigarh, India

Abstract
Purpose – Social Media is one of the largest platforms to voluntarily communicate thoughts.
With increase in multimedia data on social networking websites, information about human behaviour
is increasing. This user-generated data are present on the internet in different modalities including text,
images, audio, video, gesture, etc. The purpose of this paper is to consider multiple variables for
event detection and analysis including weather data, temporal data, geo-location data, traffic data,
weekday’s data, etc.
Design/methodology/approach – In this paper, evolution of different approaches have been studied
and explored for multivariate event analysis of uncertain social media data.
Findings – Based on burst of outbreak information from social media including natural disasters,
contagious disease spread, etc. can be controlled. This can be path breaking input for instant
emergency management resources. This has received much attention from academic researchers and
practitioners to study the latent patterns for event detection from social media signals.
Originality/value – This paper provides useful insights into existing methodologies and
recommendations for future attempts in this area of research. An overview of architecture of
event analysis and statistical approaches are used to determine the events in social media which
need attention.
Keywords Social media analysis, Event detection and prediction, Micro-blog latent pattern,
Twitter data stream
Paper type Viewpoint

1. Introduction
Social media is the primary source of information of human behaviour due to its free,
online and ease of availability. The content on social media websites is uncertain and
user-generated. Social networking platforms can be business based (LinkedIn), location
based (Foursquare), content sharing (PInterest, Blogs), photo sharing (Flickr,
Instagram), microblogging (Twitter, Sina Weibo), video platforms (Youtube, Vimeo),
etc. (Mainka et al., 2014). Using this social media data to analyse different latent
patterns have become challenging task. Social networking sites may or may not create
directed graph of their users. For instance, Twitter creates directed graph which means
there exists “follower-following relationship” in which all the profiles are public and X
follows Y but Y may/may not follow X (Yardi and Boyd, 2010). However, Facebook do
not support directed graph and provides privacy. Thus, Twitter being publically
available is more of concern as compared to Facebook. The research field of social
media analysis (SMA) has been growing rapidly and act as tool for user-driven access
to uncertain information which is present on web. In recent growth, event detection and
analysis has been introduced as hot research area in KDD (Wang, 2015). There are
three different types of SMA which are associated with events, namely, event
enrichment, event detection and event categorization (Liu et al.). Event enrichment
deals with linking of multimedia to given topic, event detection deals with detection of
events from multimedia and event categorization deals with categorization of social
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media based on events. Out of these, event detection is major area of concern in this
survey paper. The information being extracted from social media can be used for event
detection, analysis, prediction, early warning, etc. Existing event detection approaches
can be further broadly classified into feature-pivot (which words refer to event) and
document-pivot (similarity between documents) approaches (Zhang et al., 2015) as
mentioned in Figure 1.

Events can be of different types for instance disastrous, traffic based, social gatherings,
news, outbreak, etc. Many other field of analysis including topic popularity, trending topic
and topic detection and tracking are related to event detection. Event is a physical entity
whereas topic is considered as both logical and physical entity. Twitter data, being
heterogeneous and large, contains various events at different scale (Becker et al., 2011).

Contribution
After analysing different approaches for event detection, we have given remarks for
better research work than the present scenario. We framed the flow from topic
detection and trending (Allan, 2002) to event prediction (Zhang et al., 2015), trending
event detection (Kaleel and Abhari, 2015; Gao et al., 2015), multimodal event detection
(Alqhtani et al., 2015; Poria et al., 2015). Also, improved approaches for topic modelling,
clustering algorithms and classification algorithms have been examined for different
research work during last decade.

Organization
This paper has been organized in different sections. Section 2 provides background
details about SMA in Twitter and enlists different types of applications which are
associated with event detection from Twitter data. Section 3 discuss about various
techniques and challenges based on different parameters for research in event detection
during last decade. Section 4 briefly describes the historical perspective and evolution
of different approaches for event detection in Twitter streams. Further, Section 5
provides general discussion and finally, Section 6 concludes the paper.

2. SMA in Twitter
Twitter is a kind of social media which acts as a source of information. In Twitter, users
post things which they consider important and further shared by followers. It provides

Event – SMA 

Event 
Categorization 

Event 
Enrichment 

Event 
Detection

Event Early 
Warning 

Event 
Prediction 

Event 
Analysis 

Event 
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Overview of
classification for
event – social
media analysis
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open access to public tweets. Although, tweet limit is 140 characters but recently,
Twitter has increased the upper limit for direct messages to 10,000 characters. This can
contribute towards improved area of research for Twitter stream analysis.
Twitter tweets may contain text and images which may contribute towards bimodal
analysis (Alqhtani et al., 2015). In addition to text and image, there exists other
modal for analysis including audio, video, human gestures. Data can be extracted from
social media of various modalities. Thus, this contributes towards multimodal SMA
(Poria et al., 2015).

After extracting data from Twitter, proper pre-processing is important. For this,
noise filtering (Liang et al., 2015), spam detection, rumour propagation (Kwon et al.,
2013), stopword removal, stemming and lemmatization, etc. are used in different
combinations. Many Twitter parameters can be used during event detection process as
per requirement. For instance, values of location, coordinates, place, geo can be used for
spatial parameters; “created_at”, “timestamp_ms”, “time_zone” can be used for
temporal derivatives; “followers_count”, “friends_count”, “following” can be used for
detection of networks among Twitter users; “retweeted” can be popularity detection;
“verified” can be authorized accounts, etc. However, these are subjective measures and
can be changed as per proposed methodology and perception of the academic
researcher/practitioner. Moreover, on the basis of given parameters, other parameters
can be derived. For instance, using temporal information from tweets, we can derive
weather data using Wunderground API (Xu et al., 2015). Thus, this may be used to
perform multivariate event detection in SMA (Figure 2).

Challenges
Using Twitter, users post messages via different platforms including SMS message
service, websites, multitude for clients for both computers and phones ( Jackoway et al.,
2011). Twitter is believed as the ideal source of information. However, extracting useful
information from Twitter is a challenging task. Due to the existing constraint on
number of characters of tweet as 140 characters, there exists short forms, misspelled
words, shortened URLs, etc. So, disambiguation and semantics are the major area of

Extracting 
Tweets

Noise Removal

Parameters used

Applying Feature-
pivot method

Applying document- 
pivot method

Obtaining 
Clusters

Ranking of Event Clusters 

Figure 2.
Overview of event

detection
architecture
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concern. Further, depending on tweet parameters, topic modelling, event detection,
crowd-sourcing, noise removal, hotspot detection, clustering identical tweet,
categorizing tweets, spam detection, rumour propagation, forecasting, community
detection, link prediction, sentiment analysis, opinion mining, tweets credibility, topic
popularity, topic ranking, summarization, user profiling, brands affinity, reputation
detection, multi-lingual analysis, multimodal analysis are major areas of concern
(Wang, 2015). Moreover, improving accuracy and looking for authentication of resulted
data are other issues which need to be worked out.

3. Event detection
Event detection is that area of research which may be used for different application
domains. These application domains may include instant outbreaks like earthquake,
floods, bomb blast, quickly spreading communicable disease like swine flu, bird flu,
etc., public gatherings like family functions, corporate gatherings, election campaigns,
protests, conferences, ceremonies, clubbing, fest, etc. Information regarding instant
outbreaks can be used to alarm emergency management. However, it should be noted
that few researchers include tourist hotspots like shopping malls, lakes, gardens as
events. Sometimes, logical discussions about a topic, for instance, net-neutrality, live
news are also used as events. Rumour control strategies have proved to be the major
factor for event detection (Kwon et al., 2013). Recently, citizens wish to know which
events are going on in the city as per their interest, events which are popularly
discussed and attended, events which are happening regularly, ranking of events in
city or in a particular range of geographical dimensions, events which they can attend
in future, etc. These types of analysis are performed using multiple algorithms for
different techniques.

Event detection has been initialized in 2002 by Allan with his research in topic
detection and tracking. This has introduced different topics as base for event detection
mechanism. Recently, in 2010, latent patterns were analysed for two major accidents of
the town to understand how the information/news spread among local citizens (Yardi
and Boyd, 2010). On the other hand, Mathioudakis and Koudas (2010) have studied
trend detection from tweet streams by analysing bursty information. Bursty
information is that information which is spread among follower-following network to
a large extent within very small interval of time. This bursty information is grouped
together and popularity is examined on the basis of density of tweets popularity.
Becker et al. (2011) have researched more about tweets for events. They analysed if the
tweet is event based or non-event based. Non-event-based tweets were removed. This
can be further used as noise removal in context of event detection methodology.
In Ferrari et al. (2011) latent urban patterns were detected from Twitter data using
latent Dirichlet allocation (LDA) algorithm.

In Yang et al. (2012) researchers used the concept of hyperlink-induced topic search
(HITS) algorithm for retweets used by users. Also, they used this algorithm for user-
user network and tweets network differently and merged it. Finally, they found that the
hybrid model successful and outperforms the original or single HITS algorithm.
Significant improvement in event detection methodologies by using hashtags instead
of words (Ozdikis et al., 2012) and geo-location data for clustering of tweets (Li et al.,
2012) is observed. In Nguyen et al. (2013) outperforms LDA with hierarchical Dirichlet
process (HDP) for sensor-based data. Further, (Sun et al., 2013) new technique have
been proposed for road-based travel recommendation using geo-tagged images from
Flickr. Support vector machine (SVM) and Dijkastra are the major approaches which
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were followed for this work. Further, in 2014, ambiguous words of tweet were
identified and evaluated for sentiment analysis. Also, different categorization
approaches for sentiment analysis were compared (Bravo-Marquez et al., 2014).
On the other side, theme-based clustering of tweets was examined by using Wikipedia
resource (Tripathy et al., 2014).

In 2015, (Steiger et al., 2015) a new system has been proposed for mining interesting
tourist location and travel sequences from geo-tagged public images of Flickr. This is
improved with clustering algorithm parallel density-based spatial clustering of
application with noise (P-DBSCAN). However (Xu et al., 2015), probabilistic latent
semantic analysis (pLSA) have been used as topic modelling approach and
outperformed LDA. Also, use of weather data for temporal and spatial-based
parameters has been used in this research work. Similarly, shortest travelling route has
been detected after using DBSCAN clustering algorithm (Memon et al., 2015). Bimodal
for event detection and multimodal (Poria et al., 2015) for sentiment analysis have been
proposed for Twitter-based SMA. Noise removal techniques have been proposed
(Yamada et al., 2015) to extract event information from text after considering it a signal.
For clustering tweets of similar context, micro-blog clique (MC; Gao et al., 2015) and
locality sensitive hashing (LSH; Kaleel and Abhari, 2015) are newly proposed
techniques which dominate over other clustering algorithms in this domain. Finally,
new techniques were proposed for event prediction along with event detection (Zhang
et al., 2015). Newly proposed hybrid algorithms for event detection and event prediction
is need of the hour for this domain. Academic researchers and practitioners are
working on improved accuracy.

4. Evolution of different approaches
Tweets are random views which are tweeted by users. There are different types of
approaches which are used for event detection and analysis. To perform data science,
the task is distributed into data collection, data analysis and data representation.
Although this work is concerned more about analysis but for complete process, data
collection and data representation are equally important.

Data collection
Data collection is the primary source for any research. In order to carry out research
from tweet, data are extracted from Twitter using different API. One of them is Tweepy
API (Almatrafi et al., 2015), which is used in Python for extracting tweets from Twitter
stream. The data are extracted in JavaScript Object Notation format and can be stored
in any format as per requirement. To access this API, the developer needs to have token
key and secret key. Each tweet contains fields like:

{“created_at”, “id”, “id_str”, “text”, “source”, “truncated”, “name”, “screen_name”,
“location”, “url”, “description”, “protected”, “verified”, “followers_count”,
“friends_count”, “listed_count”, “favourites_count”, “statuses_count”, “created_at”,
“utc_offset”, “time_zone”, “geo_enabled”, “lang”}, etc.

Wunderground API is another API which can be used to extract weather
information for specific duration of particular place (Xu et al., 2015). Preferably, this
information is used to analyse the weather during which user tweet. For this, time and
geo-location are inputs given and weather data is the output. Similarly, Google Map
API is an API which is used to obtain satellite-based traffic data information of
geo-location (Li et al., 2012).
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It is important to choose the appropriate social media for research. Twitter is the most
widely used platform of social media among all others as shown in (Figure 3). This is
because Twitter is directed and in public domain. Graph chart has been prepared as
shown in Figure 4 by using Scopus search platform by giving input as the name of
social media to be found in title of the article and year is mentioned. This helps to
analyse in which platform maximum research is going on. Also, this will help to choose
the appropriate platform for further enhancements in right domain. Similarly in
Figure 3, it has been observed that year-wise number of publications for Twitter in
event-related work is much more than other social media platforms. Although geo-
location has received much attention from academic researchers and practitioners, still
Foursquare and Flickr needs attention. Also, Facebook gives competition to Twitter in
full-domain research, however, for event-related research, Twitter is leading. LinkedIn
and Foursquare have least attention for event-based SMA. However, for geo-location-
based event analysis, these two platforms may promise good academic research.

Data analysis
Sometimes, in order to remove irrelevant tweets, there exists the need to classify tweets
for instance, to identify if the tweet is related to some rumour or not (Kwon et al., 2013),
to remove noise by identifying if the tweet is related to personal event, check if the

0

100

200

300

400

500

600

700

800

Twitter Facebook Youtube Blogs Foursquare LinkedIn Flickr

N
um

be
r 

of
 P

ub
lic

at
io

ns
 m

en
tio

ne
d 

in
 ti

tle
 o

f P
hy

si
ca

l S
ci

en
ce

s 
re

se
ar

ch
 w

or
k 2010

2011
2012

2013
2014

Figure 3.
Number of
publications in
different social
media based on
Scopus search

352

OIR
40,3

D
ow

nl
oa

de
d 

by
 T

A
SH

K
E

N
T

 U
N

IV
E

R
SI

T
Y

 O
F 

IN
FO

R
M

A
T

IO
N

 T
E

C
H

N
O

L
O

G
IE

S 
A

t 2
3:

00
 1

5 
N

ov
em

be
r 

20
16

 (
PT

)



tweeting profile is verified or not, etc. For this, different categorization algorithms can
be used which includes SVM, Naive Bayes, logistic regression, multilayer perceptron,
etc. For sentiment analysis, perceptron and SVM outperform other comparative
techniques (Bravo-Marquez et al., 2014). However, SVM is widely used in many other
applications including road-based travel recommendation using geo-tagged images
(Sun et al., 2013), multimodal sentiment analysis (Poria et al., 2015) and extraction of
event information (Yamada et al., 2015). Also, Naive Bayes algorithms has been
used recently for sentiment analysis (Almatrafi et al., 2015; Weichselbraun et al., 2014;
Bravo-Marquez et al., 2014) and classifying events and non-events from social data
(Becker et al., 2011).

After pre-processing of tweets, their clustering is the major area of concern. Initially,
k-means algorithm have been proposed and used for clustering tweets (Kaleel and
Abhari, 2015; Tripathy et al., 2014). But, this was convex cluster-based algorithm.
For non-convex linkage, single linkage-based algorithm was proposed and named as
DBSCAN. Also, DBSCAN automatically allocates number of clusters which can be
framed from give data. However, number of clusters need to be specified in k-means
algorithm. Thus, DBSCAN is an improved algorithm which has been used recently to
cluster tweets (Memon et al., 2015). However, more improved partition-based DBSCAN
algorithm named P-DBSCAN algorithm has been used for social data clustering
(Steiger et al., 2015). Hypergraph-based (MC; Gao et al., 2015) and feature vector-based
LSH (Kaleel and Abhari, 2015) are those techniques which are used for high-end
clustering of similar/related tweets.

Topic modelling is another major area of research in event detection. Latent
semantic analysis is the technique of identifying a topic to which the document is
related. Academic researchers and practitioners stated that it is very much possible
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that the document is related to multiple latent topics. Also, the probability of each topic
may vary in the document. In pLSA expectation-maximization is used to find local
maxima of log likelihood. pLSA is thus used for topic-based context-aware travel
recommendation method exploiting geo-tagged photos (Xu et al., 2015). However,
a stochastic exploration with Gibbs sampling is used for a much better technique called
LDA. Hence, LDA have been used by Ferrari et al. (2011) to extract hidden patterns
from location-based Twitter data. However, the limitations of LSA, pLSA, LDA are that
it is important to specify the number of parameters in LSA and pLSA and that all these
models are static which means once trained, they cannot be modified to learn more.
Thus, hierarchal Bayesian non-parametric model HDP has been used recently which
removes both the limitations and outperforms LDA (Nguyen et al., 2013).

Data representation
After analysis of Twitter streams, next step is to represent data. The analysis
performed in existing approaches is observed using different performance metrics and
displayed the relevant information via appropriate graphics. After clustering or topic
modelling, the information is represented in graphical form. Term frequency – inverse
document frequency is the representation of the data. Based on this, different analysis
like spatio-temporal locality analysis (Sugitani et al., 2013) and detection of trending
events is performed (Kaleel and Abhari, 2015). Cosine similarity is used to measure the
extent of similarity among different tweets. This is used in clustering of tweets using
Wikipedia and other distance measure techniques (Tripathy et al., 2014). Precision and
recall are measured on the basis of true positive, true negative, false negative or false
positive. However, graphical representation of results gives the clear picture of
observation. In 2013, topic popularity has been observed by using different types
of graphical representation like lifetime graphs, evolving graphs and cumulative
evolving graphs (Ardon et al., 2013). They used these graphs for data analysis
and representation.

Summarization
This survey has been through a large number of research papers. The overall
evaluation of input/output parameters, results obtained and critical analysis (remarks)
have been mentioned for research work carried out in different research papers
in Table I.

5. Discussion
During survey, it has been observed that latent patterns for social media data have
been observed in context to event detection using LDA approach. However, later, HDP
(Teh et al., 2006) and pLSA has found to be better than LDA (Blei et al., 2002).
Thus, these approaches can be applied on the former one. For analysis, instead of single
variable, multiple variables can be used like that of weather data, traffic data, etc.
Another concerned area is noise removal which includes non-event tweets removal,
rumour propagation control, spam control, signal-based filtration, the problems/
assumptions/gaps which have been carried out by authors of the papers which have
been discussed so far. Semantic clustering is done based on Wikipedia, SentiNet,
ConceptNet, LSH, MC, dominant entity, entity linking, etc. Disambiguation is another
major issue which needs to be considered. Different research practitioners use different
methodologies for different targets. Based on text-feature extraction, clustering and
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topic modelling can be done for bimodal and multimodal in event detection. One of the
wide areas used for event detection techniques is semantic analysis which examines the
meaning of different tweets and tweets are clustered. Another event detection
technique used is topic modelling. In this, tweets are analysed as to which topic they are
mostly talking about. Different topics are assigned probabilities as per which topic is
discussed most. Both of these techniques can be used as hybrid methodology. Apart
from these two, named-entity recognition is another approach for event detection to
find similarities. These techniques can be further used for real time analytics in big
data platform for social media data. This can be enhanced for different applications
multimodal using big data. Further, multiple modalities can be considered including
text like microblogging, blogs; images like interest based (PInterest), social images
(Flickr), video, gesture recognition, etc. These are some issues which demand more
focus and can lead to strong research. It has been believed that research in event
recommendation systems is a wide area of research. Event recommendation
system may belong to recommending the happenings around in future or which
events should be organized in future as per interest of users based on temporal and
spatial parameters.

6. Conclusion
In this survey paper, we have been through different approaches of event detection and
recommends best practices which can be used for path breaking results. Information
regarding instant outbreaks and others can be used to alarm emergency management.
However, dataset and input factors vary from one research methodology to another.
This paper contains different clustering, categorization and topic modelling approaches
used for event detection. Also, we discuss the multivariate research on event detection
for multimodal social media. Event recommender and real time big data analytic on
social media data in context of event analysis research is recommended in future.
On the basis of data acquisition, data analysis and data representation, different event
detection approaches are explored. Also, overview of event detection architecture has
been introduced and comparative analysis for statistical data of research publications
for different social media platforms have been analysed in this paper.
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