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Abstract
Purpose – The purpose of this paper is to apply the Takagi-Sugeno (T-S) fuzzy model techniques in
order to treat and classify textual data sets with and without noise. A comparative study is done in
order to select the most accurate T-S algorithm in the textual data sets.
Design/methodology/approach – From a survey about what has been termed the “Tunisian
Revolution,” the authors collect a textual data set from a questionnaire targeted at students. Five
clustering algorithms are mainly applied: the Gath-Geva (G-G) algorithm, the modified G-G algorithm,
the fuzzy c-means algorithm and the kernel fuzzy c-means algorithm. The authors examine the
performances of the four clustering algorithms and select the most reliable one to cluster textual data.
Findings – The proposed methodology was to cluster textual data based on the T-S fuzzy model.
On one hand, the results obtained using the T-S models are in the form of numerical relationships
between selected keywords and the rest of words constituting a text. Consequently, it allows the
authors to interpret these results not only qualitatively but also quantitatively. On the other hand,
the proposed method is applied for clustering text taking into account the noise.
Originality/value – The originality comes from the fact that the authors validate some economical
results based on textual data, even if they have not been written by experts in the linguistic fields.
In addition, the results obtained in this study are easy and simple to interpret by the analysts.
Keywords Analysis data, Fuzzy c-means algorithm, Gath-Geva algorithm,
Kernel fuzzy c-means algorithm, Modified Gath-Geva algorithm, Textual data
Paper type Research paper

1. Introduction
Data mining is the process of extracting appropriate and useful information from a big
data set. The overall goal is to transform big data into an understandable structure for
further use. Moreover, it identifies original structures and significant correlations from a
database (Azzalini et al., 2012; Hastie et al., 2001). It is applied in several fields such as
medicine (Buk et al., 2012), finance (Ngaia et al., 2011) and management (Ngaia et al., 2009).

Text mining (TM) was developed nearly a half century ago. The purpose of TM is to
explore textual data sets (Lebart and Salem, 1988) extracted from natural language text.
Hence, TM is applied to extract numerical information in order to highlight meaningful
patterns between texts or words constituting a text (Manning and Schutze, 1999). Several
TM methods are developed such as information retrieval (Do prado and Ferneda, 2007;
Weiss et al., 2010), information extraction (Yong and Mooney, 2002), web mining
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(Kosala and Blockeel, 2000), K-means clustering text (Rakhlin and Caponnetto, 2007),
hierarchical clustering text (Cai et al., 2004) and spectral clustering text (Song et al., 2011).
Yao et al. (2012) successfully applied improved K-means (IKM) algorithm to cluster text in
two steps of learning algorithm. The first one is to select documents more similar to the
original cluster center. The second step is to calculate average value which is effectively
considered as the new cluster center. Themain finding to note in their study is that the IKM
method ameliorates the clustering purity compared with the classical K-means method.
Later, Yinglong et al. (2014) proposed a three-phase approach to document clustering based
on topic significance degree. First, they determine the most significant topics by LDA
technique. Second, the K-means++ algorithm was applied to choose the initial clustering
centers. In the third phase, K-means method was used for document clustering. Recently,
Wei et al. (2015) proposed a semantic approach based on lexical chains and usingWordNet
to exploit ontology hierarchical structure and relations in order to provide a more accurate
assessment of the similarity between terms for word sense disambiguation.

However, the aforementioned algorithms consider only the semantic relationships
among words. Moreover, in real applications, the textual data sets may be also subject to
noise so that it cannot accurately represent the meaning of text. In order to overcome these
problems, we propose a novel methodology to cluster textual data based on Takagi-
Sugeno (T-S) fuzzy model (Takagi and Sugeno, 1985). On one hand, the results obtained
using the T-S models are in the form of numerical relationships between selected keywords
and the rest of the words constituting a text. Consequently, it allows us to interpret these
results not only qualitatively but also quantitatively. On the other hand, the proposed
method is applied for clustering text, taking into account the noise. Finally, a comparative
study is done in order to select the most accurate algorithm for clustering text.

The major contributions of the current study, with respect to the related literature,
can be summarized as follows:

• We use some clustering algorithms based on T-S fuzzy models such as Gath-Geva
(G-G) (Gath and Geva, 1989) algorithm, the modified Gath-Geva (MGG) algorithm
(Abonyi et al., 2002), the fuzzy c-means (FCM) algorithm (Bezdek et al., 1984) and
the kernel fuzzy c-means (KFCM) algorithm (Wu et al., 2003) to cluster textual data.

• The FCM, KFCM, G-G and MGG algorithms are not used in the cited above
literature, precisely in the textual field.

• The proposed study treated the case of data without and with noise.

The remainder of this paper is organized as follows. In Section 2, brief reviews of the
fuzzy clustering algorithms formulation are given. The sample selection is presented in
Section 3. Simulation results are shown in Section 4, and Section 5 summarizes the
important features of our approach.

2. Materials and methods
2.1 FCM clustering algorithm
The FCM clustering algorithm was proposed by Bezdek et al. (1984). It is the most
popular fuzzy clustering algorithm. Given an unlabeled data set S¼ [x1, x2,…, xN]
composed of N observations, the FCM algorithm minimizes the following objective
function (Wu et al., 2003):

J ðS;U ;V Þ ¼
Xc
i¼1

XN
k¼1

mik
� �md2ik; i ¼ 1; . . .; c (1)
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with:

dik ¼ :xk�V : (2)

where dik is the Euclidean distance, xk ¼ xk1; :::; xkM½ �TAℜM the input vector, M the
dimension of input vector, c the number of clusters, m the weighting exponent and μik
the membership degree of each object belonging to the ith cluster. The membership
values μik have to satisfy the following conditions:

mikA 0 1½ �; i ¼ 1; . . .; c; k ¼ 1; 2; . . .:; N (3)

Xc
i¼1

mik ¼ 1; k ¼ 1; 2; . . .:; N (4)

0o
XN
k¼1

mikoN (5)

Let the partial derivative of J(S; U, V) with respect to μik and Vi equal to 0. Then, we
obtain the following:

mik ¼
1Pc

j¼1
dik
djk

� � 2
m�1

; i ¼ 1; . . .; c (6)

V i ¼
PN

k¼1 mik
� �mxkPN

k¼1 mik
� �m (7)

The FCM algorithm is summarized as follows (Nidhi, 2014).
Given data S, set mW1, initialize U(0) and the initials centers V (0) (e.g. random).

Choose the number of clusters c and pick a termination threshold εW0.

Repeat for l¼ 1, 2,…

Step 1. Calculate each clusters centersV ðlÞ
i via Equation (7).

Step 2. Compute the distance measures via Equation (2).

Step 3. Update the fuzzy partition matrix U (l) via Equation (6).

Until :U ðlÞ�U ðl�1Þ:pe, then stop. Otherwise, set l¼ l+ 1 and return to Step 1.

2.2 KFCM algorithm
The KFCM algorithm (Wu et al., 2003) uses a kernel function for calculating the
distance. To construct a kernel version of the FCM algorithm, we define a non-linear
mapping function ϕ from the original input space to high-dimensional space in which
the data are more clearly separable. The kernel distance with the mapping ϕ is defined
as follows:

dik ¼ :f xkð Þ�f V ið Þ: (8)
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with:

:f xkð Þ�f V ið Þ: ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K xk;xkð ÞþK V i ;V ið Þ�2K xk;V ið Þ

p
(9)

where the kernel function K is chosen as Gaussian function as follows:

K xk;V ið Þ ¼ exp
:xk;V i:

2

s2

 !
(10)

leads to K(xk, xk)¼ 1 and K(Vi, Vi)¼ 1, then Equation (8) is rewritten as follows:

dik ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�2K xk;V ið Þ

p
(11)

and then, the objective function Equation (1) is modified as follows:

J ðS;U ;V Þ ¼ 2
Xc
i¼1

XN
k¼1

mik
� �m 1�K xk;V ið Þð Þ (12)

thus Equations (6) and (7) are rewritten as follows:

mik ¼
1Pc

j¼1
1�K xk;V ið Þ
1�K xk;V ið Þ

� � 1
m�1

(13)

V i ¼
PN

k¼1 mik
� �mK xk;V ið ÞxkPN

k¼1 mik
� �mK xk;V ið Þ

(14)

The KFCM clustering algorithm is summarized as follows (Daniel and Pedrycz, 2010).
Given data S, set mW1, initialize U(0) and the initials centers V(0) (e.g. random).

Choose the number of clusters c and pick a termination threshold εW0.

Repeat for l¼ 1, 2,…

Step 1. Calculate each clusters centersV ðlÞ
i via Equation (14).

Step 2. Compute the distance measures via Equation (11).

Step 3. Update the fuzzy partition matrix U(l) via Equation (13).

Until :U ðlÞ�U ðl�1Þ:pe, then stop. Otherwise, set l¼ l+ 1 and return to Step 1.

2.3 G-G algorithm
The G-G algorithm is an extension of Gustafson-Kessel algorithm (Gustafson and
Kessel, 1979) that takes the size and density of the clusters into account. It employs
a distance norm based on the fuzzy maximum likelihood estimate, which is defined
as follows:

dik ¼
2pð ÞM þ1=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det Aið Þ

p
ai

exp
1
2
xk�V ið ÞTA�1 xk�V ið Þ

� �
(15)
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The objective function of G-G algorithm is as follows:

JGG S;U ;Vð Þ ¼
Xc
i¼1

XN
k¼1

Uikð Þmd2ik (16)

Minimizing the objective function respect to all parameters in Equation (16), the G-G
fuzzy clustering algorithm can briefly be described as follows.

Given data S, set mW1, initialize U(0) and the initials centers V (0) (e.g. random).
Choose the number of clusters c and pick a termination threshold εW0.

Repeat for l¼ 1, 2,…

Step 1. Calculate each clusters centersV ðlÞ
i via Equation (7).

Step 2. Compute the fuzzy covariance matrices:

AðlÞ
i ¼

PN
k¼1 mðl�1Þ

ik

� �m
xk�V ið Þ xk�V ið ÞTPN

k¼1 mðl�1Þ
ik

� �m (17)

Step 3. Compute the distance measures via Equation (15) with the prior probability aiðlÞ:

a lð Þ
i ¼ 1

N

Xc
i¼1

mik (18)

Step 4. Update the fuzzy partition matrix using Equation (6).

Until :U ðlÞ�U ðl�1Þ:pe, then stop. Otherwise, set l¼ l+ 1 and return to Step 1.

2.4 MGG algorithm
The MGG clustering is an extension of G-G algorithm. This algorithm is proposed
based on the expectation-maximization identification of Gaussian mixture of models in
order to form an easily interpretable model that does not rely on transformed input
variables. The MGG clustering algorithm is summarized in five steps.

Given data S, set mW1, initialize U (0) and the initials centers V (0) (e.g. random).
Choose the number of clusters c and pick a termination threshold εW0.

Repeat for l¼ 1, 2,…

Step 1. Calculate each clusters centersV ðlÞ
i via Equation (7).

Step 2. Compute standard deviations of the Gaussian membership functions:

s
2 ðlÞ
i;j ¼

PN
k¼1 m

l�1ð Þ
i;k x j;k�V j;k

� �2
PN

k¼1 m
l�1ð Þ
i;k

(19)

Step 3. Compute the prior probability αi via Equation (18).
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Step 4. Compute the distance measure D2
i;k:

1

D2
i;k

¼
YM
j¼1

aiffiffiffiffiffiffiffiffiffiffiffi
2ps2i;j

q exp �1
2

x j;k�V i;j
� �

2

s2i;j

 !
1ffiffiffiffiffiffiffiffiffiffi
2ps2

i

q exp � x j;k�V i;j
� �T x j;k�V i;j

� �
2s2i

 !

(20)

Step 5. Update the fuzzy partition matrix using Equation (6).
Until :U ðlÞ�U ðl�1Þ:pe, then stop. Otherwise, set l¼ l+ 1 and return to Step 1.

3. Sample selection
The textual data set comes from a survey about what has been termed the Tunisian
Revolution in 2011. Data were collected via a questionnaire targeted to students or
young professionals, men and women of different origins, all enrolled in schools,
institutes and universities of Sousse and Monastir. These institutes include about
60 thousands young Tunisians. We focused on students because they were at the very
beginning of the revolution process (social networks) and went on to being the major
actors in it. This survey was conducted during the academic year 2012/2013, by direct
face-to-face interviews. The duration of an interview is approximately about one hour.
Sampling is up to now a very difficult challenge in the Tunisian context both for official
or private companies. Particularly in our questionnaire, which includes open-ended
questions, major difficulties are first of all the languages in use (Arabic or French,
answers had to be written in French), along with the fact that people are globally not
positive about participating in surveys, and most of all that at that time particularly
there was defiance and suspicion in the context of the Tunisian post-revolution period.
We tried to be as much as possible in a probability sampling frame: first a geographical
cluster sample including heterogeneous respondents and within each region a stratified
random sample including homogeneous respondents in the different grades of each
university. Moreover, a few unplanned respondents were included when submitting the
questionnaire, ones passing by the university campus, for example. We eventually
collected about 600 students, and the size of the final subset is 541 people because
open-ended answers in Arabic were not used. Note that the classical sampling
procedure may not be relevant when collecting phrases and words instead of
measuring a numerical variable in order to make inference on the target population.

Two open-ended questions are asked. The first question is in the form of comments
related to the closed question “How proud are you about the Tunisian revolution?” and
the second one is “What opinion do you have about the Tunisian economical situation”
after the Tunisian revolution. To be noted that all questions and all answers have to be
in French.

4. Results and discussion
In this section, we are going to examine the performances of the clustering algorithms
mentioned above (FCM, G-G, MGG and KFCM) in order to select the most reliable one
otherwise which realized the most accurate clustering.

For each method, the following formula is used to compute the accuracy rate:

accurate rate ¼ TW
N

� 100 (21)

where TW is the number of the observations correctly classified.
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A pre-treatment of the collected data was carried out before the application of
different algorithms. We simulated two experimental cases. For each case, we compare
the clustering results based T-S fuzzy models with and without noise.

4.1 Case 1
The first input data set contains 492 observations (all current words in the comments
repeated more than four times). The parameter settings of all algorithms are c¼ 5
and m¼ 2.5. Table I shows the various performance results obtained by different
algorithms with and without noise. As can be seen in Table I, the MGG gives the best
accurate rate of 95.7317 percent compared with that of other algorithms. It has also a
slight sensibility against noise (92.0696 percent).

Otherwise, each word used in our text more than four times can be represented by
the following form:

Ti ¼ at1; bt2; yt3; dt4; lt5
	 


(22)

where α, β, θ, δ and λ are the membership values for each word. We note that {T1,…,
TN} are the words explained in terms of membership degrees of the keywords {x1,…,
xn}. According to the results obtained by MGG algorithm, the 492 words can be
explained by the selected keywords. In Table II, we illustrate membership degrees
between some words (T1: poverty T2: dictatorship T3: economy) with the five selected
keywords (x1: revolution, x2: unemployment, x3: freedom, x4: high and x5: bad).
Table II gives an example of membership degrees between three words and the
five selected keywords. The same procedure is applied for the rest of words using these
selected keywords.

Using Equation (22), the three words can be represented as follows:

T1 ¼ 0:94x2; 0:01x3; 0:05x5f gf (23)

T2 ¼ 0:02x1; 0:02x2; 0:95x4; 0:01x5f gf (24)

T3 ¼ 0:74x2; 0:02x3; 0:23x5f gf (25)

From these equations, three important and evident economic relationships are
validated. First, Poverty and unemployment are highly dependent. For a long time, the
relationship between these two indicators has been proved by several techniques
applied to several data. Indeed, high rate of unemployment leads to financial crisis.
Also it influences the overall purchasing capacity of a nation. So, unemployment leads
automatically to poverty. The second proved result is that the use of the adjective
dictatorship is high and up to 95 percent compared to other membership functions.

Without noise Noisy data

Algorithms Accuracy rate (%)
Misclustering
observations Accuracy rate (%)

Misclustering
observations

MGG 95.7317 21 92.0696 41
G-G 95.5285 22 90.9091 47
KFCM 95.5285 22 90.4472 47
FCM 92.8862 35 89.8374 50

Table I.
Performance results
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In fact, our data are collected just after the Tunisian Revolution, so it is evident to
conclude that before the revolution the term dictatorship is applied in an abusive
manner. Finally, we remark on an extensive use of the term economy jointly with the
term unemployment (74 percent). Certainly this relationship is proved with many ways
for many years.

4.2 Case 2
In the second case, the input data set contains 668 words. The parameter settings of all
algorithms are c¼ 5 and m¼ 2.5. Table III provides the performance of different T-S
clustering algorithms. It gives an example of membership degrees between three words
and the five selected keywords. The simulation results obtained show that the MGG
algorithm outperforms that of other algorithms with and without noise.

Equally to the first case, we can validate some obvious relationships between
economic factors according to the views of young Tunisian students which are
ultimately realistic opinions. We also quote five keywords: x1: rate, x2: increase, x3:
country, x4: price and x5: poverty (Table IV).

As showed in Table IV, the three words can be represented as following:

T1 ¼ 0:05x1; 0:03x3; 0:92x4f gf (26)

T2 ¼ 0:02x1; 0:27x2; 0:10x3; 0:60x5f gf (27)

T3 ¼ 0:02x1; 0:17x2; 0:07x3; 0:41x4; 0:33x5f gf (28)

x1: revolution x2: unemployment x3: freedom x4: high x5: bad

T1: poverty 0.00 0.94 0.01 0.00 0.05
T2: dictatorship 0.02 0.02 0.00 0.95 0.01
T3: economy 0.00 0.74 0.02 0.00 0.23

Table II.
Membership degrees
between three words

and the selected
keywords

Without noise Noisy data

Algorithms
Accuracy rate

(%)
Misclustering
observations

Accuracy rate
(%)

Misclustering
observations

MGG 97.9042 14 94.3723 39
G-G 97.9042 14 94.2280 40
KFCM 88.0240 80 83.8323 108
FCM 84.8802 101 80.5389 130

Table III.
Performance results

x1: rate x2: increase x3: country x4: price x5: poverty

T1: economy 0.05 0.00 0.03 0.92 0.00
T2: unemployment 0.02 0.27 0.10 0.00 0.60
T3: inflation 0.02 0.17 0.07 0.41 0.33

Table IV.
Membership degrees
between three words

and the selected
keywords
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From Equation (26), the word economy is influenced by the word prices up to 92
percent. In fact, it is effectively evident that economy is indirectly influenced
by the rise or the fall of prices. But what seems strange is that economy in
not at all influenced by poverty. These results may be justified by the restricted vision
of the respondents and also the simple phrases used in reply to the survey.
Another result to mention from Equation (27) is the word unemployment
depends mainly on the word poverty (60 percent) and up to 27 percent to the word
increase. After all the revolutions that have taken place in the world,
unemployment always increased. Finally, the word “inflation” is connected to
the word price with 41 percent, 33 percent to the word poverty and 0.17 percent to the
word increase.

5. Conclusion
In this paper, several clustering algorithms based on the T-S fuzzy model are used on
textual clustering. These algorithms like FCM, G-G, MGG and KFCM are applied for
textual data with and without noise. Moreover, two real data sets are used to test the
performance of these algorithms. It has been found that the MGG significantly
outperforms the other existing methods. In addition, we validate some obvious
economical relationships characterized by their membership degrees. The originality
comes from the fact that we validate these economical results based on textual data,
even if they have not been written by experts in the linguistic fields. In addition,
the results obtained in this study are easy and simple to interpret by analysts.
Consequently, the proposed methodology can be extended to include more keywords
and other databases and to develop an identification procedure using least squares
methods and optimization techniques for future work.
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