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A hybrid firefly and support
vector machine classifier for
phishing email detection

Oluyinka Aderemi Adewumi and Ayobami Andronicus Akinyelu

School of Mathematics, Statistics and Computer Science,
University of KwaZulu-Natal, Durban, South Africa

Abstract

Purpose — Phishing is one of the major challenges faced by the world of e-commerce today. Thanks to
phishing attacks, billions of dollars has been lost by many companies and individuals. The global
impact of phishing attacks will continue to be on the increase and thus a more efficient phishing
detection technique is required. The purpose of this paper is to investigate and report the use of a
nature inspired based-machine learning (ML) approach in classification of phishing e-mails.
Design/methodology/approach — ML-based techniques have been shown to be efficient in
detecting phishing attacks. In this paper, firefly algorithm (FFA) was integrated with support vector
machine (SVM) with the primary aim of developing an improved phishing e-mail classifier (known as
FFA_SVM), capable of accurately detecting new phishing patterns as they occur. From a data set
consisting of 4,000 phishing and ham e-mails, a set of features, suitable for phishing e-mail detection,
was extracted and used to construct the hybrid classifier.

Findings — The FFA_SVM was applied to a data set consisting of up to 4,000 phishing and ham
e-mails. Simulation experiments were performed to evaluate and compared the performance of the
classifier. The tests yielded a classification accuracy of 99.94 percent, false positive rate of 0.06 percent
and false negative rate of 0.04 percent.

Originality/value — The hybrid algorithm has not been earlier apply, as in this work, to the
classification and detection of phishing e-mail, to the best of the authors’ knowledge.

Keywords Optimization techniques, Algorithms, Classification, Artificial intelligence,

Intelligent agents

Paper type Research paper

1. Introduction
One of the major threats faced by vast majority of online users and businesses is fraud.
There are three types of online fraud commonly perpetrated, namely: e-mail spam, phishing
and network intrusion (Behdad et al, 2012). Among these three, phishing has led to greater
financial loss. Phishing is an act that attempts to electronically obtain delicate or
confidential information from users (usually for the purpose of fraud) by creating a replica
website of a legitimate organization. In 2013, phishing attacks rose from 279,580 in 2011 to
448126 in 2013, leading to an estimated loss of about US$5.9 million (RSASecurity, 2014).
Also, Figure 1 (APWG, 2013), reveals that payment service industries and financial
Institutions are one of two major target industries in recent times. Phishing is generally
perpetrated by sending deceitful well-composed e-mails to users. These e-mails contain
links to cloned websites, and clicking on these links may re-direct users to a phishing or
malware hosting website. Malwares hosting websites are infected with malicious codes
that can gain access to private information of users and also cause damages to users’
computers. Due to vast number of e-mails received by various users in recent times,
e-mail filtering is a challenging task. Therefore, the need for a quicker, robust and
effective filtering technique cannot be overemphasized. Several approaches have been
proposed in literature including: network-based approach, blacklist, whitelist and
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Figure 1.
Target industries
by phishers
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Other, 8.61%

Financial,
21.74%
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Services,
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content-based approach. Network-based approach are costly to implement, difficult to
maintain and time consuming (Johnson, 2003). Blacklist and whitelist approach yield
high false positive (FP) and false negative (FN) rates because, they are incapable of
detecting new phishing attacks as they emerge. According to APWG, the average uptime
for phishing website is 44.39 hours (i.e. less than two days). Content-based approach aims
to capture content and structural properties of data. According to White ef al (2012),
blacklist approach is the widely used. Nevertheless, Bergholz et al (2008) pointed out that
content-based techniques is the most accurate and secured, because, they are capable of
discovering new fraudulent patterns in large data sets as they evolve. Support vector
machine (SVM) is arguably one of the best content-based technique. It analyses data,
recognizes patterns in data and classifies the data into one of two given classes.
Classification accuracy of SVM is based on the features and parameters used for training,
hence, parameter selection and feature selection stages are very important.

In this paper, firefly algorithm (FFA) is used for parameter selection. The primary
aim of this study is to design an improved phishing e-mail detection system, capable of
accurately detecting known and emerging phishing patterns. The hybrid system is
evaluated and it yielded excellent result.

2. Related work
Some existing phishing detection techniques are discussed in this section.

2.1 Phishing website detection

Prakash et al (2010) designed a phishing detection system, consisting of two
components: a Uniform Resource Locator (URL) prediction component and an
approximate URL matching component. The URL prediction component was used to
generate new URLs from different blacklisted URLs and also used to test (with the aid
of DNS queries and content matching) whether the newly generated URLs are
malicious or not. Furthermore, the URL matching component was used to compare the
generated malicious URLs against a blacklist of malicious URLs. Authors evaluated
the performance of PhishNet by using it to generate 18,000 URLs from 6,000 URLs
provided by Jose Nazario (2009). Afterwards, authors tested the generated URLs
against a database of blacklisted URLs collected from Phishtank (2016) and
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SpamCutter (Anderson et al, 2007). The test yielded a FP and FN rate of 3 and
5 percent, respectively. In another study, Medvet et al (2008) proposed a phishing
detection solution. In the study, first, authors captured the image of a suspected
webpage and also captured the image of a legitimate webpage (previously visited by
the user). Furthermore, authors compared both images and displays a message if the
visual comparison of both images is similar. Authors evaluated the approach and it
produced a FP rate of 174 percent and FN rate of 8.3 percent.

Chou et al. (2004) developed a web browser toolbar (in form of a plug-in) called
SpoofGuard. SpoofGuard monitors various internet activities of users, and with the aid
of some heuristics, it identifies phishing web pages by performing series of analysis
and tests on webpage URLs. During the analysis, first, SpoofGuard examines the
domain name of web pages opened by users and compare them to domain names of all
websites recently visited by user. Furthermore, the toolbar examines the URL and
webpage content to identify suspicious URLSs, password fields, embedded links and
images. Moreover, SpoofGuard analyzes each of the identified links using some
heuristics described in Chou et al (2004). Additionally, each of the detected images are
compared to images of previously visited web pages stored on the web browser.
Furthermore, SpoofGuard then computes the weighted sum of the results obtained
from the previous tests, and displays a warning message to the user if the computed
score is higher than a pre-defined threshold value. Authors evaluated the performance
of SpoofGuard and it yielded a FP and FN rate of 38 and 9 percent, respectively.

2.2 Phishing e-mail detection
Yu et al (2009) proposed a heuristic-based algorithm for phishing e-mail detection,
called PhishCatch. PhishCatch is divided into four components. The first and
second component is responsible for e-mail extraction and e-mail filtering, respectively.
The third component is used to send alerts. The last component is used to store
suspicious phishing e-mails. Authors tested the proposed algorithm on 2,000 phishing
e-mails, and it produced a FP and FN rate of 1 and 20 percent, respectively. Similarly,
Cook et al. (2008) developed a rule-based phishing e-mail filter called PhishWish. In the
study, authors designed 11 rules for identifying and analyzing login URLSs in e-mails,
e-mail headers and images. PhishWish was tested on 1,000 e-mails and the test yielded
a FP and FN rate of 8.3 and 2.5 percent, respectively. In another study, Zhang et al.
(2007) proposed a phishing e-mail detection solution based on term frequency/inverse
document frequency (TF-IDF) algorithm. In the study, authors used TF-IDF to examine
webpage contents. Authors evaluated the performance of the technique using
3,038 unique URLs and it yielded a FP and FN rate of 3 and 11 percent, respectively.

In another work, Fette et al (2007) proposed a random forest (RF)-based phishing e-mail
detection technique. In the study, authors extracted ten features from a data set consisting
of 860 phishing e-mails and 6,950 ham e-mails. Furthermore, the extracted features were
used to build a classifier. Authors evaluated the technique and it yielded a FP and FN rate
of 0.13 and 3.62 percent, respectively. In different studies, Toolan and Carthy (2009) and
Bergholz et al (2008) proposed machine learning (ML)-based approaches and achieved
better results compared to Fette et al (2007). Toolan and Carthy (2009) worked with five
features and achieved an accuracy, FP rate and FN rate of 99.31, 1.4 and 0 percent,
respectively, while Bergholz et al (2008) worked with 81 features and achieved an
accuracy, FP rate and FN rate of 99.85, 0.00 and 1.30 percent, respectively.

In a different study, Huang et al (2012) proposed a SVM-based model for phishing
URL detection. The model was designed using 23 URL-based features. Authors evaluated
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the performance of the model, and it produced a classification accuracy of 99.0 percent.
Zhang et al (2011), introduced a framework for content-based phishing web page
detection, based on Bayesian network. The framework consists of three components,
namely: a text classifier (based on naive Bayes rule), an image classifier (based on earth
mover’s distance) and a fusion algorithm (based on Bayes theory). The fusion algorithm is
responsible for combining the classification results obtained from the image classifier and
text classifier. Furthermore, the text classifier and image classifier, respectively is
responsible for handling the text content and visual content of the webpage.
The framework was evaluated and it yielded promising results. In addition, Al-Mo ef al.
(2011), proposed a clustering-based technique for phishing e-mail detection.
The clustering-based technique was used to create rules for e-mail classifications.
Authors evaluated the model and it yielded a classification accuracy, FP rate and FN rate
of 99.7, 0.01 and 0.01 percent, respectively.

2.3 FFA-based SVM optimization

Shamshirband et al. (2015) proposed a hybrid technique for optimizing lens system
design. In the study, FFA was used to optimize SVM parameters. Authors evaluated
the technique and compared its result to support vector regression, artificial neural
networks (ANN) and generic programming methods. FFA-SVM outperformed the three
techniques. Similarly, in other studies, Sharma et @/ (2013) and Chao and Horng (2015)
used FFA to optimize SVM performance. In both studies, FFA was used for SVM
parameter setting. Both techniques were evaluated and they produced good results.
In addition, Ch ef al (2014) proposed a FFA-based technique for malaria prediction.
In the study, authors designed a model using FFA and SVM. FFA was used for
parameter optimization. The model was evaluated and its result outperformed three
other algorithms, ANN, SVM and auto-regressive moving average.

2.4 Mobile-based phishing

Hou and Yang (2012) developed a web-based phishing attack defense mechanism for
mobile devices (10S platform). The mechanism logs key strokes of users and displays a
warning message if the user is at the verge of entering sensitive information into a
malicious website. Authors tested the mechanism on different mobile applications and
different phishing attacks, and reported that the mechanism works very well for all the
applications. In another study, Felt and Wagner (2011) performed a risk assessment of
phishing activities on mobile devices. Authors evaluated 85 websites and 100 mobile
devices and noted that websites and mobile applications interact in ways that exposes
users to phishing attacks. Interaction between many mobile applications and websites
requires some form social sharing or payment (Felt and Wagner, 2011). Either social
sharing or payment requires users to enter a username and password. Unfortunately,
users cannot verify validity of websites or mobile applications before entering their
credentials, leaving them at risk. In a different work, Virvilis ef al (2014) evaluated the
performance of different phishing detection mechanisms based on Android and iOS.
In the study, authors worked with different browsers and compared their performance.
Result revealed that some mobile browsers do not provide adequate protection for
phishing, hence exposing users to phishing attacks.

2.5 Survey summary
Different phishing detection techniques has been proposed in literature. Based on all
the reviewed studies, ML-based approach proposed by Fette et al (2007), Toolan and



Downloaded by TASHKENT UNIVERSITY OF INFORMATION TECHNOL OGIES At 21:44 14 November 2016 (PT)

Carthy (2009), Al-Mo et al (2011) and Bergholz et al (2008), yielded the best
performance. Furthermore, the review revealed that very few studies explored the use
of FFA in combination with SVM to tackle phishing e-mail. This paper therefore
introduces a technique for phishing e-mail detection based on FFA and SVM.
In the proposed technique, FFA is used for parameter optimization and SVM is used for
e-mail classification. Brief introduction to SVM and FFA is given in the next section.

3. Problem statement
A brief introduction to ML, SVM and FFA is presented in this section.

3.1 ML approach
Among ML practitioners, there is no generally acceptable definition for ML, it has been
defined by several authors in different ways. ML was defined by Arthur Samuel as “the
field of study that gives computers the ability to learn without been explicitly
programmed” (Simon, 2013). Similarly, Mitchell (1997) defined ML as “A computer
program is said to learn from experience E w.r.t some task T and some performance
measure P, if its performance on T as measured by P, improves with experience E.”
There are several types of ML classifiers, including: RF, neural networks, SVM,
naive bayes. SVM is arguably one the best classifiers. It is capable of yielding excellent
classification result even when input data are not linearly separable and non-monotone
(Auria and Moro, 2008).

3.2 SVMs
SVMs are arguably the most successful classification method in ML. It was invented by
Vladimir N. Vapnik in 1995 (Cortes and Vapnik, 1995) and it is suitable for classification
problems involving two classes. Utilizing a set of labeled input data (converted to
vectors), SVM builds a model that predicts the likely classes each of the input data
belongs to. SVM model maps the input vectors as points in a feature space in such a way
that the two classes are separated by a hyperplane with the widest possible margin.
Afterwards, SVM use this feature space to classify new data (mapped into the space)
based on which side of the hyperplane they fall into. An SVM with the largest margin
(ie. distance between the hyperplane and the closest data point) will yield a better result.
Support vectors (as shown in Figure 2) are the closest points to the hyperplane, they are
the critical points that give the maximum margin for all the N-points in the data.
Given a set of training data set, SVM finds the best (or optimal) hyper-plain with the
maximum margin, which split the data set into two different classes (e.g. positive and
negative). To split the data set into two different classes (with a minimal number of
training errors), an optimal hyperplane is constructed by solving the optimization
problem below (Cortes and Vapnik, 1995):

1 T - 4
IBI?EEW W+C<Z en> @

n=1
Subject to:
y,z(wT-xn+b) >1-¢, n=12..,N

=20, n=12, .., N

WeRY beR
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Figure 2.
Diagram showing
support vectors,
margin and
hyperplane

I ~ ) —= Hyper Plane

= Margin

Support Vectors

= Optimal Margin

where C is a constants (also called penalty parameter); x is the input vector; y is the data
label (+1 or —1) and w is a vector belonging to the Euclidian space d. If C is satisfactorily
large and o is reasonably small, the vector V; and constant B, that best minimizes the
function (1) subject to the given constraints determines the optimal hyperplane. Function
(1) describes an optimization problem that finds the best hyperplane (i.e. hyperplane with
the optimal margin) which minimizes the number of training errors and also maximizes
the margin with the correctly classified data points (Cortes and Vapnik, 1995). Hsu ef al
(2003) pointed out that K(x; x;) = ¢ () Td)(xj) is called the kernel function. Generally, kernel
functions provide simple bridge from linearity to non-linearity for various algorithms
that can be expressed in terms of dot products (Souza, 2010).
There are four commonly used kernel functions (Hsu et al, 2003):

(1) Linear Kernel: K (x;, %) = x/x;.

() Polynomial Kernel: K (x;, %) = (yalx; +7f)d, y>0.

(3) Radial Basis Function (RBF) Kernel: K (x;, ;) = exp (—nyi—xj H2) ,7>0.
(4) Sigmoid Function kernel: K (x;, ;) = tanh(yx/x;+7).

where y, 7 and d are the kernel parameters.

In this study, RBF kernel was used, because, it has the ability to handle cases
involving nonlinear relation between class labels and attribute (Hsu et al, 2003).
RBF kernel has two parameters: C (also called, the soft margin constant) and y. These
two parameters have a significant effect on the decision boundary of SVM and in turn
have an effect on the classifier accuracy (Ben-Hur and Weston, 2010). The C and y pair
that will yield the best classification accuracy varies between problems, therefore,
identifying the best C and y pair for a given problem is an important aspect of SVM
classification. The traditional method of achieving this is grid search using cross-
validation. In grid search, a range of parameter values (i.e. C and y) are chosen and the
classifier accuracy for each of the (C, y) pair is estimated using cross-validation.
The parameter pair that gives the best cross-validation accuracy is then selected and
used to train the SVM model.
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Trying exponentially growing sequence of Cand y is a good way of identifying good
parameters; for example, C=27° 273 271 .. 2715 y=271, 2718 o1 2°Hsuetal,
2003). Optimization techniques such as, FFA, particle swarm intelligence and ant
colony optimization (ACO) can also be used for parameter optimization. In this study,
FFA is used. A brief introduction to FFA is presented in Section 3.3.

3.3 FFA

FFA (developed by Yang, 2008) is a metaheuristic that is inspired by the flashing lights
of fireflies — a unique and amazing feature of fireflies. There are about 2,000 species of
firefly, and most of them produces short flashes (by a process called bioluminescence)
at regular intervals (Yang, 2008). These flashlights are produced to attract potential
mating partners and preys, and also to send warning signals to predators. FFA is
stochastic in nature and can be used to solve difficult real world optimization and NP-hard
problems (Fister ef al, 2013). The light intensity of the flashlight produced by firefly
decreases with increase in distance, that is, light intensity is inversely proportional to the
square of distance (ie. 7 oc 1/#2). Also, as the distance increases, light is absorbed into the
atmosphere which in turn reduces the light intensity. Yang (2008) explained that flashlight
can be formulated in such a way as that it will be associated (or proportional) to the value
of the fitness function to be optimized. FFA has a number of variants, but this paper
focusses on the original version developed by Yang (2008). This algorithm was formulated
using four idealized rules as follows:

(1) All fireflies are unisex.

(2) The attractiveness of fireflies is proportional to their light intensity, implying
that fireflies with less brighter intensity will move toward fireflies with brighter
intensity.

(3) The light intensity of fireflies is affected or determined by the landscape of the
objective function to be optimized.

(4) InFFA, there are two important issues that need to be defined: the variation of
light intensity and the formulation of attractiveness. Typically, for
maximization problems, the light intensity (I) produced by a firefly at
location, v, is directly proportional to the fitness value of the objective function /
(v)oc F(y). Light intensity varies with distance between fireflies, and with the
degree of absorption by the atmosphere, given by the following equation:

I(r) = Ipe™” @)

where I is the original light intensity; y the light absorption coefficient (constant); and
r the distance. Take note that in Equation (2), the singularity at r =0 is avoided in the
expression /7%, by combining the effect of both the inverse square law and absorption
and approximating them in Gaussian form as shown in Equation (2). Also, the
attractiveness, g of various fireflies is proportional to the light intensities emitted by
them. It is defined in Equation (3).

Algorithm 1: Firefly Algorithm
1. Define initial values of firefly parameters: NF, NG, f,, o, and y
2. Define Fitness function G(x), x = (x1.,...xd)t
3. Initialize n positions of firefly (1=1,2,3,....n)
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4. Evalute G(x) to determine light intensity L; of firely x;
5. while (j < NG)
51. for k = 1to NF
511 form = 1to NF
5111 If Ly < Ly)
5.1.1.1.1. Move firefly k towards firefly m
51.1.2. end if
5.1.1.3. Calculate attractiveness variance with distance r using exp(—yr)
5.1.1.4. Calculate new fitness values for all fireflies
5.1.1.5. Update firefly light intensity Li
5.1.2. end for
5.2. end for
6. end while
7. Output optimized firefly light intensity

B =P &)

where f is the attractiveness at r =0.
The distance between two fireflies x; and x; is expressed by the Euclidian distance:

d

rij = x| = | Y (is—a) 0]

k=1

where d represent the dimensionality of the problem at hand. The movement of firefly i
to a more attractive firefly j is controlled by following equation:

X = X; ~|—,BO€7W§' (xj—xl-) +oe; ®)

a€l0, 1], y€[0, o). ¢; are random numbers drawn from Gaussian distribution, ¢; can
simply be replaced by rand—1/2 where rand belongs to the set of uniformly generated
real numbers between 0 and 1. The second term in the equation reflects
firefly movement as a result of attraction to fireflies with brighter intensities. When
Bo=0, movement will depend on random walk only. The full algorithm is shown
in Algorithm 1.

3.3.1 Objective function. The objective function for FFA_SVM is defined by
formula (6). Classification accuracy is the major criteria used in designing the objective
function for FFA_SVM. This implies that a firefly with high classification accuracy will
yield a high fitness value. The objective function has one pre-defined weight, Wy, for
the classification accuracy. The weight can be adjusted from 80 to 100 percent
depending on users’ preference. In this study, 95 percent is used for all the evaluations.
Similar approach was used in Huang and Dun (2008) and Huang and Wang (2006):

fitness; = Wy x SVMAcc; ©6)

where W, = pre-defined weight for SVM accuracy and SVMAcc; =SVM accuracy for
each firefly generation.
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4. Proposed FFA_SVM A hybrid
As earlier mentioned, in this study, FFA is integrated with SVM to construct a hybrid firefly and
classifier. Specifically, FFA is used in place of grid algorithm, for parameter optimization. SVM classifier
The flow chart and pseudocode for FFA_SVM is presented in Sections 4.1 and 4.2.

4.1 Flow chart of FFA_SVM
The flow chart of the proposed classification system is presented in Figure 3. 985

4.2 FFA_SVM algorithm

Algorithm 2: FFA_SVM
Input: NR: Number of runs
NF: Number of folds for FFA_SVM cross validation
NFF: Number of fireflies
NFold: Number of folds for SVM cross validation
MaxGen: Maximum Generation
Output: ACA: Average Classification Accuracy
1. Process Dataset
2. Calculate information Gain and select best 8 features
3. Define initial values of firefly parameters: NF, NG, pB,, o, and y
4. Evalute G(x) to determine light intensity L; of firely x;
5. Fori=1:NR
51.For] = 1:NF
5.1.1. Generate initial populations of fireflies x; 1 = 1,2,...NFF)
51.2.For k = 1:NFF
51.2.1. For m = 1: NFold
5.1.2.1.1. Calculate average classification accuracy (ACA) using the firefly
positions (i.e. C & )
51.2.2. End m
51.3. End k
5.1.4. While (n < MaxGen)
5.1.4.1. Evaluate fitness value
5.1.4.2. Rank firefly and save global best
514.3. For p = 1:NFF
514.3.1.For q = 1:NFF
514311 I, < Iy
5.1.4.3.1.1.1. Move firefly p towards firefly q
5.1.4.3.1.2. End if
514.3.2. End q
51.4.4. End p
5145. For s = 1:NFF
51.45.1. Fort = 1:NFold
5.1.45.1.1. Calculate new average classification accuracy (NACA) of
the new firefly positions
514512 If NACA > ACA)
51.4.5.1.21. Update firefly positions and their corresponding
accuracies
51.4.5.1.3. Else
5.1.4.5.1.3.1. Don’t update firefly positions
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51.4.5.14. End if
51452 . End t
51.4.6. End s
5.1.5. End while
5.1.6. Select global best (i.e. the firefly with the highest fitness)
5.1.7. Train SVM model with the optimized parameters (obtained from the
global best)
5.1.8. Test model on current test data (ie. 1/10™ of dataset)
5.1.9. Sum SVM classification Accuracy (CA)
52.End j
5.3. Calculate the Average SVM classification accuracy (ASCA) over the number
of folds
54. Sum ASCA
6. End 1
7. Calculate overall average SVM classification accuracy over the number of
runs — divide ASCA by NR

4.3 Features used in the e-mail classification

In this paper, a group of 16 features that frequently appear in phishing e-mails was
identified from different literature and used. Although, number of features used is few,
a high accuracy is achieved. These features are described in this section.

4.3.1 URLs contaiming IP address. Website address (or URL) used by many
legitimate organizations often contains names of the organization. For example, www.
yahoo.com, tells us that the URL is owned by Yahoo. On the contrary, phishers use IP-
based URLs (such as http://167.88.12.1/signin.ebay.com) to mask their identity from
users. Therefore the presence of IP-based URLs in an e-mail is an indication that the
e-mail is a potential phishing e-mail. This feature was used in (Bergholz et al, 2008) and
(Akinyelu and Adewumi, 2014).

4.3.2 Disparities between “href” attribute and LINK text. HTML anchor (le. <a>)
tag is used to establish a link to another website. Linking to another website
can be accomplished by defining a “href” attribute. This attribute describes the
website location to be linked to. Links are usually rendered to a browser after a
“Link text” has been clicked (e.g. < a href = “URL Address” > Link Text </a >).
The link text could be a plain text (e.g. Click Here), a URL (yahoo.com), an image or
any other HTML element. If the link text is a URL, and it is a legitimate link, it should
tally with the website location pointed to by the “href” attribute (e.g. <a
href = “http://www.yahoo.com” > yahoo.com < /a > ).If there is a disparity between
the “href” attribute and the link text (e.g. <a href =http://www.yahoo.com >
boguus.com < /a>), then the link is likely pointing to a phishing website. All the
links containing a URL-based link text in an e-mail are checked and if there is a
disparity between the link text and the “href” attribute, then a positive Boolean
feature is recorded. This feature was used in Bergholz ef al. (2008) and Akinyelu and
Adewumi (2014).

4.3.3 Presence of “Link,” “Click,” “Here” in link text of a hnk. Link text in most
phishing e-mails generally contain words like “Click,” “Here,” “Login,” “Update.” Hence,
text of all links present in an e-mail is checked and a binary value is recorded based on
the presence or absence of the words: Click, Here, Login, Update and Link. Similar
feature was used in Gao et al (2005) and Bergholz et al. (2008).


www.yahoo.com
www.yahoo.com
http://167.88.12.1/signin.ebay.com
http://www.yahoo.com
http://www.yahoo.com
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4.3.4 Number of dots in domain name. Total number of dots that should be present in
the domain name of a legitimate organization should not exceed three (Almomani ef al,
2012). For example, “www.yahoo.com” contains two dots. A binary value of 1 is
recorded if an e-mail contains a URL whose domain name contains above three dots.
This feature was used in Akinyelu and Adewumi (2014).

4.3.5 Hitml e-mail. E-mail format for each e-mail is defined by MIME standards.
MIME standard defines the type of content contained in each e-mail. The content type
(defined by the content-type attribute) could be plain text (indicated by “text/plain”),
HTML (indicated by “text/html”). An e-mail is a potential phish e-mail if it contains a
content-type with attribute “text/html” (Fette et al, 2007). This is because, phishing
attacks are launched using HTML links. This feature was used in Fette ef al (2007) and
Akinyelu and Adewumi (2014).

4.3.6 Presence of javascript. Javascript can either be embedded in an e-mail
(using the script (< script>) tag) or in a link (using the anchor (<a>) tag).
Some phishers use Javascript to hide information from users. An e-mail is a potential
phish e-mail if the “javascript” string is contained in either the body of an e-mail or in a
link (Fette et al, 2007). This feature was used in Fette ef al (2007) and Akinyelu and
Adewumi (2014).

4.3.7 Number of links. In this study, total number of links embedded in an e-mail is
extracted and used as a feature for classification. Phishing e-mails frequently contain
multiple numbers of links to illegitimate websites (Zhang and Yuan, 2013). This feature
was used in Zhang and Yuan (2013) and Akinyelu and Adewumi (2014).

4.3.8 Number of linked to domain. This feature refers to the total number of distinct
domain names referenced by all the URLs in an e-mail. URLs contained in an e-mail are
extracted, their domain names are extracted and counted, and resultant value is used a
feature. Each domain name is counted once, duplicates are discarded. This feature is
also used in Fette ef al (2007) and Akinyelu and Adewumi (2014).

4.3.9 From_Body_Matchdomain check. To extract this feature, all the domain
names in an e-mail are extracted and each of these domain names is matched with the
sender’s domain (i.e. the domain name referred to by the “From” field of the same
e-mail). If there is a disparity between any of the comparison, the e-mail is likely a phish
e-mail (Almomani et al, 2012). This feature was used in Akinyelu and Adewumi (2014)
and Almomani et al. (2012).

4.3.10 Spam filter feature. SpamAssassin is a robust and effective open source
spam filter already in use by some organizations. In this work, an off-line and untrained
version of SpamAssassin was used to filter our data set and generate one binary
feature. An e-mail is assigned a value of 0 if it is labeled as ham by SpamAssassin and
it is assigned a value of 1 if it is labeled as spam. This feature was used by Fette et al.
(2007) and Bergholz et al (2008).

4.3.11 Word List Features. Some group of words that frequently appears in
phishing e-mails were used as features. These words are grouped into six different
groups and each of these groups is used as a single feature. For each group, presence of
each word is counted and normalized. The groups of words include:

(1) Update, Confirm.
(2) User, Customer, Client.
(3) Suspend, Restrict, Hold.


www.yahoo.com
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4) Verify, Account.
() Login, Username, Password.
(6) SSN, Social Security.
This feature is similar to the one proposed by Basnet et al (2008).

5. Simulated experiments
The performance metric used in this study, the data set used and the results obtained
are discussed in this section.

5.1 Evaluation method

ML involves two major phases: training phase and testing phase. Generally, prediction
accuracy of classifiers depends on information gained during training. Information
gain (IG) is one of the feature ranking metric prominently used in many text
classification. In this study, IG (explained by Mitchell, 1997) is used for feature
selection. The following evaluation metrics was used:

FP Rate = % @)
PN Rate = 70 ®
Precision (Pr) = % ©)
Recall (R) = % (10)
F-Measure = % 11)

where, TP,, TN,,, FP,, FN, refers to the total number of true positives, true negatives,
false positives and false negatives, respectively.

In this study, tenfold cross-validation was used and the cross-validation was
repeated ten times. Doing this will correct the statistical dependency of all the
individual instances in the data set (Bergholz et al,, 2008), and it will also lead to a good
and accurate estimate of the evaluation. Table I shows a summary of the firefly
parameters and the SVM parameters used in this study. The firefly parameters is
similar to the parameters used by Yang (2008) and the (C, y) pair is similar to the
parameters suggested by Hsu et al. (2003).

SVM parameters (Hsu et al, 2003) C Y
[2—5’ 215] [2—15’ 23]
Firefly parameters (Yang, 2008) a y Bo Ny N
0.2 1 1 20 10

Notes: a, alpha; y, gamma; f, beta; N, number of firefly; Ny, number of generations
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Table L.
SVM and firefly
parameters
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Table II.
Tenfold cross-
validation result
for FFA_SVM

The computer used in running all the experiments is a 64-bit desktop, having a
processor speed of 3.10GHz (Core i7) and a RAM size of 8.00 GB.

5.2 Data used

For the implementation and testing of FFA_SVM, a data set consisting of 3,500 ham
e-mails (obtained from SpamAssassin; Group, 2006) and 500 phishing e-mails (obtained
from Nazario, 2005) was used. Prior to classification, all the features described in Section 4.3
was programmatically extracted from the data set (using C#) and converted to vectors.
Furthermore, the feature vectors were scaled (using Gaussian transform) and converted to
the input format required by the SVM library used in this study (i.e. libSVM-library Chang
and Lin, 2011). During extraction, all e-mails coming from the ham and phishing corpora is
labeled appropriately. Afterwards, IG for all the 16 features was calculated and features
with the best eight IG were selected and used to train FFA_SVM.

5.3 Result and discussion

Some experiments were performed to evaluate the performance of FFA_SVM.
Each of the experiments were performed using ten times tenfold cross-validation
(i.e. tenfold cross-validation is repeated ten times). Results from the experiments
were compared to results of standard SVM. As shown in Table II, FFA_SVM
yielded an average classification accuracy of 99.98 percent and standard SVM
yielded an average classification accuracy of 99.96 percent. Also, FFA_SVM yielded
a FP rate and FN rate of 0.01 and 0.08 percent, respectively, while standard
SVM vyielded a FP rate and FN rate of 0.03 and 0.16 percent, respectively.
Additionally, FFA_SVM and standard SVM yielded a classification speed of 2,136.29
seconds and 2,268.31 seconds, respectively. These results revealed that the overall
performance of FFA_SVM outperformed standard SVM, implying that FFA is a
better parameter optimization technique compared to grid search algorithm.
Additionally, as shown in Table III, FFA_SVM was compared to three best results
discovered in literature and a classification accuracy of 99.98 percent was achieved,
which is higher than the four classification accuracies (i.e. 99.49, 99.31, 99.71 and
99.85 percent) achieved by Fette ef al (2007), Toolan and Carthy (2009), Al-Mo et al.
(2011) and Bergholz et al. (2008), respectively. Also, FFA_SVM performed better in
terms of FP rate compared to Fette et al and Toolan et al. To substantiate the result,
a statistical analysis was carried out. FFA_SVM vyielded a FP rate of 0.01 percent
and a variance of 0.002399 using ten times tenfold cross-validation. This leads
to a z-statistics of 17.3245. If it is assumed that the result of both Toolan et el and
Fette et al. comes from a distribution with similar variance, then it can be concluded
with 99 percent level of certainty that result produced by FFA_SVM is statistically
significant (Figure 4).

Total PH APA FP FN F-M Time
Method e-mail ratio (%) (%) (%) R (%) Pr(%) (%) (seconds)
FFA_SVM 4,000 1.9 9998 001 008 9992 9994 99.93 2,136.29
Standard
SVM 4,000 1:9 99.96 003 016 9984 9980 99.82 2,268.31

Notes: APA, average prediction accuracy; SR, success rate; FP, false positive; FN, false negative,
R, recall; Pr, precision; T, time; F-M, F-Measure; P:H, Phish:Ham; GB, global best
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A hybrid

vs four best

Average FP rate FNrate Precision Recall F-measure .
Technique accuracy (%) Method (%) (%) (%) (%) (%) firefly and
SVM classifier
Fette et al (2007) 99.49 Random 0.13 3.62 98.92 9638 9764
forest
R-Boost (Toolan and
Carthy, 2009) 99.31 C5.0 14 0 9863 100 99.31 991
PECM (Al-Mo 99.70 Clustering  0.01 0.01 - - -
et al, 2011) Table IIL
Bergholz et al. (2008) 99.85 SVM 0.01 1.30 99.88 98.70  99.29 Comparative results
FFA_SVM 99.98 FFA 0.01 0.08 99.94 9992  99.93 of FFA_SVM with
+SVM literature
Classification Accuracies
| Classification Accuracies
Figure 4.
I . I Average accuracy
. of FFA_SVM

FFA_SVM Fette et al. R-Boost PRCM Bergholz et al.

6. Conclusion

Phishing remains a threat to online users worldwide. It is a lucrative trade that will
keep advancing as technology evolves, hence a robust and dynamic phishing e-mail
detection technique is required. Much work has been done by the research community
to significantly reduce phishing attacks with great accuracy. This paper proposes an
efficient phishing e-mail filtering approach capable of handling both existing and
emerging phishing attacks. In this approach, FFA is combined with SVM classifier.
The hybrid classifier was evaluated on a data set consisting of 4,000 e-mails, and it
produced an overall classification accuracy of 99.98 percent, FP and FN rate of 0.01
and 0.08 percent, respectively. This reveals that FFA is a reliable optimization
technique that can be combined with SVM to build a robust classifier. In the future, we
plan to introduce new features and also explore other nature inspired techniques, which
will hopefully yield better results.
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