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Abstract
Purpose – The purpose of this paper is to discuss an adaptive SLA mechanism for service sharing in
virtual environment, which can organize and govern QoS items in terms of service execution time,
reliability, and availability, and provides a common understanding about services, responsibilities,
priorities, guarantees and warranties-related virtual cooperative issues.
Design/methodology/approach – The management framework for SLA is introduced, based on
which the whole process including SLA contract, adaptive SLA negotiation strategy, SLA deployment
and SLA assessment are discussed, and the prototype is implemented in the cloud manufacturing
platform.
Findings – A proposed SLA framework for service sharing in virtual environments is given;
electronic contracts are designed in the framework for encapsulating measurable aspects
of service level agreements so as to provide common understanding about the service; and an
improved SLA negotiation strategy with three phases is presented for the dynamicity of the virtual
services.
Originality/value – The paper presents a very useful adaptive SLA mechanism for service
sharing in virtual environments that can be utilized in concurrent or future advanced manufacturing
modes.
Keywords Virtual environment, SLA, Electronic contract, Negotiation strategies
Paper type Research paper

1. Introduction
In recent years, a lot of innovative manufacturing modes have been appearing in the
world-wide collaborative manufacturing and the global resource sharing environments.
Typical examples of these sophisticated manufacturing modes are virtual alliance (VA),
application service provider (ASP), networked manufacturing (NM), manufacturing
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grid (MG), cloud manufacturing (CM) and so on. These manufacturing modes have two
common features as follows:

(1) they constitute a temporary cooperative network that exists on the basis of
traditional internet and aims at the sharing of resources such as skills,
knowledge, costs and benefits so as to achieve the prompt answering to the
market opportunities for products and services; and

(2) enterprises laying over the internet exist in a virtual form and remain globally
distributed, dynamic and heterogeneous for the dynamic nature of the market
opportunities, bringing in complementary competencies and co-ordinations
available to each other in the virtual environments for manufacturing activities.

The above common characteristics for these advanced manufacturing modes imply a
demand for SLA mechanism.

Meanwhile, burgeoning standards and specifications spur service sharing in virtual
environments with a service-oriented architecture (SOA) (Cristani and Cuel, 2004), and
manufacturing activities have been transformed from “centralized in producing” to
“centralized in service” with features of “service-based manufacturing” and
“manufacturing-oriented service” and the idea of “service” has been an inevitable
uptrend of their aims and principles for concurrent manufacturing enterprises.
To the best of our knowledge and investigation, currently there are three dominant
kinds of service access mechanisms, i.e., the web service (WS) (Thomas, 2005),
the open grid services architecture (OGSA) and the web service resource framework
(WSRF) (Czajkowski et al., 2004). Among them the WSRF is an efficient, appealing and
widely accepted approach for service access in such virtual environments (Tuecke et al.,
2003). It is based on the web services description language (WSDL) to describe the
service interfaces, in which the universal discovery, description and integration
service registry acts as service registration approach (Foster et al., 2001) and the
simple object access protocol (Don et al., 2000) serves as a communication mechanism.
It provides the opportunity for both the manufacturing service suppliers and
consumers to dynamically establish and dismiss a business relationship on a
case-by-case basis and on-demand. In such circumstances, WSRF is the first choice
for the SLA consideration.

From the above introduction, it is impossible for enterprises involved in
manufacturing service sharing activities to acquire prior understanding and
knowledge on each other for the features of the boundary crossing, geographical
dispersion, temporary, dynamic and virtual nature of these manufacturing modes.
Thus definite and explicit electronic contracts are necessary to establish and maintain
the fine and mutually beneficial service relationship in the virtual and service-oriented
environments and mutual negotiation process become indispensable for service
providers and consumers to reach an agreement. The electronic contracts and the
negotiation process above can be organized and governed by service level agreement
(SLA) which defines the scope of consumption and provision of service (Keller and
Ludwig, 2003) and provides a common understanding about services, responsibilities,
priorities, guarantees and warranties-related virtual cooperative issues (Czajkowski
et al., 2002). The paper focusses on the issues with SLA mechanism for service sharing
in virtual environment, and its main contributions are summarized as follows:

(1) a proposed SLA framework for service sharing in virtual manufacturing
environments is given;
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(2) electronic contracts are designed by WSDL encapsulating measurable aspects
of SLAs, so as to provide common understanding about the service shared in
the WSRF manufacturing architecture;

(3) an improved SLA negotiation strategy with three phases is presented for the
dynamicity of the virtual services; and

(4) the prototype implementation of the SLA mechanism proposed in the paper is
briefly introduced on a cloud manufacturing platform.

2. Backgrounds
SLA mechanism has been widely utilized in telecommunications or computing fields
for their service provision. The Tele-Management Forum’s SLA Management
Handbook originally defined SLA for the telecommunications industry as follows:

It is the Service Level Agreement (SLA) that defines the availability, reliability and performance
quality of delivered telecommunication services and networks to ensure the right information
gets to the right person in the right location at the right time, safely and securely. The rapid
evolution of the telecommunications market is leading to the introduction of new services
and new networking technologies in ever-shorter time scales. SLAs are tools that help support
and encourage Customers to use these new technologies and services as they provide a
commitment from SPs (Service Providers) for specified performance levels (Philip et al., 2008).

The definition of SLA in a SOA environment is much recent, but it is becoming
important as services on SOA architectures can cross organizational boundaries and
thus extremely suitable for grid environment. When employed in SOA context, SLA is
defined by some references as the following:

A Service Level Agreement is a document that includes a description of the agreed service, service
level parameters, guarantees, and actions and remedies for all cases of violations (Erik et al., 2001).

The main idea of SLA is to provide an explicit definition of the formal agreements
about service terms such as performance, availability, reliability and even billing. SLA
for services in business such as IT services or for WSs have recently been widely
studied and a great deal of work dealing with SLA-based quality of service (QoS) has
been performed. An example for the application of SLA in IT services is the
Information Technology Infrastructure Library with its main purpose to ensure that
deployed applications can meet their defined service levels (Antonio et al., 2013).
Internet backbone service providers (or network service providers) also adopt SLA to
explicitly state their own service level on websites (George et al., 2014). An overview of
SLA in IP networks is offered in Mobach et al. (2006). The work suggests three common
approaches to satisfy SLAs in IP networks. Service abstraction in OGSA for QoS
properties emphasizing on the application layer is given in Al-Ali et al. (2002).
Strategies for incorporation of SLA-based resource brokering into existing grid
systems have been discussed in Ouelhadj et al. (2005). A general bi-criterion heuristic
scheduling based on dynamic programming, called the dynamic constraint algorithm is
proposed by Abrishami et al. (2012). A WSs-based QoS-aware workflow management
system with SLA utilized in context of GridCC project is described in Dan et al. (2004).
A novel resource management model is presented in Comuzzi et al. (2009), on which
resource interactions are mapped onto a well-defined set of platform-independent
SLAs. A framework is put forward in Venugopal et al. (2006) to provide customers with
differentiated levels of service through automated management and SLAs. Also two
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main specifications for describing SLA for WSs are discussed in Zhao et al., which are
the WS-Agreement from open grid forum and the web service level agreement (WSLA)
language and framework from IBM.

SLA mechanism is no stranger to telecommunications or computing fields, but it is
just at its beginning for service sharing in dynamic manufacturing activities.
According to our investigation and study, we are aware that existing work with SLA in
IT fields provide a high degree of customer satisfaction with SLA. This is because only
a small set of static services are provided and the services are governed by stringent
regulatory policies. However, dynamic manufacturing services with characteristics of
boundary crossing, geographical dispersion and natural dynamicity that are being
deployed today on the internet exhibit SLA requirements that differ radically from
those listed above. As for existing researches on SLA under SOA architectures, they
may solve the problem for static SLA requirements with negotiations, but they cannot
solve the problems in dynamic environment and in frequent changing requirements of
services. This situation motivates us to settle items with SLA mechanism for service
sharing in virtual manufacturing environments. To begin with, we first discuss the
SLA framework in the following section.

3. SLA framework
Mutual satisfaction of manufacturing service sharing for both service providers and
consumers plays an important role in virtual environments, and SLA provides the
approach for the QoS assurance with a specification of the verifiable quality
characteristics of the service. To illustrate this function of SLA, we discuss the
management framework for SLA in detail at first.

A scene of a manufacturing task requiring virtual services over the internet can be
imaged as follows. To fulfill this manufacturing task, several steps must be performed.
When the task request arrives in the virtual environments, the scheduler starts the
resource service discovering and filtering activities on the service candidate nodes over
the internet at the first step, which results in the choosing of manufacturing services
that can meet the task request properly. Next the negotiation process is conducted and
the electronic contract creation is concluded by the commitment of the involved service
providers and consumers. Following the signed contract, the SLA items are deployed.
The forth step is to monitor and verify the contract executive process. In the end, the
SLA may be terminated successfully or penalties may be imposed on a party for
his breaking of one or more SLA clauses. With reference to Keller and Ludwig (2003),
the proposed management framework for SLA can be demonstrated in Figure 1.

It should be mentioned that although the service querying and publishing activities
in the management framework for SLA are the prerequisite for the implementation of
SLA, the methods and technologies of these activities belong to the service searching
and selection, which has no relation with SLA processes. Thus service querying and
publishing are beyond the scope of the paper. SLA contract, SLA negotiation, SLA
deployment and SLA assessment will be discussed in detail in the following sections.

4. SLA management
4.1 SLA contract
SLA contracts act as a means to define the service contained in the SLA. They govern
the details of which service can be exposed and to whom from a given virtual domain.
They also identify exactly what guarantees are being offered and which kind of
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parameters, metrics and service level objectives (SLOs) in a formal way. Typically a
SLA contract contains elements as follows:

• Description of the involved parties, their roles and the action interfaces they
expose to the other parties of the contract.

• Description of SLA metrics representing methods for calculation of quality of
service (QoS) values. The purpose of SLA metrics is to define how to measure or
compute a service value. Besides a name, a type and a unit, it contains either a
function or a measurement directive and a definition of the party taking charge
of computing this value.

• Description of detailed specification of the service level parameters (SLA
parameters). SLA parameters are specified by metrics defining how
service parameters can be measured and specify values of measurable
parameters. Examples of SLA parameters are service availability, throughput
or response time.

• Description of SLOs determining contractually agreed objective values for
specific SLA parameters. A SLO expresses a commitment to maintain a
particular state of the service in a given period.

From the above discussion, a contract C can be defined by a triple set (P, Q, M), in
which P represents the parties from the virtual domains involved in the SLA,
Q expresses the assertions agreed over each party for QoS attributes related with
the SLA parameters and metrics, while M is the set of methods (or operations)
defined by the contract.

One example of P can be:

P ¼ X company; Y factory; Z workshop; etc:f g

Assertions comprise mutual agreements or guarantees related with the service QoS
defined in the contract. At any given time, Q takes on the set of values true or false

SLA negotiation

Service consumer

Service provider

SLA contract creating

S
ervice

querying
S

ervice
publishing

SLA deployment

SLA assessment

SLA termination

SLA parties
SLA parameters
SLA metrics
SLOs

S
LA

 negotiation strategies

S
LA

 deploym
ent and provisioning

S
LA

 enforcem
ent and m

onitoring

Figure 1.
The management
framework for SLA
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depending on whether the items described in the assertion set is satisfied or not.
The assertion set Q can be:

Q ¼ availability499%; service time delayo100 ms; service priceo$200; etc:
� �

Methods defines the operations available on the contract, which will be used for service
monitoring and enforcement. They permit the involved parties to query the values of
the assertions in the contract. One example of P can be:

M ¼ measure; verify; query; notify; etc:f g
SLA contract can be described byWSDL with WSRF architecture mentioned in Section 1,
and it allows the SLAmanager to associate the contract with a number of handlers, which
hide the details of the service. One SLA contract example of the force analysis query
service described by WSDL with WSRF architecture is given in the Appendix.

4.2 Adaptive negotiation strategy
In the virtual environment with distributed nodes providing assurance on service sharing
for a manufacturing task, service QoS parameters must be negotiated and SLA must be
created between the service provider and consumer. A manufacturing task generally
requires the cooperation of the distributed nodes, so SLA must take into consideration
multiple different services from different providers. A bilateral SLA is necessary to be
negotiated and created between each of the individual service providers and consumer.
The SLA creation process is a transaction composed of multiple bilateral SLAs. For the
completion of the manufacturing task, either all individual bilateral SLAs must be created,
or none is created resulting in the task failure. Before reaching an agreement of
the QoS parameters, the negotiation process may be carried out between each of the
individual service provider and consumer. In order to fulfill this purpose, a coordinator is
necessary in the service scheduler. The coordinator is often provided by the core middle
layer in the form of APIs. When changes occur in one node, the change information will be
propagated by the coordinator to all the other nodes participating in the service for the
manufacturing task. Upon the receipt of the change information from one node, other
nodes taking part in the manufacturing task come into the “negotiation” state, and they
have to make decisions whether to accept this change or not, and then send their decisions
to the coordinator. If decisions from all nodes partaking in the manufacturing task are
approving, the coordinator changes into a “commit” state, and the “commit” order is sent
to all the nodes involved in the manufacturing task. Upon receiving the “commit” order,
all the nodes must pledge to the commit and ensure the completion of the manufacturing
task facing the change request. On the contrary, if the decision from one node entering
into the manufacturing task is negative, the coordinator grows into an “abort” state
and the “abort” order is sent to all nodes resulting in the cancel of the transaction,
as shown in Figure 2.

In Figure 2, a two-phase commit protocol is represented as a finite state machine
(FSM) (Antoine et al., 2007). In FSM the result of the negotiation process must lead to a
“commit” state or a “abort” one. It seems that the FSM can be qualified for the
adaptation strategy of SLA before its creation. However, there does exist unexpected
cases. The problem is that in case of the system malfunction such as the coordinator
failure, it is impossible for all the nodes to know whether the transaction is committed
or aborted. For example, when the coordinator breaks down after having sent a
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“commit” order to some nodes but not all, the remaining nodes cannot know whether
the transaction should be aborted or committed.

In order to solve this problem, a three-phase strategy shown in Figure 3 is provided
(Antoine et al., 2007) with an intermediary state before the commitment. The intermediary
state represents a state of “preparation” for the commit of SLA creation.

In Figure 3, when a service node receives an SLA negotiation, its state changes from
“start” to “negotiation.”Once the bilateral negotiation process between each of the involved
service providers and consumers is conducted, a piece of request information for SLA
creation is sent to all the involved nodes. Then each node responds with an agreement or a
further negotiation request for a counter offer, or responds with a rejection of the
negotiation. In case of a counter offer, the node remains in the “negotiation” state. It can
also reject the negotiation and transfer to the “abort” state, thus leads to the abandonment
of the manufacturing task. If all nodes agree, the coordinator sends a notification to all
involved nodes to change from “negotiation” to “preparation” state. In the course of the
state changing, the node stays “preparation” until all the other nodes are prepared;
otherwise it goes to the “abort” state. In this way SLA is guaranteed for creation.

4.3 SLA deployment
After a SLA is created among service providers and consumers, SLA will be deployed
over the internet to involved parties according to the SLOs defined in the contract,

Start

Negotiation

Commit Abort

Figure 2.
Two-phase
commit protocol

Start

Negotiation

Preparation

Abort

Commit

Yes

Counter offer

No

Figure 3.
Commit protocol with
intermediary state
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as shown in Figure 4. Thus the validity of the SLA will be checked and then be
distributed either in full or in appropriate parts to the involved components.

Each signatory party uses its own independent deployment function that interprets
the WSLA and takes appropriate action. Two steps are necessary for the SLA
deployment. In the first step, SLA deployment function of a signatory party generates
configuration information in the service deployment information (SDI) format with
WSDL and sends it to its supporting parties. SDI is a fragment of WSDL document.
Rather than containing a complete WSDL, SDI only includes relevant information for a
particular party. The service activities are defined with the M set in SLA contract, as
discussed in Section 4.1. For example, a measurement operation only contains SDI
about how to retrieve and aggregate the metrics and parameters and how to interact
with other parties (e.g. either to get these metrics or to make them available). In the
second step, the supporting parties utilize service deployment functions to configure
the services in order to perform their role in the process of SLA monitoring and
enforcement, that will be discussed in the next section.

4.4 SLA assessment
Upon the completion of the SLA deployment, assessment activities including SLA
monitoring and enforcement are required to retrieve SLA metrics and parameters,
evaluate SLOs and take appropriate management actions. Thus signatory parties can
predict and monitor the level of commitment of the service provider based on the
contract for a better manage of their own requirements instead of relying solely
on the provider to meet their obligations.

The aim of SLA monitoring is to dynamically monitor the state of the SLA-bound
service during execution. By monitoring the execution process of the service, the SLA
manager periodically gathers information to manage the operation status of the service.
The actual performance metrics of a given service is tested and verified by the SLA
manager. Execution results are compared with the required SLA parameter clauses.
Appropriate control actions are adopted trying to prevent violations of the QoS
parameters within the SLA. Facing a SLA failure, predefined management actions are

Service
provider

Service
consumer

Signed parties

WSDL

Deployment

SDI SDI SDI

Measurement
Service deployment

Verification
Service deployment

Notification
Service deployment

Figure 4.
SLA deployment
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invoked. For example, decisions regarding the reconfiguration or termination of the
SLA contract may be taken, and even penalties are inescapable. A simple monitoring
and verifying model proposed by WSLA is illustrated in Figure 5 (Asit et al., 2003).

5. Implementation
In above sections, SLA framework and its mechanism for service sharing in virtual
environments have been discussed. In this section, we describe the prototype
implemented on a cloud manufacturing platform that was supported by the project of
“the National 863 Key Project on Cloud Manufacturing (2011AA040501)” from the
Ministry of Science and Technology of China (Tao et al., 2011). The architecture of the
cloud manufacturing platform is described in Figure 6.

The access of the platform is web-based, namely, the communication among each
virtual domain uses the HTTP protocol so that existing SSL and PKI certificates can be
employed for security consideration. When cooperative activities are performed via the
cloud portal over the cloud manufacturing platform, formal agreements about shared
service terms such as performance, availability, reliability and payment, etc. are absolutely
necessary. In the platform, SLA management is located on the cloud service core layer,
which is written in Java language with all functions provided with Java API, and a
Java-enabled web server is employed as its front-end. The WSRF-based manufacturing
service server is located on the computer with a IP of 192.168.0.20 as the service provider,
while the service consumer on the client of 192.168.0.12 want to access force analysis
service for his product. The force analysis service request page is given in Figure 7, and
the contract produced by the SLA management model is illustrated in Figure 8.

In order to match SLOs from the service provider and consumer, negotiation
processes for the contract with QoS criteria follow according to the specifications in
their SLA documents. The negotiation is in the charge of the negotiation service (NS)
module of the SLA manager on the CM platform, as shown in Figure 9.

It is worth mentioning that the consumer’s budget and deadline for acquiring
resources are employed by the prototype to make a decision on accepting or rejecting

Service
consumer

Monitoring
service

Verifying
service

Management
service

Service
provider

Service metrics

SLA parameters

Notifications M
anagem

ent actions

M
anagem

ent actions

Figure 5.
A simple monitoring
and verifying model
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the service. A time-dependent strategy is utilized in the SLA management as an input
and then the negotiation processes are initiated by the NS for the service offer. Once the
consumer receives the offer delivered by the NS sent from the provider, it negotiates
with the provider for a counter offer. The SLA contract is signed ultimately on the basis

Manufacturing Centers

Servers

Equipments

Meters Sensors Tools

Softwares

Physical manufacturing resource and ability sensoring,
connection, accessing and communication

Physical manufacturing resource and ability service
virtualization, encapsulation and deployment

Service registry Service searching

Service description

Service composition

Service deployment

Service composition

Service monitoring Service matching Service evaluation

Service scheduling Service allocation

Service payment

Cloud Service

Cloud portal

Supply chain cooperation

Design cooperation

Simulation cooperation

Business cooperation

SLA management

Physical Resource Layer

Resource Perception Layer

Virtual Resource Layer

Cloud Service Core Layer

Cloud Service Access Layer

Application Layer

Figure 6.
Architecture of the

cloud manufacturing
platform

Figure 7.
Service request page
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Figure 8.
Contract produced
by SLA

Consumer Provider
NS with SLA

document

Send negotiation
with budget and

deadline

Call instance of NS
Call for offer

Send offer

Reply with counter offer

Send deal with QoS
criteria by deadline

Accept the deal Confirm

Accept of reject the
deal negotiated by NS

Keep generating the
offer or terminate the

negotiation

Deliver offer

Sign with SLAConfirm

Sign with SLA
Negotiation ends

Deliver deal

Figure 9.
SLA negotiation
processes
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of the agreement of the deal with expected SLA metrics if the negotiation is successful.
If SLO violations occur, SLA adaptation may be implemented, or predefined penalties
may be addressed.

As the service availability and load may change dynamically, SLA adaptation
may be involved. To avoid the failure of the manufacturing task and the loss of task
executing results, migration and renegotiate access to a new service node is allowed
in the prototype. To perform the migration, rule controlled management is designed
by referring to James (2006). A series of control variables and associated control
actions reflecting the guarantees within the SLA are introduced. The rules are
triggered when the premise is satisfied, which in turn triggers the control action
leading to the resource migration.

Rule controlled migration:
procedure migration_decision (Tremaining, Tschedule,……)

if Tremaining W Tschedule then
control_action :¼ migrate

else
control_action :¼ null

if ……then
……
…………
return(control_action)

end procedure
The migration will be triggered and handled by the SLA manager once the failure of

the manufacturing task happens. Thus the manufacturing task is migrated onto
another node, and the SLA monitoring and verification is restarted in a similar way as
discussed above.

6. Summaries and future work
Internet-based manufacturing services require cooperation and resource
sharing among multiple organizations for concurrent sophisticated manufacturing
modes such as VA, ASP, NM, MG, CM and so on. Due to the features of the boundary
crossing, geographical dispersion, temporary, dynamic and virtual nature of these
manufacturing modes, enterprises involved in manufacturing service sharing on
temporary cooperative network have no opportunities to acquire prior understanding
and knowledge on each other. Certain mechanisms are indispensable to aid in
management of cooperation and resource sharing among multiple organizations.
Particularly SLAs are employed by service providers as a means of specifying
service level attributes that are provided to their partners and customers. So in
virtual environment, it is necessary to develop tools and techniques over the
platforms with those advanced manufacturing modes to monitor whether providers
are meeting their service level obligations and to enable providers to manage their
infrastructure to those agreements. The paper develops an adaptive SLA
mechanism for service sharing in virtual environments. Based on the SLA
framework, the whole SLA management processes including SLA contract creation,
SLA negotiation, SLA monitoring and verification are introduced, and a novel SLA
adaptive strategy employing an intermediate state is presented. The prototype of the
adaptive SLA framework and mechanism is implemented on a cloud manufacturing
platform. In this prototype, the SLA management is realized with HTTP protocol on
the basis of SOA architectures. The prototype performs well to settle items with SLA
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mechanism for service sharing in virtual environments. However, much work still
requires further efforts: the work presented in the paper is just a prototype, its
performance still requires test and improvement; although we are aware of the
mechanism of SLA in our platform can perform well, the interfaces for the extension
of future standards still lack and still need consideration.
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Appendix. SLA contract example of the force analysis query service
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