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Thailand tourism forecasting
based on a hybrid of discrete
wavelet decomposition and

NARX neural network
Ratree Kummong and Siriporn Supratid

College of Information and Communication Technology, Rangsit University,
Pathumthani, Thailand

Abstract
Purpose – Accurate forecast of tourist arrivals is crucial for Thailand since the tourism industry is a
major economic factor of the country. However, a nonstationarity, normally consisted in nonlinear
tourism time series can seriously ruin the forecasting computation. The purpose of this paper is to
propose a hybrid forecasting method, namely discrete wavelet decomposition (DWD)-NARX, which
combines DWD and the nonlinear autoregressive neural network with exogenous input (NARX) to
cope with such nonstationarity, as a consequence, improve the effectiveness of the demand-side
management activities.
Design/methodology/approach – According to DWD-NARX, wavelet decomposition is executed
for efficiently extracting the hidden significant, temporal features contained in the nonstationary time
series. Then, each extracted feature set at a particular resolution level along with a relative price as an
exogenous input factor are fed into NARX for further forecasting. Finally, the forecasting results are
reconstructed. Forecasting performance measures rely on mean absolute percentage error, mean
absolute error as well as mean square error. Model overfitting avoidance is also considered.
Findings – The results indicate the superiority of the DWD-NARX over other efficient related
neural forecasters in the cases of high forecasting performance rate as well as competently coping with
model overfitting.
Research limitations/implications – The scope of this study is confined to Thailand tourist
arrivals forecast based on short-term projection. To resolve such limitations, future research should
aim to apply the generalization capability of DWD-NARX on other domains of managerial time series
forecast under long-term projection environment. However, the exogenous input factor is to be
empirically revised on domain-by-domain basis.
Originality/value – Few works have been implemented either to handle the nonstationarity,
consisted in nonlinear, unpredictable time series, or to achieve great success on finding an appropriate
and effective exogenous forecasting input. This study applies DWD to attain efficient feature
extraction; then, utilizes the competent forecaster, NARX. This would comprehensively and specifically
deal with the nonstationarity difficulties at once. In addition, this study finds the effectiveness of
simply using a relative price, generated based on six top-ranked original tourist countries as an
exogenous forecasting input.
Keywords Discrete wavelet decomposition,
Nonlinear autoregressive neural network with exogenous input, Nonstationary time series
Paper type Research paper

1. Introduction
Tourism is vital for several countries, as a result of a large consumption of money
for businesses with their goods and services as well as the opportunity for employment in
the service industries, including airline transportation and accommodation services. As a
consequence, tourism both directly and indirectly contributes a significant share to
nation’s gross domestic product (GDP). Unlike manufacturing, retail trade or
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construction, tourism industrial product and services, e.g., hotel rooms, airline seats and
car rentals have a perishable nature; they cannot be inventoried. Hence, to avoid the
financial cost of excess capacity or the opportunity costs of unfulfilled demand, tourism
management planning is crucial. In this process, the accurate forecast of tourism volume
in the form of arrivals is especially important because it is an indicator of precise future
demand, thereby providing basic information for subsequent managerial planning as
well as decision and policy making. Management sectors, including private as well as
government ones can use such basic information to plan their future operations and to
foresee the need for facilities and infrastructure development.

The purpose of this study is to propose a novel forecasting model, a hybrid between
discrete wavelet decomposition (DWD) (Mallat, 1989) and a nonlinear autoregressive
neural network with exogenous factors (NARX) (Chen et al., 1990; Narendra and
Parthasarathy, 1990), namely DWD-NARX. The proposed method can be used by
hospitality managers as well as forecast practitioners to produce accurate forecasts of
tourist flows to Thailand. NARX, one of proficiently forecasting tools exploits recurrent
neural architecture (Elman, 1990). As opposed to other recurrent neural networks (RNN),
it has limited feedback architectures that come only from the output neuron instead of
from hidden neurons. It has been reported that such learning architecture can yield more
effective results in NARX model than in other recurrent architectures with hidden states
(Horne and Giles, 1995). In order to enhance NARX forecasting performance, a relative
price is employed here as an exogenous input as it economically influences tourists’
destination-decision choice in some significance. However, nonstationarity usually
existed in nonlinear tourism time series possibly severely degrades the forecasting
performance. DWD, therefore is employed here for effectively coping with such
nonstationarity problem. With respect to the proposed method, DWD is executed to
achieve efficient feature extraction for an individual level of frequency resolution in the
tourism time series environment. Then, the extracted feature set at a particular frequency
resolution level along with a relative price as an exogenous input factor are fed into
NARX for further forecasting. At last, the forecasting outputs from all the resolution
levels are reconstructed. An inbound tourism demand to Thailand, which is one of the
main tourist destinations in Asia is focussed in this paper. DWD-NARX is tested with
Thailand tourism monthly time series over January 1999 to December 2013. Performance
evaluation relies on mean absolute percentage errors (MAPE), mean absolute error
(MAE) as well as mean square error (MSE). The remaining parts of the paper are
organized as follows. In Sections 1.1 and 1.2 motivation for Thailand tourism forecast and
literature review are respectively mentioned. NARX and wavelet decomposition are
briefly reviewed in Section 2. The proposed DWD-NARX is described in Section 3.
Section 4 delineates experimental comparisons among the proposed method and some
related classical neural forecasters. Managerial implications are stated in Section 5. The
overall conclusion is drawn in the last section.

1.1 Motivation for Thailand tourism forecast
Thailand is worldwide known as the “Land of Smiles.” Timemagazine reported in 2013
(Quan, 2013) that Bangkok, the capital of Thailand was identified as one of the most
visited city in the world by the global destination cities index; while Suvarnabhumi
Airport and Siam Paragon Shopping Mall were the world’s most geotagged location on
Instagram. In addition, a famous tourism destination in Thailand is represented by an
elegant, attractive decoratedWat Phra Kaew, also known as the Temple of the Emerald
Buddha or the Grand Palace (HikerBays, n.d.). Moreover, there are not only several
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popular dream beaches at Phuket, Kho Samui as well as Pattaya, but also many great
places with perfect Thai food, ranging from street stall to luxurious restaurants
(DiscoveryThailand, 2015). The importance of tourism to Thai economics as a
significant contribution to the GDP is noticeable. Based on the annual research by the
World Travel and Tourism Council (2014), the total contribution of the tourism
industry to Thailand GDP in 2013 was accounted for 20.2 percent of GDP or about
THB2,401.10 billion; it supported 15.4 percent of the total employment with about
6.01 million jobs. In regarding to its direct contribution, the tourism contributed
9.0 percent of total GDP or about THB1,074.0 billion and supported more than two
million jobs or 6.6 percent of total employment. Such figures indicate that tourism has
become a significant economic factor of Thailand. This main reason, in turn, has caused
an increasing interest in further advanced precise forecasting approaches.

1.2 Literature review
The most commonly used time series forecasting techniques have pertained to ARIMA,
GARCH (Babu and Reddy, 2015; Lim and McAleer, 2002). However, these models,
or even a specialized demand heuristic forecasting one (Petropoulos et al., 2013) adopt
piecewise linear function as basic elements of prediction model. The functional form for
the problem has to be specified by users. It could take a lot of time to experiment with
the different possible function relations and algorithms to obtain proper models. In fact,
fitting a nonlinear model to time series data is slightly more involved than fitting a
linear one. On the other side, artificial neural networks (ANNs) (Rumelhart et al., 1986),
nonlinear forecasting techniques have explicit flexibility; and can be used to estimate
the nonlinear of input-output relationship without the limits of traditional linear time
series models. The outperformance of ANNs over the classical time series model has
been shown in Zhang et al., (2013). Backpropagation neural network (BPNN)
(Rumelhart et al., 1986) is a multilayer mapping network that minimizes an error
backward while information is transmitted forward during training procedures. BPNN
has been utilized in forecasting applications such as inflation and software tool
adoption forecasts (Aiken, 1999; Morris et al., 2004). According to Teixeira and
Fernandes (2014) and Claveria and Torra (2014), BPNN has also been applied on
tourism forecast. Unlike the BPNN, generalized regression neural network
(GRNN) (Specht, 1991) does not need an iterative training procedure. Only the widths
of hidden-to-output weights, based on radial basis function need to be learned. GRNN has
been employed for tourism forecast in Hu et al. (2012) and Çuhadar et al. (2014).

Nevertheless, both BPNN and GRNN are executed on a basis of static-based
learning. It was indicated in El-Shafie et al. (2012) the advantage of time series
forecasting accuracy based on dynamic over static neural network model during both
training and testing stages. This supported a consistent level of accuracy regarding
seen and unseen data. A powerful class of dynamic nonlinear systems can be
referenced as nonlinear autoregressive neural network with exogenous factors (NARX)
(Chen et al., 1990; Narendra and Parthasarathy, 1990). The NARX model has been
extensively used in various applications (Çoruh et al., 2014; Sheremetov et al., 2014;
Chang et al., 2014). In Xu et al. (2014) and Babu and Pachiyappan (2014), superior
time series forecasting results were achieved using NARX over BPNN. In addition,
NARX yielded the best results compared to BPNN, GRNN and Elman’s RNN as
reported in Mitrea et al., (2009). One of the important characteristics of the NARX model
is that the evolution of a phenomenon can be explained by its previous behavior as well
as the effect of exogenous factors when they exist. According to the past researches
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(Song et al., 2003; Wong et al., 2006), cost of living, referenced as a relative price
variable has been determined as the exogenous factor that mainly contributes to the
tourism demand forecast. Such a relative price is defined as a weighted average
ratio of the consumer price indices between the destination and the origin countries,
adjusted by the bilateral exchange rate. A lower consumer price index along with a
higher exchange rate in favor of the origin country’s currency can result in
more tourists visiting the destination from that origin country. The relative price
variable is also used to measure the impacts of inflation and exchange rate between
the relative countries.

Even if an efficient dynamical nonlinear forecasting model is employed, different
kinds of nonstationarities should be bore in mind. Such nonstationarities can emerge
from seasonal fluctuations and irregular influences, existing in tourism time series.
As such time series have often been analyzed in time domain, this does not provide any
information with respect to the frequency components. Distinction between low-,
medium- and high-frequency fluctuations of time series can be better studied by
transforming data to frequency domain. Indeed, traditional Fourier (1822) spectral
analysis, has been used to identify the different frequency components of a time series,
e.g. trends, cycles, seasonalities, noise; and to quantify their respective importance
based on sine wave. As it is based on a stationary assumption, thereby seems to be too
restrictive because the tourism as well as other types of economic time series are often
subject to regime shifts, jumps, volatility clustering, outliers or long-term trends.
In order to overcome this drawback, a short-time Fourier transform (Gabor, 1946), also
known as Gabor or windowed Fourier transform has been developed. In order to
estimate the frequencies, it uses a time period or window less than the number of
observations N. Then, the sample signal is split into subsamples; and the Fourier
transform is computed on these subsamples. The existing problem relates to the right
choice of the window and its constancy over time. The DWD (Mallat, 1989), taking its
roots from Fourier transform can overcome the limitation of both traditional and short-
time Fourier analysis, as DWD can combine information from both time and frequency
domain with no requirement of stationarity. It extracts the different frequencies that
drive the concerned variable in the time domain by decomposing into its time scale
components. Each of these scale components reflects the evolution of the signal
through time at a particular frequency resolution level. The scales, from the shortest to
the largest consecutively represent high-, medium- and low-frequency fluctuations.
This denotes the innovation of the wavelet decomposition that its scale window can be
adjusted automatically to various levels of frequency by employing time compression
or dilatation rather than a variation of frequency in the modulated signal. Thus,
wavelet analysis is capable of revealing particular aspects of data such as trends,
breakdown points, discontinuities in higher derivatives and self-similarity, hidden in
nonstationary time series. Therefore, DWD has been employed to decompose time
series data into wavelet frequency levels for further forecasting. The related
forecasting applications includes stock index, financial time series, oil price and short-
term power load forecasting (Kao et al., 2013; Zhang et al., 2001; Yousefi et al., 2005;
Amjady and Keynia, 2009).

2. A brief review of NARX neural network and DWD
NARX forecasting neural network has been applied for modeling discrete-time
nonlinear dynamical systems (Leontaritis and Billings, 1985; Norgaard et al., 2000).
In this network, the next value of the dependent output signal at time t+1 is regressed
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on previous values of the output signal and exogenous input signal. Thus, the NARX
model can be mathematically represented as:

y tþ1ð Þ ¼ f y tð Þ; y t�1ð Þ; :::; y t�dy
� �

; u tð Þ; u t�1ð Þ; :::; u t�duð Þ� �
(1)

According to (1), the input of the NARX network is formed by two types of regressors,
one is the exogenous input regressor u(t)∈R, here represented by the relative price
variable, and the other one is the output regressor y(t)∈R, here referred as the tourist
arrival amount at time t. du∈Z, and dy∈Z, consecutively are the lags of the exogenous
input and output regressors of the system, where dv⩾ du⩾ 1. The nonlinear mapping
f(⋅) is generally an unknown smooth function; and can be approximated by a standard
multilayer perceptron network. Here, the output of the NARX network is estimated
under a series-parallel (SP) concept, where the output’s regressor is formed by actual
values of the system’s output, as shown as follows:

ŷ tþ1ð Þ ¼ f̂ y tð Þ; y t�1ð Þ; :::; y t�dy
� �

; u tð Þ; u t�1ð Þ; :::; u t�duð Þ� �
(2)

where ŷ tþ1ð Þ and f̂ (⋅) are an estimators of y(t+1) and f(⋅), respectively. To enhance
NARX forecasting capability, DWD can be adopted, since it provides powerful support
to analyze a given tourist arrival time series, y(t) at various frequency fluctuation levels.
The DWD applies recursively a succession of the low- and high-pass filters or wavelet
filtering basis functions to time series y(t) which allows separating its high-frequency
components from the low-frequency ones. The decomposition can be illustrated as a
form of dyadic tree. Figure 1 delineates a dyadic tree of third-level DWD.

First y(t) is decomposed into the trend or the approximate, low-frequency
components at the first-level scale decomposition, A1(t) and the deviations from the
trend or the detail, high-frequency components at the first-level scale decomposition,
D1(t). A1(t) is successively decomposed into low- and high-frequency components at the
second-level, denoted as A2(t) and D2(t) consecutively, and so on. Based on this dyadic
tree, the tourist arrivals time series y(t) can be reconstructed by combining A3(t), D3(t),
D2(t) and D1(t), that refers to the inverse wavelet transform.

D1(t )

y (t )

A1(t )

D2(t )A2(t )

D3(t )A3(t )

Figure 1.
Three-level
discrete wavelet
decomposition
dyadic tree
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3. The proposed DWD-NARX
The proposed hybrid forecasting method, DWD-NARX serves as a combination of
DWD and the SP-architecture NARX. However, one of the key issues for the success of
tourism forecasting is a suitable selection of an appropriate exogenous input factor.
With regard to tourism forecasting, the exogenous input factor is carefully constructed
based on economic theory; it should influence the way in which tourists make their
decision regarding the destination choice. By this reason, an exogenous input factor at
time t is defined, here as a relative price variable u(t) which is a ratio that measures the
weighted average consumer price index in Thailand relative to that in some particular
number of original countries, adjusted by the relevant exchange rates (Song et al., 2003).
One to seven top-ranked original tourist countries have been considered. Those seven
top-ranked countries sequentially include Malaysia, China, Japan, Korea, UK and USA
and Singapore, in descending order. The computation of such relative price u(t) is
shown as follows:

u tð Þ ¼
XK

i¼1

CPITh tð Þ=EXTh tð Þ
CPI i tð Þ=EXi tð Þ

Uwi tð Þ (3)

where CPITh(t) and CPIi(t) (Trading Economics, 2015; FRED, 2015) are monthly
consumer price index regarding Thailand and original country i, respectively. EXTh(t)
and EXi(t) (OANDA, 2015) successively are the exchange rate indices for Thailand and
original country i. K¼ 1,2,…, 7 represents the number of considered top-ranked
original countries. The exchange rates refer to the monthly market rates of the local
currency against the US dollar. The weight wi(t) is calculated by:

wi tð Þ ¼
TAi tð ÞPK
j¼1 TAj tð Þ

(4)

where TAi(t) is the number of tourist arrivals from original country i. Pearson’s
correlation coefficient (r) values of the relative prices u(t) based on one to seven
top-ranked original countries in respect to Thailand tourist arrivals amount are
calculated, resulting as 0.62, 0.43, 0.56, 0.62, 0.68, 0.73, 0.64. Among these values, the
best competent correlation degree, r in respect to Thailand tourist arrivals amount is
yielded from the u(t) based on six top-ranked original countries. This verifies the
explanatory efficiency of the exogenous input to predict the tourism time series in a
certain level regarding the limited scope here.

With the use of u(t) based on six top-ranked original countries, an overall framework
of the proposed DWD-NARX is presented in Figure 2. It can be explained in terms of
training and testing phases as follows:

(1) Training phase:
• A set of tourist arrivals training signal is decomposed by DWD into A3(t),

D3(t), D2(t) and D1(t).
• Each component is separately fed along with the corresponding exogenous

input, u(t) to an individual NARX for model training purpose. This indicates
that not only the approximate part or the trend of the signal, but also the
detail part or the deviation at various fluctuation types and levels are taken
into the forecasting analysis.
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• At the end of this learning phase, the wavelet as well as NARX trained
parameters for each component are obtained for further using in testing
phase.

(2) Testing phase:
• A set of tourist arrival testing signal is decomposed into A3(t), D3(t), D2(t) and

D1(t).
• Each component is separately fed along with the corresponding exogenous

input, u(t) to an individual NARX for forecasting purpose, using the NARX
trained parameters obtained from the training phase.

• All the forecasted components are supplied to inverse wavelet transform
process for finally reconstructing the forecasted tourist arrivals signal.

It is noticed that A3(t), D3(t), D2(t) and D1(t) represent the hidden features extracted by
DWD. A3(t) is the low-frequency approximate components; whereas D3(t), D2(t) and
D1(t) are the high-frequency detail components, ordered from coarsest to finest. Based
on DWD, A3(t) as well as D3(t), D2(t) and D1(t) are extracted respectively by:

A3 tð Þ ¼
X

8n
a3;nj3;nðtÞ (5)

Dj tð Þ ¼
X

8n
dj;nψ ;j;nðtÞ (6)

where j¼ 1, 2, 3 and n⩾ 0 refers to time interval which is an integer type. From (5), one
can say that A3(t) is a linear combination of the wavelet low-pass filtering basis
function, φ(t). In a similar manner, from (6) D3(t), D2(t) and D1(t) are linear combination
of the wavelet high-pass filtering basis function, ψ(t). DWD finds the coefficients a3,n
and dj,n by projecting the tourist arrival signal, y(t) onto the wavelet low- and high-pass
filtering functions consecutively at different time interval and particular frequency
resolution levels.

Tourist arrivals
training signal

D1(t ), u(t )

D3(t ), u(t )

D2(t ), u(t )

D1(t ), u(t )

A3(t ), u(t )

D2(t ), u(t )

D3(t ), u(t )

A3(t ), u(t )

Wavelet
parameters

Training phase

Testing phase

NARX parameters for D2(t )

NARX parameters for D1(t )

Discrete
wavelet

transform

Training NARX model for A3(t )

Training NARX model for D3(t )

Training NARX model for D2(t )

Training NARX model for D1(t )

NARX parameters for A3(t )

NARX parameters for D3(t )

forecasted D1(t )

forecasted D2(t )

forecasted D3(t )
forecasted
tourist arrivals
signal

Tourist arrivals
testing signal Discrete

wavelet
transform

NARX forecasting
model for A3(t )

forecasted A3(t )

Inverse

wavelet

transform

NARX forecasting
model for D3(t )

NARX forecasting
model for D2(t )

NARX forecasting
model for D1(t )

Figure 2.
An overall
framework of
the proposed
DWD-NARX
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DWD-NARX was developed using MATLAB2015a. The achievement of the forecast
is measured in terms of MAPE, MAE and MSE, as follows:

MAPE ¼ 1
N

XN

t¼1

y tð Þ�ŷ tð Þ
y tð Þ

����
���� (7)

MAE ¼ 1
N

XN

t¼1

y tð Þ�ŷ tð Þ
�� �� (8)

MSE ¼ 1
N

XN

t¼1

y tð Þ�ŷ tð Þð Þ2 (9)

where y(t) and ŷ tð Þ respectively are actual and forecasted amount of tourist arrivals in
month t; N is the forecasting time horizon, depending on training or testing phase.
Three lags of tourist arrivals amount together with three lagged observations of
explanatory exogenous variable, referred to the relative price variable are employed as
inputs to the forecasting model. This is expressed as follows:

f̂ y t�1ð Þ; y t�2ð Þ; y t�3ð Þ; u t�1ð Þ; u t�2ð Þ; u t�3ð Þ½ �-ŷ tð Þ (10)

where f̂ (⋅) is an estimator of nonlinear mapping function, which is approximated by the
forecasting method.

4. Experimental results
Thailand tourism monthly dataset over January 1999 to December 2013 (Ministry of
Tourism and Sports, 2014) is focussed in the experiments. In total, 80 and 20 percent of
total 180 data are successively processed in training and testing phases. To evaluate the
forecasting performance, tenfold cross-validation is incorporated in the experiment using
rolling forecasting window (Hyndman, 2010) that moves the training window and keeps it
of fixed length in forecasting time horizon. Figure 3 demonstrates an example with respect
to the structure of training and testing datasets for each fold of cross-validations; where
gray and white boxes consecutively represent training and testing interval periods.

Necessary parameters used in the comparative forecasters are declared in Table I.
Such parameters are selected so as to achieve the effective results regarding each
individual forecasting method, using a few number of working neurons. With respect
to the proposed method DWD-NARX, wavelet parameters are chosen depending on a
competency to evaluate local and global behavior of signal. Experimental comparison
relies on popular, effective wavelet low- and high-pass filtering functions: Daubechies
(db), Coiflet (coif) as well as Symlet (sym), under various scale decomposition levels.

Based on Table I, DWD-NARX using 6-tab Daubechies with third-level wavelet
decomposition provides the best forecasting results during training phase. Relying on
the best of tenfold cross-validation with regard to DWD-NARX, Figures 4 and 5 exhibit
approximate and detail parts of the tourist arrival signal after wavelet decomposition
and after NARX forecasting in training and testing phases sequentially. It is seen
especially in the first- and second-level fine detail components the decrease of sudden
changes or discontinuities in the signal amplitude at certain instants of time, as a
results of NARX forecasting; whereas long-term trend, represented by the third-level
approximate and the third-level coarse-detail components remain almost the same.
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With respect to the comparative forecasting methods, the reconstructed training and
testing outputs relying on the best of tenfold cross-validation are depicted along with
the actual data in Figure 6. This figure reveals a significant matching between the
prediction and the actual data, yielded by DWD-NARX compared to the other
forecasting methods. The evidence of the significant matching as well as a few
deviation between the forecasted and the actual data is obviously pointed in Table II,
where DWD-NARX generates the least of the best as well as median values and few
standard deviation of forecasting errors based on MAPE, MAE and MSE using
training and testing cases for ten fold cross-validation.

With regard to the median of forecasting errors, 54.44, 53.45 and 77.86 percent of
MAPE, MAE and MSE improvement based on DWD-NARX over NARX for the
training cases are respectively yielded; whereas 63.60, 61.97 and 81.71 percent
improvement are consecutively resulted for the testing ones. In total, 30.60, 32.44 and
53.71 percent of MAPE, MAE and MSE improvement based on NARX over BPNN are
respectively calculated for the training cases; while 26.40, 18.62 and 30.77 percent are
successively provided for the testing ones. Relying on Wilcoxon’s rank sum test with
99 percent confidence interval, the better performance of the proposed DWD-NARX
than NARX can be confirmed by p-value of one with respect to all the three types of
error measure. Such confirmation insists the powerful capability of the wavelet
analysis as a feature extraction for improving the forecasting performance.

Furthermore, Table III displays the highest, median values and standard deviation
of absolute Pearson’s correlation coefficient between the forecasted and the actual

1st fold

2nd fold

3rd fold

10th fold

January 1999 December 2010

January 2011 December 2013

Training

Testing
March 1999 February 2011

March  2011 December 2013January 1999 May 1999

May 1999 April 2011

May  2011 December 2013January 1999 July 1999

July 2000 June 2012

July 2012 December 2013January 1999 September 2000

··
·

Figure 3.
An example with
respect to the
structure of training
and testing sets
for each fold of
cross-validations

Forecasting methods Parameters used

DWD-NARX 3 hidden neurons, wavelet decomposition level 3, db6
NARX, BPNN 3 hidden neurons
RNN 1 hidden neuron
GRNN 3 hidden neurons, 1.0087 spread

Table I.
Parameters used
in the forecasting
methods
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tourist arrivals for the testing cases, with respect to tenfold cross-validation. It is
apparently seen that the DWD-NARX provides the most reliable and precise forecast,
compared to the others; whereas the least correlations between the prediction and
actual values, given by RNN indicate the weak forecasting performance.
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Notes: (a) Approximate and detail parts of the tourist arrival signal after wavelet
decomposition in training phase, from August 1999 to April 2011; (b) approximate and
detail parts of the tourist arrival signal after NARX forecasting in training phase, from
August 1999 to April 2011

Figure 4.
Approximate and
detail parts of the

tourist arrival signal
with regard to
training phase,
after wavelet

decomposition (a)
and after NARX
forecasting (b)
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According to Tables II and IV, the model overfitting is evaluated by comparing the best
and median forecasting errors based on MAPE, MAE and MSE for seen and unseen,
different sets of training and testing cases, with regard to tenfold cross-validation.
As aforementioned, Table II explicitly reports the evidences that DWD-NARX yields the
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Notes: (a) Approximate and detail parts of the tourist arrival signal after wavelet
decomposition in testing phase, from April 1999 to July 1999 and from August 2011 to
December 2013; (b) approximate and detail parts of the tourist arrival signal after NARX
forecasting in testing phase, from April 1999 to July 1999 and from August 2011 to
December 2013

Figure 5.
Approximate and
detail parts of the
tourist arrival signal
with regard to
testing phase, after
wavelet
decomposition (a)
and after NARX
forecasting (b)
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best performance in terms of forecasting errors, relying on MAPE, MAE and MSE for
training and testing cases. Table IV displays difference percentages of forecasting errors
between training and testing cases, which can also be accounted as one of criteria
measurements for overfitting appraisal. The less difference of forecasting errors between
training and testing ones is, the fewer the overfitting of the model would be. It is seen from
Table IV that DWD-NARX generates the least overfitting for nearly all types of errors.

5. Managerial implications
The proposed DWD-NARX, which combines DWD with NARX forecaster is
accounted as a bridge for the gap between computer-science/engineering theory and
industrial management practice. Wavelet analysis, here referred as DWD represents
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Figure 6.
The actual data,

along with the model
training and testing
outputs, achieved
from the best of

tenfold cross-
validation for

each forecaster
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computer-science/engineering-oriented theory; whereas the nonlinear autoregressive
neural network using relative price as an exogenous input factor, referred here
as NARX can be regarded as an efficient forecasting tool for managerial forecasting
practice. Without DWD, NARX alone can yield over 26 percent better forecasting
performance based on the median of MAPE than BPNN, RNN and GRNN; on the
other side, NARX with the use of DWD provides more than 63 percent MAPE-based
forecasting improvement over NARX alone for the unseen, different sets of testing
cases, as seen in the previous section. The powerful capability of feature extraction,
belonging to DWD causes both low forecasting error rate and model overfitting.
Such high performance along with few overfitting forecast play a key role in
enhancing demand-side tourism management. This leads to more suitably consolidated
management planning, which in turn precedes high-performing managerial
decision making. Moreover, the generalization potentiality of DWD to extract
and analyze trends as well as various types and levels of changes from the trend,
hidden in nonstationary time series contributes to some important implication.
Such implication indicates that the proposed model is not only limited to Thailand
tourism forecast, but is also possibly applied with nonstationary time series forecast,
related to other management domains. However, the exogenous input factor is to be
empirically reconsidered on domain-by-domain or case-by-case basis, for the sake of
effective forecast.

6. Conclusion
This paper presents a hybrid forecasting method, namely DWD-NARX for coping with
nonstationarity problem, usually existed in nonlinear tourism time series that highly
possibly degrade the forecasting performance. DWD is capable to handle high-level
nonstationary time series; it has been demonstrated to be a powerful tool for analyzing
particular aspects of data such as trends, breakdown points, discontinuities in higher
derivatives, hidden in the time series data. Based on DWD, such hidden features can be

|r|
Methods Highest Median SD

GRNN 0.9442 0.9206 0.1342
RNN 0.9004 0.8127 0.1523
BPNN 0.9401 0.8591 0.2174
NARX 0.9815 0.9489 0.1279
DWD-NARX 0.9961 0.9828 0.0508

Table III.
Highest, median

values and standard
deviation of absolute
Pearson’s correlation
coefficient between

the forecasted and the
actual tourist arrivals

MAPE MAE MSE
Methods Best Median Best Median Best Median

GRNN 122.77 135.19 250.00 253.67 879.26 807.89
RNN 141.80 177.08 254.26 395.71 749.50 1,677.11
BPNN 52.29 81.26 116.81 166.41 303.38 497.17
NARX 78.19 92.24 137.93 220.90 392.31 793.13
DWD-NARX 34.38 53.58 72.53 162.14 162.55 637.93

Table IV.
Difference

percentages of
forecasting errors
between training

and testing
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extracted in time domain in the form of approximate as well as fine and coarse detail
components at various frequency resolution levels. In this work, the potent capability of
the wavelet analysis as an effective feature extraction tool for enhancing forecasting
performance is insisted. Each extracted feature set at a specific resolution level along with
a particular type of exogenous explanatory input are fed into the nonlinear autoregressive
of neural network with exogenous factors (NARX), a powerful class of dynamic nonlinear
forecasting systems. The exogenous variable, here defined as the relative price with
respect to six top-ranked original tourist countries is taken into an account. Within the
scope of this work, such relative price has been found to yield the most well-suited
correlation associated with the tourist arrivals amount. This confirms, in a certain level
the explanatory efficiency of the exogenous input to predict the tourism data.

With the proposed DWD-NARX, the prediction performance can be enhanced
significantly in terms of error reduction as well as model overfitting avoidance,
compared to NARX alone along with some efficient, classical neural models such as
GRNN, Elman’s RNN and BPNN. The results denote that the DWD-NARX is
proficiently competent to improve the effectiveness of the demand-side management
activities. Performance assessment relies on MAPE, MAE and MSE. The limitation of
this work relates that the proposed DWD-NARX is expressed to be apparently suitable
for short-term projection in complex and uncertain environment, focussing on Thailand
tourist arrivals forecasting application. However, the generalization of DWD capability
allows the proposed DWD-NARX to be applied with other domains of time series
forecasting applications. Thereby, future works may focus on further enhancing such
restriction, aiming to explore the proposed forecasting model based on long-term
projection under other domains of time series environment.
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