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A novel ontology matching
approach using key concepts

Tayybah Kiren and Muhammad Shoaib
University of Engineering and Technology, Lahore, Pakistan

Abstract
Purpose – Ontologies are used to formally describe the concepts within a domain in a machine-
understandable way. Matching of heterogeneous ontologies is often essential for many applications
like semantic annotation, query answering or ontology integration. Some ontologies may include a
large number of entities which make the ontology matching process very complex in terms of the
search space and execution time requirements. The purpose of this paper is to present a technique for
finding degree of similarity between ontologies that trims down the search space by eliminating
the ontology concepts that have less likelihood of being matched.
Design/methodology/approach –Algorithms are written for finding key concepts, concept matching
and relationship matching. WordNet is used for solving synonym problems during the matching process.
The technique is evaluated using the reference alignments between ontologies from ontology alignment
evaluation initiative benchmark in terms of degree of similarity, Pearson’s correlation coefficient and IR
measures precision, recall and F-measure.
Findings – Positive correlation between the degree of similarity and degree of similarity (reference
alignment) and computed values of precision, recall and F-measure showed that if only key concepts of
ontologies are compared, a time and search space efficient ontology matching system can
be developed.
Originality/value – On the basis of the present novel approach for ontology matching, it is concluded
that using key concepts for ontology matching gives comparable results in reduced time and space.
Keywords Ontology matching, Ontology, Degree of similarity, Effectiveness measures,
Key concepts, Ontology heterogeneity
Paper type Research paper

1. Introduction
TheWorld Wide Web (WWW) is widely used as a worldwide medium for information
sharing. Interoperability among disparate information systems in the WWW is
limited because of the information heterogeneity (Mao, 2008). Ontologies are
recommended as a way to resolve this problem by expressing and exchanging the
information in a formal and explicit way. However, ontologies themselves suffer from
the problem of heterogeneity. Ontology developers from different domains may
interpret the same data in different ways and develop the ontologies having similar
concepts represented with different names. This leads to heterogeneity, such as
variation in naming and describing a concept in different levels of detail. This
heterogeneity hampers the interoperability among distributed information systems.
Ontology heterogeneity occurs, for instance, when one ontology only has the concept
humans, while another ontology has further male and female sub-concepts, or when
semantically similar classes in two ontologies have different instances. When terms
in two ontologies have a different syntax but the same meaning, this is also
called ontology heterogeneity. A clearer indication of the existence of ontology
heterogeneity is experienced while querying through the SWOOGLE semantic web
search engine. If we query for the concept “Apple,” it returns 254 results for apple.
In some of the resulting semantic web documents (RDF or owl) apple means a
computer and some results represent apple as a fruit. Also the same concept can be
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described using different names in different ontologies, e.g. subject and book title
have similar meanings in different ontologies. Thus, finding similarities between the
two ontologies is a very important task.

Many techniques have been developed for ontology matching. Internal matching
techniques use internal structure of the ontology to find similarities. External
matching techniques use external resources, such as upper-level ontologies, synonym
lists or dictionaries, as background knowledge for finding similarities between two
ontologies. Existing ontology matching techniques, whether internal or external,
compare all concepts of both ontologies to be matched. For large size ontologies, this
task of comparing all the concepts to find similarity between the ontologies makes the
ontology matching technique very slow and time consuming. The running time
shows the efficiency characteristics of ontology matching tools. Efficient execution
can be achieved by using a big amount of main memory, or efficient CPU.
Therefore, usage of main memory should also be measured or improved.
In conclusion, the challenge is to determine time and search space efficient
ontology matching approaches (Shvaiko and Euzenat, 2013). A survey on ontology
alignment techniques says that in the upcoming years, the field of ontology matching
will realize a major thrust in discovering techniques that are capable of solving the
heterogeneity issue regarding ontologies in an increasingly reduced amount of time
(Marcos Martínez et al., 2009).

The deep web consists of many online databases. These databases are accessed
through their query interfaces. Each query interface takes queries over its query
schemas. Efficient matching of query schemas is required in order to provide results to
the user query in a reduced response time. For example, a user who wants to purchase
a book from the web, may often need to search through alternative sources available for
books (e.g. amazon.com and bn.com). Both of these sources refer to the same concepts
with different names, i.e. at amazon.com there are concepts, author, title, ISBN, while in
bn.com there are concepts, title of book and author’s name. Thus a proposal of an
ontology matching technique with reduced time and search space requirements
is needed for supporting query mediation across deep web sources.

2. Related work
Using external sources to find similarities between the ontologies is one of the ten
challenges to ontology matching (Shvaiko and Euzenat, 2008). Upper ontologies have
been used as an external resource for finding similarities ( Jain et al., 2011; Li, 2004;
Mascardi et al., 2010). Use of upper ontologies for finding similarities restricts the
solution to a particular domain. WordNet is used as an external resource for ontology
matching in Agreement Maker (Cruz et al., 2009), YAM++ (Ngo and Bellahsene, 2012)
and LogMAP ( Jiménez-Ruiz and Grau, 2011a, b). Wiktionary is used as background
vocabulary source for ontology matching (Lin and Krizhanovsky, 2011). WikiMatch
(Hertling and Paulheim, 2012) uses Wikipedia for ontology matching. It searches
Wikipedia for finding the relevant documents for each concept of the input
ontologies. Two concepts are considered to be similar if the number of common
documents retrieved by these concepts is greater than a particular threshold.
The problem with this approach is the execution time required to search the huge
Wikipedia. Contextual information is also being used to help in matching ontologies.
Google search engine is used as an external resource for ontology matching (Gligorov
et al., 2007). This approach is not suitable for large ontologies because it makes a
large number of calls to a search engine. In Lin et al. (2010) context-based ontology
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matching is explored. Background ontology is used as context to find out similarities
between the ontologies (Aleksovski et al., 2006). In this technique the input ontologies
have no structure at all. Online ontologies are used as background knowledge for
ontology mapping by Sabou et al. (2008). It uses SWOOGLE to automatically search
for the relevant semantic knowledge available online. Matching ontologies using
instances is carried out by Breitman et al. (2008). This approach assumes that if
two ontologies belong to similar domains, then their lexically same concepts are
supposed to be matched. Alasoud et al. (2008) proposed a neighbor search algorithm
and used this algorithm for similarity measure between ontologies. It took an average
of 6,632.66 milliseconds for the conference track data set of ontology alignment
evaluation initiative (OAEI). Along with quality and accuracy, the efficiency of
ontology matching tools is of major significance in vibrant applications, particularly,
when a user is not willing to wait very long for the system to respond or when the
memory is limited. Current ontology matching techniques are mostly not optimized
for resource utilization. Many recent systems have tried to tackle the efficiency
matter, COMA++ (Do and Rahm, 2007) and Anchor-Flood (Seddiqui and Aono, 2009)
applied segment-based approach to reduce space and time requirements. PORSCHE
(Saleem et al., 2008) and XClust (Lee et al., 2002) proposed to increase the efficiency by
reducing the need of clustering while integrating different types of matchers in
their systems. Although these efforts were quite hopeful, they still lacked
in achieving significant progress. For example, in OAEI-2007 (Euzenat et al., 2007),
only a few systems, such as Falcon (Hu et al., 2008), took several minutes to finish the
matching job, whereas other tools took much more time (hours and even days).
In OAEI-2009 (Euzenat et al., 2009), Anchor-Flood (Seddiqui and Aono, 2009)
performed the job in 15 seconds.

Mork and Bernstein (2004) attempted to reduce time complexity by applying a
simple and quick matcher. It tried to reduce the factor t in O (n2× t). But this system
was unable to solve the time complexity issue because n2 is a large number and
the reducing factor t has an insignificant effect on the matching performance.
Mao (2008) proposed to use parallel processing strategy to deal with the similarity
calculation. The parallel processing idea is very simple and easy to be implemented;
however it requires expensive hardware resources to set up the parallel processing
environment.

Malasco (Paulheim, 2008; Do and Rahm, 2007) and Falcon-AO (Hu and Qu, 2008)
proposed to apply a divide-and-conquer strategy in order to reduce the factor n2 in
O (n2× t). These techniques partition the ontology into blocks or modules to reduce the
time complexity. The problem with these techniques is the size of the modules;
the existing approaches for modularizing the ontology produce too large or too small
modules. Moreover, after dividing ontologies into modules, concepts near borders are
possibly to lose useful semantic information. As a result, the quality of ontology
matching may be degraded.

From the literature it is evident that there is no technique for ontology matching
which uses only selective concepts from the ontologies to find the degree of similarity
between them. The need is to find similarities between two ontologies in an efficient
way by comparing only the key concepts of the ontologies rather than comparing
all important and non-important concepts. However, there are few techniques for
selecting important concepts from an ontology. D’Entremont and Storey (2006)
proposed to select important concepts by following the user’s browsing activities.
Tu et al. (2005) proposed to filter important concepts from an ontology based on

101

Novel
ontology
matching
approach

D
ow

nl
oa

de
d 

by
 T

A
SH

K
E

N
T

 U
N

IV
E

R
SI

T
Y

 O
F 

IN
FO

R
M

A
T

IO
N

 T
E

C
H

N
O

L
O

G
IE

S 
A

t 2
1:

37
 0

7 
N

ov
em

be
r 

20
16

 (
PT

)



concept hierarchy without considering non-subsumption relations between concepts.
More detailed information about ontology structure, like the correlation between
concepts and relations, has not been explored. In some other studies, traditional link
analysis ranking algorithms are employed to find important concepts and relations
(Balmin et al., 2004; Ding et al., 2005), but these approaches require time-consuming
machine learning methods.

This paper presents an approach for finding how similar an ontology is with
another ontology on the web, based on only comparing prominent concepts of the
ontologies being matched.

3. Proposed approach
The main idea of the proposed approach is to reduce search space and time complexity
in finding a degree of similarity between two ontologies. The complexity of matching is
generally proportional to the size of the ontologies under concern. A suitable approach
for minimizing the time complexity is to reduce the number of pair-wise comparisons.
The proposed approach performs ontology matching by comparing the key concepts of
input ontologies rather than comparing all concepts of each ontology. Along with local
names of concepts, the synonym list for each key concept from WordNet (Miller, 1995),
is also compared. The technique not only matches the classes of the ontologies but also
the relations among the classes as well. We define the key concept of ontology
as follows:

Key concept: a concept is considered to be the key concept of an ontology if it is more
popular in that ontology. In other words, if it has more relations with the other concepts
in the ontology, then it is a key concept of the ontology.

The technique is comprised of two types of matchers, “Class Matcher” and “Relation
Matcher.” There are three modules of the proposed approach Key Concept Finder,
Class Matcher, Relation Matcher.

Key Concept Finder finds the key concepts of an ontology by measuring the
popularity of a concept (class name or relation). Popularity measure is defined by
the following equation:

Popularity Ci; Oj
� � ¼ ni; j=Sknk; j (1)

where ni,j is the number of occurrences of Ci in Oj; and Σknk,j the number of occurrences
of all concepts in ontology Oj.

The numerator in Equation (1) is computed on the basis of how many subclasses,
super classes, disjoint classes and related properties a concept has, in the given
ontology. The popularity measure is similar to the term frequency, a very important
measure in information retrieval, used to find the important keywords from a
document. The higher value of popularity for a concept shows that the concept best
represents the ontology. More specifically, if C¼ [C1,…, Cn] is the set of concepts
returned by the Key Concept Finder algorithm and Zi is a concept in the ontology, there
should be a concept Ck ∈C such that either Zi⊆Ck or Ck⊆Zi holds. The motivation for the
popularity measure is that not only the right type of concepts should be returned by
the proposed method, but also the right distribution of concepts must be retrieved, to
provide the best achievable representation of the ontology:

Algorithm 1: Key Concept Finder Algorithm
Input: Ontology Concepts
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Output: Key Concepts
Take the input ontology in the OWL format
Declare key_concepts[ ]
For each concept Ci

Compute Popularity (Ci)
If Popularity (Ci)W threshold

key_concepts []¼Ci;

After finding the key concepts from both input ontologies, they are passed to the Class
Matcher and Relation Matcher. “Class Matcher” computes mapping between the key
classes of both ontologies to be matched. This module uses WordNet as the external
resource for finding synonyms of the key concepts, so that if two concepts being
compared have different names (with similar meaning), they are evaluated to be similar.

Relation Matcher computes mapping between the key relations of both ontologies to
be matched. This module uses WordNet as the external resource for finding synonyms
of the key relations. Two relations are considered to be mapped if they share the same
domain and range:

Algorithm 2: Class Matcher algorithm
Input: Key Classes from ontology Oi and Oj
Output: Class Mappings

1. Initialize Class_Matches¼ 0;
2. Declare class_intersection [ ][ ];
3. For each key_class Ck,i in Oi

Access WordNet for synonyms(if exist any)
Sk,i¼ getSyno(Ck,i);

4. For each key_class Ck,j in Oj
Access WordNet for synonyms (if exist any)
Sk,j¼ getSyno(Ck,j);

5. For each Ck,i in Oi
For each Ck,j in Oj

if(Ck,i¼ ¼ any of Ck,j OR any Element of Sk,i¼ ¼ any Element Sk,j)
class_intersection [][0]¼Ck,i;
class_intersection [][0]¼Ck,j;
Class_Matches++;

Algorithm 3: Relation Matcher algorithm
Input: Key relations from ontology Oi and Oj
Output: relation mappings

1. Initialize rel_Matches¼ 0;
2. Declare rel_intersection [ ][ ];
3. For each key_relation Rk,i in Oi

Sdomaink,i¼ getSyno (domain (Rk,i));
Srangek,i¼ getSyno (range (Rk,i));

4. For each key_relation Rk,j in Oj
Sdomaink,j¼ getSyno (domain (Rk,j ));
Srangek,j¼ getSyno (range (Rk,j ));

5. For each Rk,i in Oi
For each Rk,j in Oj
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if((Rk,i¼ ¼Rk,j) OR (domain (Rk,i)¼ ¼ domain (Rk,j) && range
(Rk,i)¼ ¼ range (Rk,j)) OR (any element of Sdomaink,i¼ ¼ any
element of Sdomaink,j && any element of Srangek,i¼ ¼ any element
of Srangek,j))

rel_intersection [][0]¼Rk,i;
rel_intersection [][0]¼Rk,j;
rel_Matches++;

4. Results and discussion
Evaluation of the proposed approach is performed with the conference data set created
by the OAEI. This data set consists of seven real world ontologies describing
conferences and the 21 reference alignments among them are given. The simple
statistics on these ontologies are given in Table I.

The proposed approach is implemented in Java and OWLAPI and is used for
navigating the input ontologies. For each pair of ontologies, their key concepts are
discovered bymeasuring the popularity of each concept. The concepts having a popularity
measure greater than the threshold of 0.002 and 0.001 are selected as key concepts. Then
the key concepts of both ontologies are compared to find the degree of similarity between
two ontologies. WordNet 3.0 is used for finding synonyms for the key concepts.

The degree of similarity is calculated by finding the ratio of the number of
mappings found by our technique and number of key concepts in both ontologies
qusing Equation (2). The same method of finding the degree of similarity is applied to
the reference alignments as shown in Equation (3):

Degree of similarity ¼ No: of mappings found
No: of key concepts in both ontologies

� 100 (2)

Degree of similarity Reference Alignmentð Þ

¼ No: of mappings found in reference aligmnet
No: of concepts in both ontologies

� 100 (3)

Figure 1 shows the degree of similarity obtained from the proposed approach and the
degree of similarity obtained from the reference alignments given on OAEI. It can be
seen from the graph that when the degree of similarity of reference alignment increases,
the degree of similarity computed by the proposed approach also increases and the
same happens when the degree of similarity of reference alignment decreases.

Pearson’s correlation coefficient is calculated to show that the strength of the degree
of similarity obtained computed by our approach is related to the degree of similarity

Ontology No. of concepts No. of properties

Cmt 36 59
Ekaw 74 33
Edas 104 50
Iasted 140 41
Sigkdd 49 28
Conference 59 64
confOf 38 36

Table I.
Simple statistics
of the data set
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obtained from the reference alignment. The formula for the Pearson’s correlation
coefficient r is given as:

r ¼ n
P

xy
� �� P

x
� � P

y
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n
P

x2� P
x

� �2h i
n
P

y2 � P
y

� �2h ir (4)

where n is the number of data points of x and y; x the 1st variable, this is the degree
of similarity (reference alignment) here; and y the 2nd variables, this is the degree of
similarity here.

Pearson’s correlation coefficient can take value in the range −1 to 1. The value of r
close to 1 shows that variable x and variable y have perfect positive correlation, i.e. they
follow the same trend, while values close to −1 show that variable x and y have perfect
negative correlation. The value of r obtained at a threshold value of 0.002 and 0.001 is
0.85 and 0.82, respectively, in our approach as shown in Figure 2, which illustrates a
positive correlation between the degree of similarity and the degree of similarity
(reference alignment).

This positive correlation between the degree of similarity and the degree of
similarity (reference alignment) showed that if, only the key concepts of both ontologies
are considered for matching purpose, the same or even better results can be achieved
rather than doing an exhaustive list of comparisons between all the concepts
of both ontologies.

Along with finding the degrees of similarities, we wanted to check the level of
precision and relevance of the results our technique gives. Therefore, the precision,
recall and F-measure were computed to check how well the technique performs.
The graph in Figure 3 shows the precision, recall and F-measure observed for each pair
of ontologies on the conference track OAEI.
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The comparison of average precision, F-measure and recall of participant from OAEI
2012 and our approach is presented in Table II.

The results show that good similarity results can be obtained even by only
involving prominent concepts of the input ontologies in the matching process,
thus achieving good performance in less time.

For the comparison of the reduced search space and time requirements achieved by
the proposed approach, a traditional ontology matching approach based on Noy and
Musen (2003), Doan et al. (2004), Ehrig and Sure (2004), is developed and used as
baseline. This traditional ontology matching approach compares all classes and
properties of one ontology with all classes and properties of other ontology.
The comparison is done on a regular computer system with specification (Intel® Core
(TM) i3 CPU, 2.3 GHz, 2.0 GB RAM and Windows 7).

Figure 4 represents the number of entities (classes and properties) matched by both
the baseline and the proposed Key Matching Approach. Figure 5 shows the time in
milliseconds taken by both the baseline and the Key Matching Approach. Number of
tested entities and execution time taken by both approaches is calculated for each pair
of ontologies on OAEI conference track. It is evident from Figures 4 and 5 that the
number of entity comparisons made and the execution time baseline approach is larger
than the proposed approach.

Analysis of results for both thresholds (0.001 and 0.002) demonstrates that more
concepts are selected as key concepts at 0.001. The precision value at both thresholds is
the same which shows that the accuracy of the proposed approach is similar to those of
fuller methods; whereas a reduced degree of similarity at the lower threshold shows
that comparing increased sets of concepts only increases the time and search space
requirements without improving the accuracy. The value of the Pearson correlation
coefficient also reduces to 0.82 at threshold 0.001 indicating the slightly weak
correlation between degree of similarity, than at threshold 0.002. From the
experimental observations, it is concluded that 0.002 threshold gives the best
trade-off between accuracy and efficiency.

Ontology matching techniques Precision Recall F-measure

AgrMaker 0.53 0.62 0.58
LogMap 0.77 0.53 0.57
CODI 0.74 0.55 0.58
Optima 0.6 0.63 0.62
GOMMA 0.79 0.43 0.47
Hertuda 0.7 0.46 0.49
HotMatch 0.67 0.47 0.5
ServoMap 0.68 0.41 0.45
AROMA 0.49 0.41 0.31
YAM++ 0.78 0.65 0.67
MaasMatch 0.68 0.52 0.53
LogMapLt 0.68 0.45 0.48
ServOMapLt 0.68 0.41 0.45
MEDLEY 0.83 0.45 0.42
MapSSS 0.47 0.46 0.46
AUTOMSv2 0.64 0.33 0.37
Our approach at 0.002 0.79 0.58 0.67
Our approach at 0.001 0.79 0.59 0.67

Table II.
Performances
of OAEI 2012

participants and key
concept matching
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5. Conclusion
This paper proposes a novel approach for ontology matching by selecting the key
concepts from the input ontologies and then comparing those key concepts only, to find
out how similar the input ontologies are with each other. It is very useful to avoid
checking similarity of unmatchable concepts. The evaluation of technique shows
that the same degree of similarity can be achieved by taking into account the
key/representative concepts of the ontologies instead of comparing each and every
concept of the input ontologies. The high values of precision, recall and F-measure
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show the enhanced accuracy by reducing mismatching concepts. The approach is a
step toward solving the heterogeneity problem in less time and reduced search space.
The proposed approach can be used by web query interfaces for query expansion
and answering by efficiently finding underlying ontology/schema matching and to
integrate large database schemas. The future aim of the research will be to embrace the
merging of the two ontologies once it is concluded that the two ontologies are similar
and refining the criteria of key concept selection which best captures the semantic
constraints on the ontological entities.
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