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Abstract
Purpose – Success of software projects depends on identification of project risks and managing
the risks in a proactive manner. Risk management requires thorough insights into interrelationship of
various risk factors for proposing strategies to minimize failure rate. The purpose of this paper is
to develop a comprehensive structural model to interrelate important risk factors affecting the success
of software projects.
Design/methodology/approach – Specifically, this study reveals how interpretive structural
modelling helps the risk managers in identifying and understanding the interrelationship among
various risk factors. A total of 23 risk factors (or risk sources) have been identified through an
extensive literature review.
Findings – Necessary modelling information has been gathered from expert through a structured
questionnaire survey. Matrice d’Impacts croises-multipication appliqué an classment analysis has been
employed to classify the risk factors into four clusters such as autonomous, dependent, linkage and
independent based on their driving and dependence power. Risk factors with strong dependence
and weak driving power need urgent attention from managerial perspective.
Originality/value – The proposed model is useful for software managers/practitioners to address
risk factors associated with complicated projects.
Keywords Company performance, Decision support systems, Corporate strategy
Paper type Research paper

1. Introduction
Software engineering concerns with design, creation and maintenance of software
using latest tools, techniques and practices from computer science, project
management, information technology and other application domains (Grimstad,
2006). Since execution of software projects are not always successful, their development
is a challenging and important issue in the current scenario. Today, most of the
software industries are concerned with failure and escalation of original budget due to
delay in project implementation. In 1995, Chaos report of Standish Group reveals
that only 16.2 per cent of software projects are completed on time and budget. Over
31.1 per cent of software projects are cancelled before they get completed and
52.7 per cent of the projects are escalated by 198 per cent of their original estimates.
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In order to reduce the failure rate of software projects, managers need to pay attention to
schedule management, finance management, unmet user requirements and quality
management. Each of these areas appears as risk if not managed in an adequate manner
(Kester, 2013). Generally, risk is defined as a potential future loss or undesirable outcome
that may arise from some present action. However, software project risk factors are
defined as a source that can pose a serious threat to the successful completion of software
development project (March and Shapira, 1987). Failure to understand, identify and
manage risk is often regarded as a major cause of software engineering project failure
(Wallace et al., 2004a, b). Therefore, a proactive systematic decision-making process via
risk management is indeed required to manage underlying risks within the software
project. Thus, risk management is the process that starts with identifying, analysing and
managing threats to success and plan for necessary course of actions to reduce the
chance of project failure. Researchers have often emphasized on categorization and
prioritization of different sources and types of risks in order to minimize undesirable
losses. Extensive literature review on project management suggests that there is paucity
of simple and systematic tools to identify and classify risk factors concerning with
software project issues. It is to be noted that risk factors not only affect an individual
project but also influence other projects because they are interrelated. Therefore, it is
important to understand the nature of risk factors and their interrelationship so that
those factors which support other factors (“driving sources”) and those which are more
influenced by others (“dependent sources”) are to be examined (Raj et al., 2008). To this
end, current research explores various risk sources in the software project management
and develops a structural decision model for establishing the interrelationship among
different risk sources through interpretive structural modelling (ISM) methodology.
Moreover, the risks are classified depending upon their driving and driven power with
the help of indirect relationship by Matrice d’Impacts croises-multipication appliqué an
classment (MICMAC) analysis.

The main objectives of this research are as follows:

(1) to identify and analyse the interdependencies of different risk factors and their
effect in successful execution of software engineering projects;

(2) to establish relationships among the identified risk factors through subjective
judgement of experts in a structured manner;

(3) to propose an effective systematic procedure to analyse and classify the risk
factors based on their driving and dependence power which can help managers
in project risk assessment, treatment and control; and

(4) to develop a structured model which can represents graphically the
interdependencies among the risk factors through casual links to make it
effective to communicate among the managers for the formulation of project risk
management strategy.

The remainder of the paper has been organized into six sections. The next section
(Section 2) presents the brief literature review in the present context. The methodology
for developing the interrelationship of various risk factors in software engineering
projects is presented in Section 3. In Section 4, MICMAC analysis is presented to
classify various sources risk. The results and discussions along with managerial
implications are given in Section 5. Finally, in Section 6, conclusions are summarized
and direction for future research are outlined.
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2. Literature review
Extensive research has been conducted on risk management in software projects
through identification, analysis and control of risks which threaten the assets of a
software enterprise (Boehm, 1991). Risk is defined as a chance of danger, damage, loss,
failure or any undesired/negative consequences. Büyüközkan and Ruan (2010)
proposed an integrated approach based on fuzzy logic in a multi-criteria
decision-making framework to identify and assess the intensity of risk factors.
Hoodat and Rashidi (2009) developed a probabilistic model to analyse and assess the
risks in software engineering projects. They used a risk tree structure to relate several
risk sources and categorize different risks. Cerpa et al. (2010) used a logistic regression
model to predict the project outcome and analyse effect of various factors on outcome.
Li et al. (2012) proposed a two metric model-software process module with risk
management and cost control module to calculate risk management efficiency and
trustworthiness values of software process management. López and Salmeron (2012)
presented a risk checklist which affects the performance of software projects. All risk
factors are placed in a four quadrant matrix on the basis of their impact and probability
ratings. Huang and Han (2008) explored application of cluster analysis technique to
classify various risk factors. Nakatsu and Iacovou (2009) studied the effect of important
risk factors on project outcome when software development projects are outsourced
inshore and offshore using Delphi method.

Keil et al. (2008) investigated the software practitioners’ risk perception and decision
making whereas Jun et al. (2011) considered perception of vendors. It is concluded that
process performance can be improved by enhancing planning and control for low-risk
projects. Product performance can be improved by increasing user participation for
high-risk projects. Bakker et al. (2010) investigated how risk management contributes
to success of projects through meta-analysis of the empirical evidence. Jani (2011)
proposed a simulation-based experiment for assessment of risk factors in software
project development. Sharma and Gupta (2012) studied the influence demographics and
organizational climate on risks in Indian context through exploratory factor analysis.
Aloini et al. (2012) proposed an ISM technique to analyse the enterprise resource
planning project risks. Saxena and Seth (2012) identified several key factors and their
relation in supply chain risks and security management. They used ISM approach to
analyse the interactions among factors for establishing the relationship between supply
chain vulnerability and supply chain risk. Kumar et al. (2013) explored the relationship
among awareness level of customers, encouragement and support of customers,
environment-friendly distribution, effective training programme schedule for customer
and recycling and reuse efforts of organization to evaluate the role of customers in
green supply chain management model. Hachicha and Elmsalmi (2014) examined the
relationships between risk variables for supply network management systems using
ISM tool. The identified risk variables were then prioritized based on the MICMAC
analysis in the same work. Raeesi et al. (2013) took a formal measure to identify several
distortions which create barriers to entrepreneurship. They analysed the systematic
interactions among barriers using ISM approach. Hatei et al. (2013) analysed the
relationships among the risk factors involved in public-private partnerships projects
using interpretive structure model. They identified twenty risk factors and, pursuant to
the model’s characteristics, classifying them into three categories such as; dominating
factors, transferring factors and indicating factors.

Fu et al. (2012) developed a probabilistic model based on design structure matrix to
evaluate risk of change propagation from requirements to software development projects.
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The model is also capable to estimate the schedule and cost of a software project. Critical
examination of literature reveals that most of the studies focus on identification and
analysis of risk sources. However, limited studies have been devoted to understand the
effect of risks and their importance. Thus, this research attempts to address this vital issue
in the context of software project risk management by proposing an innovative decision
support model using ISM approach. ISM is a well-established methodology especially
used for identifying the relationships among the particular items which address a problem
or an issue (Sage, 1977).

3. Research methodology
In order to develop interrelation among various risk factors in software project
development, an ISM approach has been employed. The relevant data for ISM model
are collected through a cross-sectional questionnaire survey.

3.1 ISM approach
ISM is an interpretive method which is often used in the case of complex situations
arising in the system. This method facilitates researchers to understand the complex
relationship between many elements associated in the system by developing a
comprehensive structured systematic model. The advantage of ISM method lies in
converting the unclear, poorly defined mental models into a well-defined hierarchical
model for better understanding of complex issues (Warfield, 1994). Moreover, ISM is a
well-established methodology for constructing and analysing the fundamentals of
interrelationships between the elements in complex systems. This method helps to
impose order and direction on the complexity of relationship among the elements of a
system so that influence can be analysed between the elements (Mandal and
Deshmukh, 1994; Sharma et al., 1995; Singh et al., 2003). ISM methodology has three
important characteristics. First, it is interpretive as judgement of the experts decides
whether and how the elements are related. Second, it is structural as a complete
structure is extracted from the set of elements on the basis of their relationship. Third,
it is a modelling technique as a complete structure is represented by diagraph model
depicting specific relationships (Raj et al., 2008). When these aforementioned characters
inherently exist, it is entitled as “ISM”. More precisely, ISM is an interpretive learning
process that supports the people to structure their collective knowledge and enhance
the ability to understand the complexity of interrelationships between elements
through a hierarchical systematic structured model. Many studies in the past
have applied ISM approach in various fields and successfully analysed how
interrelationship among the element affects to the performance of the overall system
(Qureshi et al., 2008; Yang et al., 2008; Khurana et al., 2010; Pfohl et al., 2011; Aloini et al.,
2012; Debata et al., 2012). Various steps involved in ISM methodology are as follows:

(1) Identification of the elements relevant to the issue or problem.

(2) Establishing contextual relations among the identified elements. This represents
the possible statement of relationship whether the relations are comparative,
influence and natural or temporary type. In the present study, an influence type
contextual relationship has been chosen. This means one risk influence to another
risk element.

(3) Developing a structural self-interaction matrix (SSIM) on the basis of pairwise
comparison of the elements.
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(4) Construction of reachability matrix from the SSIM and checking for transitivity
property. Transitivity of a reachability matrix is the basic assumption of
relations that if an element A is related to B, and B is related to C, then it should
be considered as A is related to C (Ravi and Shankar, 2005). Transitivity
of elements in a matrix leads to construct the final reachability matrix.
Reachability matrix is a binary matrix in which the entries V, A, O and X of the
SSIM are converted into 1 and 0.

(5) In this step, the obtained reachability matrix is partitioned into different levels.

(6) Drawing a directed graph by removing the transitivity links and also on the
basis of reachability matrix.

(7) Conversion of diagraph into ISM model by replacing element nodes with
statements.

(8) In last, check the conceptual inconsistency of developed ISM model.

The application of aforesaid steps in applying ISM methodology for analysing software
engineering project risks have been explained in more detail in the following subsections.

3.2 Identification of risk factors
In software engineering projects, identification of different risks factors which
influence to undesirable project outcome is a critical task. The field experience and
insightful perception is indeed required to mitigate the areas of concern. Past studies
have been devoted to identify the sources from where risk arises in software
engineering projects. On the basis of comprehensive literature survey and opinion of
expert’, a total of 23 important risk factors have been identified in the present work for
the analysis of their interrelationship that affecting to the success of software
engineering projects directly or indirectly. A questionnaire-based survey has been
conducted to test the validity of each of the identified risk factor affecting to the
performance of software engineering projects. The identified risk factors and their
sources have been presented in Table I.

3.3 Survey administration
The aim of the questionnaire survey was to collect the relevant data from the experts or
industry personnel for establishing a relationship matrix as a first step towards
developing an ISM-based model. A questionnaire containing 23 risk factors of software
engineering projects has been administered to the respondents with an instruction to
compare each and every pair of criteria depicted in SSIM. A respondent is requested
to compare the column statement to the row statement for each cell and to select an
appropriate value from the symbol set (V, A, X or O) according to their perception
towards direct relationship between two risk factors at a time. The relational
descriptions of symbols have been provided in the questionnaire in which V represents
relation when the factor i influences or reaches the factor j, but not in the opposite
direction, A for the relation when factor j influences or reaches the factor i but reverse is
not possible, X for the relation both i and j factors are interrelated and O represents the
case of relation when both i and j factors are unrelated to each other. The survey used
convenient sampling to select the respondents through Tata Consultancy Services lab
mailing list which contains 175 members primarily experts in software project
management discipline. In total, 175 members primarily experts were participated
who had more than ten years’ experience in software project practice. The detailed
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questionnaire has been mailed to the identified experts with a request to explore best of
their experience and expertise in assessing various risk quantifying factors of the
software engineering exercise. Experts have been personally requested to avoid
biasness in responding various issues related to software project risk scenario. No face
to face interviews have been conducted. Respondents have been provided a couple
month of time duration to understand, to analyse and to recapitulate their experience
in addressing interactions among the risk factors as depicted in the detailed
questionnaire. Thereafter, response data have been received and those have been
critically analysed. The decision judgement of the aforesaid expert group has
been considered fully reliable and ultimate (organization specific) which could be
utilized on investigating interrelationship among various risk influencing factors in
relation to software project practice. Out of 175, only 55 respondents participated in the
survey with a response rate of 32 percentages approximately. Finally, 48 correct and
complete responses are used for further analysis. The remaining responses are rejected
due to incompleteness and irrationality.

3.4 Formation of SSIM
This is the most important and demanding phase of ISM methodology where the
contextual relationship among the risk factors based on experts opinion is
incorporated. Keeping this in mind, the questionnaire has been designed in such a
way that the existence of a relation between any two risk factors (i and j) and the
associated direction of the relation execution is questioned. Thereafter the participants
decide upon the pairwise relationship between the risk factors. Based on expert’s
feedback on 23 identified software project risks, the SSIM was developed and presented
in Table II. The entries in the SSIM matrix was based on the maximum responses
obtained for the pair of risk factors.

3.5 Construction of reachability matrix
The SSIM has been transformed into reachability matrix by two sub-steps. First,
SSIM is converted into initial reachability matrix by substituting the entry of each cell
(V, A, X and O) into binary digits (1 or 0) as per the following rules:

• if the (i, j) entry in the SSIM is V, then the (i, j) entry in the initial reachability
matrix becomes 1 and the (i, j) entry becomes 0;

• if the (i, j) entry in the SSIM is A, then the (i, j) entry in the initial reachability
matrix becomes 0 and the (i, j) entry becomes 1;

• if the (i, j) entry in the SSIM is X, then both the (i, j) and (i, j) entries of the initial
reachability matrix becomes 1; and

• if the (i, j) entry in the SSIM is O, then both the (i, j) and (i, j) entries of the initial
reachability matrix becomes 0.

Based on the following rules, the initial reachability matrix has been prepared as
shown in Table III. In second sub-step, initial reachability matrix has been
transformed into final reachability matrix by checking the transitivity property.
After integrating the transitivity concept as mentioned in fourth step of ISM
methodology, the final reachability matrix has been constructed and furnished
in Table IV. Final reachability matrix also represents the driving power and
dependence of each risk factor. Driving power of each risk is the summation of
total number of risk interactions in the row (including itself) which it affects.
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However, dependence of each risk is the summation of total number of risk
interactions in the column (including itself) by which it is affected. Based on
these driving power and dependence, software project risks have later been
classified in Section 4.

3.6 Level partitioning
Level partitioning helps for constructing the diagraph model based on the final
reachability matrix (Warfield, 1977). Final reachability matrix provides the
information about the reachability and antecedent set for each risk factor. The
reachability set of the element is the set of elements that contains the element itself
and other elements to which it may reach, whereas the antecedent set contains the
element itself and the other elements which may reach to it (Mandal and Deshmukh,
1994). More precisely, reachability set of the risk is the set of elements of a final
reachability matrix which contain 1 in row of that particular risk. Conversely,
antecedent set of the risk is the set of elements which contain 1 in column of that
particular risk (Pfohl et al., 2011). Based on the reachability set and antecedent set, the
intersection sets have been derived for all elements. Intersection sets are the common
elements of both reachability set and the antecedent set. The case where the elements
of reachability and intersection sets are same, that is the indicator of top-level
element. For example, in the present case, five risk factors such as lack of project
standard; software quality risks; software cost risks; software requirement risks; and
software scheduling risks have been identified as top-level elements as shown in
Table V (Iteration 1). The significance of top-level elements is that they will not
influence any other element above their own level in the hierarchy. Once the top-level
element is recognized, then it is discarded from further hierarchical consideration
(i.e. separated out that elements from all the different sets). Similarly, the next level
of elements has been partitioned by the same process. The stepwise level partitions of
all 23 risk factors have been completed in nine iterations as shown in Tables V-VII.
The summary of all partition levels has been represented in Table VIII.

Element Reachability set Antecedent set Interaction set Level

1 1,12,20,21,22,23 1,8,9,10,15,16,17,18,19 1
2 2,12,20,21,22,23 2,3,5,6,7,8,9,10,15,16,17,18,19 2
3 2,3,12,20,21,22,23 3,5,6,7,8,9,10,15,16,17,18,19 3
4 4,11,12,20,21,22,23 4,8,9,10,11,15,16,17,18,19 4,11
5 2,3,5,12,20,21,22,23 5,6,7,8,9,10,15,16,17,18,19 5
6 2,3,5,6,12,20,21,22,23 6,18 6
7 2,3,5,7,12,20,21,22,23 7,17,18,19 7
8 1,2,3,4,5,8,11,12,20,21,22,23 8,15,16,17,18 8
9 1,2,3,4,5,9,11,12,20,21,22,23 9,10,17,18,19 9
10 1,2,3,4, 9,10,11,12,20,21,22,23 10,17,18,19 10
11 4,11,12,20,21,22,23 4,8,9,10,11,15,16,17,18,19 4,11
12 12,20,21,22,23 1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23 12,20,21,22,23 I
13 12,13,20,21,22,23 13 13
14 12,14,20,21,22,23 14,15,16,17,18 14
15 1,2,3,4,5,8,11,12,14,15,20,21,22,23 15,16,17,18 15
16 1,2,3,4,5,8,11,12,14,15,16,20,21,22,23 16,17,18 16
17 1,2,3,4,5,7,8,9,10,11,12,14,15,16,17,19,20,21,22,23 17,18 17
18 1,2,3,4,5,6,7,8,9,10,11,12,14,15,16,17,18,19,20,21,22,23 18 18
19 1,2,3,4,5,7,9,10,11,12,19,20,21,22,23 17,18,19 19
20 12,20,21,22,23 1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23 12,20,21,22,23 I
21 12,20,21,22,23 1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23 12,20,21,22,23 I
22 12,20,21,22,23 1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23 12,20,21,22,23 I
23 12,20,21,22,23 1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23 12,20,21,22,23 I

Table V.
Iteration 1
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Element Reachability set Antecedent set Interaction set Level

1 1 1,8,9,10,15,16,17,18,19 1 II
2 2 2,3,5,6,7,8,9,10,15,16,17,18,19 2 II
3 2,3 3,5,6,7,8,9,10,15,16,17,18,19 3
4 4,11 4,8,9,10,11,15,16,17,18,19 4,11 II
5 2,3,5 5,6,7,8,9,10,15,16,17,18,19 5
6 2,3,5,6 6,18 6
7 2,3,5,7 7,17,18,19 7
8 1,2,3,4,5,8,11 8,15,16,17,18 8
9 1,2,3,4,5,9,11 9,10,17,18,19 9

10 1,2,3,4, 9,10,11 10,17,18,19 10
11 4,11 4,8,9,10,11,15,16,17,18,19 4,11 II
13 13 13 13 II
14 14 14,15,16,17,18 14 II
15 1,2,3,4,5,8,11,14,15 15,16,17,18 15
16 1,2,3,4,5,8,11,14,15,16 16,17,18 16
17 1,2,3,4,5,7,8,9,10,11,14,15,16,17,19 17,18 17
18 1,2,3,4,5,6,7,8,9,10,11,14,15,16,17,18,19 18 18
19 1,2,3,4,5,7,9,10,11,19 17,18,19 19

Table VI.
Iteration 2

Element Reachability set Antecedent set Interaction set Level

18 18 18 18 IX
Table VII.
Iteration 9

Element Reachability set Antecedent set Interaction set Level

1 1,12,20,21,22,23 1,8,9,10,15,16,17,18,19 1 II
2 2,12,20,21,22,23 2,3,5,6,7,8,9,10,15,16,17,18,19 2 II
3 2,3,12,20,21,22,23 3,5,6,7,8,9,10,15,16,17,18,19 3 III
4 4,11,12,20,21,22,23 4,8,9,10,11,15,16,17,18,19 4,11 II
5 2,3,5,12,20,21,22,23 5,6,7,8,9,10,15,16,17,18,19 5 IV
6 2,3,5,6,12,20,21,22,23 6,18 6 V
7 2,3,5,7,12,20,21,22,23 7,17,18,19 7 V
8 1,2,3,4,5,8,11,12,20,21,22,23 8,15,16,17,18 8 V
9 1,2,3,4,5,9,11,12,20,21,22,23 9,10,17,18,19 9 V

10 1,2,3,4, 9,10,11,12,20,21,22,23 10,17,18,19 10 VI
11 4,11,12,20,21,22,23 4,8,9,10,11,15,16,17,18,19 4,11 II
12 12,20,21,22,23 1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23 12,20,21,22,23 I
13 12,13,20,21,22,23 13 13 II
14 12,14,20,21,22,23 14,15,16,17,18 14 II
15 1,2,3,4,5,8,11,12,14,15,20,21,22,23 15,16,17,18 15 VI
16 1,2,3,4,5,8,11,12,14,15,16,20,21,22,23 16,17,18 16 VII
17 1,2,3,4,5,7,8,9,10,11,12,14,15,16,17,19,20,21,22,23 17,18 17 VIII
18 1,2,3,4,5,6,7,8,9,10,11,12,14,15,16,17,18,19,20,21,22,23 18 18 IX
19 1,2,3,4,5,7,9,10,11,12,19,20,21,22,23 17,18,19 19 VII
20 12,20,21,22,23 1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23 12,20,21,22,23 I
21 12,20,21,22,23 1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23 12,20,21,22,23 I
22 12,20,21,22,23 1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23 12,20,21,22,23 I
23 12,20,21,22,23 1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23 12,20,21,22,23 I

Table VIII.
Summary of level
partitioning
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3.7 Development of ISM model
After level partitioning, lower triangular form of reachability matrix has been prepared
by arranging the elements according to their levels. After removing the indirect links,
a diagraph has been drawn by means of nodes or vertices and lines of edges.
The relationship between elements i and j has been shown by an arrow which connects
from i to j. This constructed diagraph has been converted into an ISM-based model by
mentioning the descriptions of elements within it (Figure 1). The elements of ISM model
has been connected in a complete hierarchical form with no feedbacks or no cycles.

4. MICMAC analysis
The abbreviation of MICMAC is the “Matrice d’Impacts croises-multipication appliqué
an classment” means cross-impact matrix multiplication applied to classification

Inadequate
of

requirements

Lack of
project

standard

Software
cost risks

Software
quality
risks

Software
scheduling

risks

Software
requirement

risks

Lack of
good

estimation
in projects

Unrealistic
schedule

Lack of
testing

Inadequate
knowledge
about tools,
techniques

and
programming

language

Inadequate
budget

Human errors

Lack of monitoring

Lack of enough
skill

Lack of
employment of

manager
experience

Lack of
reassessment of

management
cycle

Complexity of
architecture

Inadequate design of
documentation

Lack of report for
requirements

Wrong partner/s
selection

Lack of analysis for
change of requirements

Lack of trust between partners

Heterogeneity of partners

Figure 1.
ISM-based model
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(Sharma et al., 1995). MICMAC analysis is a part of structural analysis aims to identify
the most important variables of a system from matrix that establishes the relations
among them (Villacorta et al., 2012). In this study, the identification and classification of
risk is essentially required for the implementation of risk management strategy in
software engineering project. MICMAC is an indirect classification method which
helps to critically analyse the scope of the risks (Saxena and Sushil, 1990). The objective
of MICMAC analysis is to analyse and classify the risk elements based on their
driving power and dependence. Based on the concept of MICMAC, all risk factors
have been classified into four clusters of risks according to their driving power and
dependence value (Figure 2).

Cluster I consists of autonomous risk factors which have weak driving power and
weak dependence. There are eight risk factors which come under autonomous cluster
namely, inadequate budget, lack of reassessment of management cycle, inadequate
knowledge about tools and techniques, complexity of architecture, lack of testing, lack
of good estimation in projects and lack of monitoring. These risk factors are
comparatively separated from the system although a few existence of links which may
not be strong and do not have much influence on the system.

Cluster II includes the dependent risk factors which have weak driving power and
strong dependence. A total number of seven risk factors have been identified in this
cluster. Mostly top-level risk factors of ISM model are come under this category. In the
present study, top-level factors namely, software cost risks, software quality risks,
software scheduling risks, software requirement risks and lack of project standard are
shown in dependent cluster. Top-level factors are most resulting action of risks in
software projects. The factors having strong dependence property indicates that it is
being strongly influenced by other risk factors and thereby increases in software
project risks. Thus, managers should pay special attention to these risks.
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Cluster III comprises linkage risk factors which have both strong driving and
dependence power. The risk factors associates with linkage clusters are unstable,
because if any change occurs on these risks that will have an effect on other risks.
In this research, there is no risk factors exist in the linkage cluster.

In Cluster IV, all independent risk factors are clustered that have strong driving
power but weak dependence. Eight risk factors are identified in this cluster namely,
lack of enough skill, lack of employment of manager experience, inadequate design
and documentation, lack of report for requirements, lack of analysis for change of
requirements, lack of trust between partners, wrong partner/s selection and
heterogeneity of partners. The factor which has very strong driving power in the
independent cluster is called as “key factor”. Heterogeneity of partners has been
observed as a key risk factor which has maximum driving power (22). It seems strongly
influencing to other risk factors (Figure 1). The driving and dependence power of each
risk factor are previously described in Section 3.5 and shown in Table IV.

5. Results and discussions
The results of this study provide an understanding of identified software project
risks in different levels of ISM model. The developed hierarchical ISM model comprises
23 software project risk factors in different levels from top to bottom. Understanding
the impact of risk at each level is indeed important as it would help managers to
construct and implement successful risk management strategy towards achieving
success of software project. In this research software cost risks, software quality risks,
software scheduling risks, software requirement risks and lack of project standard
have been found placed in top level as shown in ISM model (Figure 1). These are the
risks which can produce major impact on software engineering projects because all
other risks which are being placed just below the top level, strongly influences to them.
Thus, managers should pay special attention to control these aforementioned risks
for reducing the chance of project failure. Moreover, lower level risks such as;
heterogeneity of partners, lack of trust between partners, wrong partner/s selection,
lack of analysis for change of requirements, inadequate design and documentation, lack
of report for requirements, lack of enough skill, lack of monitoring, human errors and
others are strongly influence to the middle-level factors like lack of good estimation in
projects, unrealistic schedule, lack of testing and others (Figure 1). Also, aforesaid
middle-level risks are again seemed to influence to top level in the ISM diagraph.
Top-level factors are more risky than the others that can pose serious impact to the projects.
However, lower level factors are mainly responsible for increasing the degree of risk extent
as they are influencing strongly to the top-level factors. In this regard, it is observed that
interdependency among various risk factors plays an important role for the assessment of
risk impact on the software development projects. Moreover, this can also be an important
insight into the extent body knowledge to the managers towards implementing appropriate
risk management strategy for the reduction of overall risk extent.

MICMAC analysis has been carried out for the 23 risk factors and classified into four
clusters (autonomous, dependent, linkage, independent) based on their driving power
and dependence. The risk factors are namely, software cost risks, software quality
risks, software scheduling risks, software requirement risks and lack of project
standard are dependent factors. The impact of these risks depends on other remaining
risks of software projects and affects seriously to the system. Similarly, the risk factors
like lack of enough skill, lack of employment of managerial experience, inadequate
design and documentation, lack of report for requirements, lack of analysis for change
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of requirements, lack of trust between partners, wrong partner/s selection and
heterogeneity of partners have been found independent having strong driving power.
These are the risks which play important role to influence others and finally intensifies
the strength of impact on software engineering projects. As a result, this cluster
analysis may help project managers to understand and assess the intensity of risks as
well as to manage these risks by implementing a proactive risk management strategy
in future. The results of the present study support a socio-technical perspective
providing an ISM approach to conceptualize the category of software project risks and
to understand interrelationships between 23 risk factors that have been identified.

Apart from discussing outcome and implications of the present research, it is important
to address the limitations of this study. The source of risk is evidently enormous but not
limited. In this paper, a total of 23 software risk factors that had been selected in relation to
their possible effect towards software project area but there may be some other factors that
may also affect the success of software projects need to be taken under consideration.

6. Conclusions
The major contribution of this work is to provide empirical evidence highflying how
interrelationships among various risk factors affect to the software engineering projects.
Based on extensive literature review and expert opinion, a total of 23 risk factors seemed
to impose negative impact on schedule time, quality, cost, requirement or total failure for
the software projects have been identified. In this research, an ISM approach has been
applied to understand the significant relationships and interdependencies among these
23 identified risk factors associated in software projects. ISM provides a systematic
hierarchical structured model helpful in managerial context to identify and understand
the interrelationships among different risk factors. Moreover, the direct and indirect
relationships between risks can also be identified from the ISM-based model. The process
has been found systematic, efficient and capable of producing a structured model which
graphically represents the original problem that can be communicated more effectively to
the others. Another contribution of this study is the MICMAC analysis that provides a
concept of identification and classification of software project risk factors in four different
clusters based on their driving and dependence power. The result of this analysis
provides an understanding of risk factors as a function of driving power and dependence.
The above research findings provide important guidelines to the software project
managers that they would plan strategically to implement a proactive risk management
strategy for the success of software projects. The future scope of this work can further be
extended to fuzzy ISM, a step ahead of binary ISM to deal with uncertainty involved in
human judgement process. Furthermore, this model can be tested and validated using
structural equation modelling.
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