
2013

http://informahealthcare.com/hth
ISSN: 0265-6736 (print), 1464-5157 (electronic)

Int J Hyperthermia, 2013; 29(3): 169–180
! 2013 Informa UK Ltd. DOI: 10.3109/02656736.2013.784813

RESEARCH ARTICLE

Figures of merit and their bounds in radiofrequency heating by phased
arrays

Fernando Bardati1 & Piero Tognolatti2

1Department of Civil Engineering and Computer Science, University of Rome Tor Vergata, Rome, Italy and 2Department of Industrial and

Information Engineering, University of L’Aquila, L’Aquila, Italy

Abstract

Purpose: The problem of effective power delivery to a semi-deep target by a phased array has
been addressed for application to hyperthermia treatment of some tumours in the thorax.
Methods: Three efficiencies have been introduced, which estimate system ability in power
transfer from generators to body, from body to tumour, and from generators to tumour. They
are formulated in terms of a dissipation matrix and an interference matrix. Bounds to achievable
efficiencies are obtained. Further figures of merit have also been introduced. The necessary
mathematics has been developed.
Results: A numerical analysis has been carried out for a partially interdigitated planar array of
resonant dipoles. Results show how the new parameters can be exploited for optimal selection
of the array’s degrees of freedom.
Conclusion: The figures of merit and their bounds allow comparisons between RF heating
devices and provide guidelines to phased array design.
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Introduction

Clinical trials have shown that the addition of hyperthermia to

radiotherapy or chemotherapy results in improved clinical

outcome [1–5]. There is general consensus that effectiveness

of hyperthermia technology is a prerequisite for clinical

effectiveness. The power distribution in the patient and the

amount of power deposited in the tumour depend on the

focusing capability of the hyperthermia device and on the

ability to restrain hot spots in normal tissues [6]. For a given

heating system the patient-specific anatomy has great influ-

ence on local power distribution, while the thermal properties

of tissues and perfusion have a major impact on the resulting

temperature distribution [7].

Radiating systems that have been proposed and are

currently used to heat deep-seated tumours include phased

arrays, where focusing onto targets can be obtained by

constructive interference of the electromagnetic fields that are

radiated by a set of applicators. The most popular phased

array systems for regional hyperthermia of deep-seated

tumours mainly located in the abdomen and pelvis are

the BSD-1000 and BSD-2000 with Sigma applicators

[8–10]. Other phased array systems are the AMC 4-

waveguide applicator [11], recently upgraded to a new

8-waveguide system [12], the WACOA system [13] and the

HYPERcollar [14]. The last device has been designed for

local treatment of head and neck tumours. Focusing is

obtained by selection of amplitude and phase in input at each

applicator. Various optimisation procedures have been

proposed which substantially differ in the choice of an

appropriate objective function for evaluating the therapeutic

quality of a certain selection, i.e. the quantitative assessment

of treatment effects in terms of temperature related to major

limiting side effects such as systemic stress (deposited power)

and maximal temperatures in normal tissues, with possible

hot spot generation [15–18]. However, local heating of some

tumours cannot be performed by the above systems to a

satisfactory degree.

An array of M elementary antennas is used whenever a

deep tumour cannot be locally heated by a single antenna

without excessive overheating of interposed tissue, so that its

aggression from multiple directions is necessary also to

improve power uniformity within the target. Phased arrays

allow coherent operation with a gain up to M in comparison

with the incoherent modality. Moreover, a phased array has

some steering capability of the deposited power pattern

by proper selection of amplitudes and phases of feed voltages.

Steering may help to reduce hot spots in normal

tissue. Finally, an operator can exploit the available degrees

of freedom to deliberately defocus the array tailoring the

power deposition pattern to meet constraints on induced

temperature [19].

Number, spatial arrangement and operation frequency of

antennas are important in array design for different tumours

and sites [15,20–25]. In this paper a new approach is
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discussed, i.e. the array ability to deliver the largest fraction

of available power from sources to a deep-seated tumour will

be investigated using some efficiencies we introduce together

with their bounds. Some additional figures of merit will also

be considered. All these parameters can be used for

comparisons among applicators and provide guidelines to

array design. On the other hand, the selection of feed voltages

for individual treatment optimisation is beyond the scope of

this paper and will not be addressed.

Power deposition patterns depend on the operation

frequency f. The choice of f is a trade-off between wave

focusing and damping with distance. In this paper the ISM

frequency in Europe of 434 MHz will be assumed, so that the

side of a 40 cm3 lesion is comparable with �m/2, where

�m¼ 8.8 cm is the wavelength in a high-water-content tissue

[26]. Phased array benefits from field interference from

various sources. At 434 MHz the penetration depth is such

that power reduces to 10% over a path length 56 cm in a

muscle. Therefore, beneficial constructive interference for

local heating is expected when the distance difference from

interfering radiators to the target is not larger than a few

centimetres, to be verified by full wave computations. For a

semi-deep target in the thorax, abdomen or pelvis at

434 MHz, this is possible if the antennas are arranged on

one side of the body, and they densely populate the array front

towards the body.

Antennas have interfaces towards generators and body that

rule power transfer to the target. These aspects will be

considered in the next section, where efficiencies and other

parameters will be introduced. Furthermore, a numerical

analysis will be performed modelling a planar array

of resonant dipoles as a benchmark. As a reference case

we shall assume a target at 6–8 cm from the body surface.

This may model a lung tumour. Both a skin–fat–muscle

plane layering and a more realistic thorax phantom will be

used in the numerical analysis. We shall use power loss

instead of specific absorption rate (SAR) to model power

delivery to tissues. Using power loss allows power transfer

coefficients from sources to target to be written as pure

numbers.

Methods

Power terms for efficiency evaluations

We shall introduce some efficiencies as ratios between

powers we define hereafter. Let � be a body and o a deep-

seated target within the body. o is heated by an array of

antennas as a consequence of power deposition by the

radiated electromagnetic field. M identical antennas are

accomodated in front of the body (Figure 1) while their

location and orientation are kept constant during a treatment.

Each antenna is connected to a power source through a feed

line, for example a coaxial cable of real-valued characteristic

impedance R0, while power sources are endowed with

independent level and phase regulations [27]. The voltage

of the source powering the mth antenna through its internal

resistance R0, is denoted by Voc,m, i.e. the series of the open-

circuit voltage Voc,m and R0 is Thevenin’s equivalent circuit of

an M-channel RF generator evaluated at the mth antenna’s

terminals. Voc,m should not be confused with the voltage at the

mth antenna’s terminals. The relation between these voltages

has been investigated in Nadobny et al. [28]. In particular, if

even only one generator is fired, non-zero voltages appear at

all antenna terminals which modify field and power patterns

in � to some extent [29].

We assume that the lines are matched to the sources, as is

common practice. On the other side there is normally a

mismatch between lines and antennas with consequent power

reflection. Furthermore, a fraction of the power entering the

body from an antenna will be collected by the other antennas

without heating the body. To take reflections and cross

coupling among radiators into account, the body is modelled

as a microwave junction whose M ports are the antenna

terminals. am and bm will denote the complex amplitude of the

direct and reflected waves, respectively, so that ama�mðbmb�mÞ
is the power carried by the direct (reflected) wave through

port m, where an asterisk is for complex conjugate. Time

dependence ej2�ft and phasor notation [30] are used through-

out. Equation (1) transforms input variables from voltages to

wave amplitudes.

a½ � ¼ Voc½ �=
ffiffiffiffiffiffiffiffi
8R0

p
ð1Þ

Voc½ � is a column vector Voc, 1, Voc, 2, . . . , Voc, M½ �T , where

T is for transposed, and similarly ½a�. Small temperature

changes have a negligible effect on tissue dielectric properties

[31] so that the linearity hypothesis does not break down.

Therefore, the amplitude of the waves reflected by the body is

linearly related to the amplitude of the impinging waves by

½b� ¼ ½S�½a�, with ½S� an M �M complex-valued matrix. ½S� is

known [32,33] as the scattering matrix for a junction. It is

routinely measured by a vector network analyser. Guidelines

for its computation can be found in Sadiku [34] and Taflove

[35]. Furthermore, most commercial computer packages that

are used for SAR calculations have an option for direct ½S�
evaluation. Electromagnetic field reflections at the ports and

cross coupling between ports are automatically accounted

for by the on-diagonal and off-diagonal entries of ½S�,
respectively.

Figure 1. Array of antennas radiating onto a body � as a multiport
microwave junction. ! is the target. Waves entering and leaving the
junction are also shown.
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The total available power, PG, delivered by the generators

to non-reflecting loads is obtained as the sum over the

available power of each generator:

PG ¼
XM
m¼1

ama�m ¼ a½ �T� a½ � ð2Þ

The total power, P�, supplied to � through the M channels,

is the difference between PG and the power, b½ �T� b½ �, which

leaves the body after reflections (mismatches) and cross

coupling, being finally absorbed by the internal resistance R0

of the sources:

P� ¼ a½ �T� a½ � � b½ �T� b½ � ¼ a½ �T� H½ � a½ � ð3Þ

A dissipation matrix [36], H½ � ¼ I½ � � S½ �T� S½ �, has been

introduced in Equation (3), where ½I� is the identity matrix.

a½ �T� H½ � a½ � is a quadratic Hermitian positive-definite form in

½a�. The entries of ½H� are pure numbers with Hmm51 for any m.

It is worth working out an equation for P� in terms of open

circuit voltages which are more commonly employed in

hyperthermia optimisation problems. It is also useful to refer

these voltages to inputs which deliver a given amount of

power to the body. The property of being dimensionless will

be retained in the matrices we introduce. Accordingly Voc, m is

written as in Equation (4).

Voc, m ¼ um
_Vm ð4Þ

for m ¼ 1, . . . , M with um a real-valued voltage following a

suitable P� normalisation reported in Appendix 1. _Vm is a

dimensionless complex factor, whose amplitude and phase are

parameters left to individual treatment optimisation, which is

not dealt with in this paper. From Equations (3) and (4) we

obtain

P� ¼ P0
_V
� �T� �H½ � _V

� �
ð5Þ

where P0 ¼ 1 watt is the reference power, ½ _V� is the complex

factor vector, and

�Hmn ¼ Hmn=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
HmmHnn

p
ð6Þ

for any m and n. Later we shall use Equation (3) or (5) for P�

according to whether the input is modelled as waves ½a� or

voltages ½ _V�. The change of variable from ½a� to ½ _V � is given by

_V
� �
¼ P

�1=2
0 D½ ��1

a½ � ð7Þ

where ½D� is defined in Appendix 1.

Finally, we model the power delivered to the target !. Let

the electric-field phasor at~r, a point of !, be~em when the mth

generator open-circuit voltage is um while the remaining

generators are switched off, i.e. _Vn ¼ �nm, n ¼ 1, . . . , M. �nm

is the Kronecker delta. The total field at~r, when all antennas

are fed, is Bardati et al. [37]

~E ~rð Þ ¼
XM

m¼1

_Vm~em ~rð Þ ð8Þ

Using vector notations, the power absorbed by the target,

averaged over a time period T ¼ f�1, is written as the

following quadratic form:

P! ¼ P0
_V
� �T�

Q½ � _V
� �

ð9Þ

where the dimensionless matrix ½Q� has elements

Qmn ¼
�e

2P0

Z
!

~e �m �~endV ð10Þ

and �e ¼ �þ 2�f �00. s and �00 are tumour electrical conduct-

ivity and permittivity imaginary part, respectively, and are

assumed constant in o. In order to explain the name

‘interference’ given to ½Q�, we note that an on-diagonal

entry, say Qmm, is power dissipation in ! due to interaction of

electric field ~em and current �e~em from the same mth

generator. Instead, any off-diagonal entry, say Qmn (Qnm)

with m 6¼ n, originates from interaction of the field (current)

from the mth generator with the current (field) due to the nth

one. Any phased array effect, i.e. interference, is taken into

account by these cross terms.

Later we shall use an equation for P! in terms of waves.

Taking Equations (7) and (9) into account we get

P! ¼ a½ �T� ~Q
� �

a½ � ð11Þ

The matrix ~Q
� �
¼ D½ ��1

Q½ � D½ ��1
has entries

~Qmn ¼ Qmn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
HmmHnn

p
ð12Þ

In conclusion, the powers delivered to the body and target,

P� and P! respectively, have been introduced as equations

(quadratic forms) in two primary matrices ½H� and ½Q�, and

secondary ones �H½ � and ~Q
� �

. The key point is that these

matrices are Hermitian and positive-definite (HP-D). Some

properties of HP-D matrices are beneficial in solving the

extremum (minimum-maximum) problem [38] we deal with

in this paper. Noticeably, i) the diagonal entries and the

eigenvalues of an HP-D matrix are real and strictly positive

(i.e. non-zero); ii) the smallest (largest) eigenvalue is smaller

(larger) than the smallest (largest) diagonal entry [39].

Feed efficiency

A suitable definition for feed efficiency is the portion of the

available power from the sources that is supplied to the body:

�F ¼ P�=PG ð13Þ

After substitution of Equations (2) and (3),

�F ¼ a½ �T� H½ � a½ �= a½ �T� a½ �
� �

ð14Þ

½H� has M real positive eigenvalues �m, m ¼ 1, . . . , M.

Denoting �min40 and �max the smallest and largest eigen-

values, respectively, then

�min � �F � �max ð15Þ

[39, p. 272]. Due to the above property (ii), �min51.

Further properties are reported in Appendix 2.

The following example may clarify the relevance of �F and

its bounds. Let an array be formed by M¼ 2 parallel dipoles

in distilled water which radiate in front of a layered skin–

fat–muscle arrangement. The same dipole and phantom will

be taken up again in the numerical analysis section. In

Figure 2, the eigenvalues �1 and �2 are diagrammed versus

the spacing, s, between the dipoles. The diagrams show

oscillations and crossings with role interchange between
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larger and smaller eigenvalues. For any given spacing s, �F

lies in the range between the �1, �2 curves, its current value

depending on feed ½a�. In case of very close dipoles, some

inputs may cause a low feed efficiency, while �F is less

dependent on ½a� when the distance between them is greater.

The largest (smallest) feed efficiency is obtained when ½a�
is an eigenvector ½h� of ½H� corresponding to �max (�min).

Values of the feed efficiency are useful in estimating RF

power requirements.

Targeting efficiency

A targeting (or focusing) efficiency �T is introduced for

evaluating system ability to couple radiation to the target as

the fraction of power supplied by the generators to the body

that is dissipated by the target:

�T ¼ P!=P� ð16Þ

From Equations (9) and (5) the targeting efficiency is the

following ratio of quadratic HP-D forms

�T ¼ _V
� �T�

Q½ � _V
� �

= _V
� �T� �H½ � _V

� �� �
ð17Þ

�T depends on the complex factor _V
� �

. The corresponding

minimum-maximum problem is considered in Appendix 3,

where it is shown that �T is upper bounded according to

�T � �max 5
T~Q

�min

5
TQ

�min

ð18Þ

where �max is the largest eigenvalue of a suitably defined

problem, and

T~Q ¼ ~Q11 þ ~Q22 þ � � � þ ~QMM ¼ Q11H11 þ Q22H22 þ � � �
þ QMMHMM

ð19Þ

is the trace of ~Q
� �

from Equation (12). TQ is the trace of ½Q�
and �min is defined by Equation (15).

The targeting efficiency is optimal and equal to �max when
_V
� �

, that optimises �T , is an eigenvector _VT

� �
corresponding

to �max. Under this hypothesis, P! ¼ �maxP� where, from

Equations (5) and (6),

P� ¼ P0

XM

m, n¼1

Hmnffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
HmmHnn

p _V�T, m
_VT, n ð20Þ

Here _VT, m denotes the mth component of _VT

� �
. To remove

an arbitrary amplitude factor, _VT

� �
is normalised to have

P� ¼ P0 from Equation (20). It is worth observing that any

set of feed voltages (strengths and phases) different from the

eigenvectors causes a decrease of �T .

When only one generator, say ‘, is fired, then from

Equations (6) and (17) �T ¼ Q‘‘=�H‘‘ ¼ Q‘‘. Therefore, the

on-diagonal terms of the interference matrix give the targeting

efficiency of each antenna when it radiates in the presence of

the others which have been kept off.

Heating efficiency

A familiar figure of merit of hyperthermia systems is heating

efficiency, �H . A possible definition, that is consistent with

the above equations, is the fraction of available power from

the generators that is absorbed in the target, i.e. Equation (21):

�H ¼ P!=PG ð21Þ

From Equations (13) and (16), �H ¼ �F�T . However, a

discussion of �H directly based on Equation (21) has some

interest and is given hereafter. The use of ½a� as independent

parameter is advantageous. From Equations (2) and (11) we

get Equation (22):

�H ¼ a½ �T� ~Q
� �

a½ �= a½ �T� a½ �
� �

ð22Þ

The extremum problem is formulated as above for the

other efficiencies giving Equation (23):

�H � 	max 5 T~Q ð23Þ

Figure 2. Eigenvalues �1 and �2 for a two-element array in front of a layered phantom (also shown in the inset) versus dipole spacing s. Depending on
input setting [a], feed efficiency �F takes values in the dashed area between the �1, �2 curves.
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where 	max is the largest eigenvalue of ~Q
� �

and T~Q is given by

Equation (19). If the only mth channel is fired, then

�H ¼ ~Qmm ¼ HmmQmm from Equation (12). Therefore, T~Q is

sum of the individual heating efficiencies when the sum is

made all over the channels.

The best heating efficiency is obtained when a½ � ¼ aH½ �,
i.e. an eigenvector of ~Q

� �
corresponding to 	max. Under best

heating conditions �H ¼ 	max, while the available power from

the generators is PG ¼ aH½ �T� aH½ � from Equation (2), and the

power to the target is P! ¼ 	max aH½ �T� aH½ � from Equation

(21). To remove an arbitrary factor from aH½ � the condition

PG ¼ P0 is applied to the last equation. Therefore, under

best heating condition the power delivered to the target

is 	maxP0.

Efficiency upper bounds

How close �H is to the upper bound T~Q depends on 	max,

which, in turn, depends on the off-diagonal elements of ~Q
� �

.

For example, if ~Qmn ¼ 0 for any m,n with m 6¼ n, then 	max is

equal to the largest on-diagonal element of ~Q
� �

. If, instead,
~Qmn 6¼ 0 and, moreover,

~Qmn
~Qnm ! ~Qmm

~Qnn ð24Þ

for any m,n then 	max is close to the trace of ~Q
� �

, i.e. the upper

bound, as shown in Appendix 4. In the above limit,


mn ¼ ~Qmn
~Qnm=ð~Qmm

~QnnÞ is almost unitary for any m,n and

the sum of 
mn over the off-diagonal entries is equal to the

number MðM � 1Þ of these entries. In the numerical analysis

a filling index "5 1

" ¼ 1

MðM � 1Þ
XM

m, n ¼ 1

m 6¼ n

~Qmn
~Qnm

~Qmm
~Qnn

ð25Þ

will be evaluated to estimate how close to Equation (24) an

array is performing. In other words, since any power to the

target due to source interference is taken into account by the

off-diagonal entries of ~Q
� �

, a weighted average over these

terms may be a suitable measure of the array effect. Similar

considerations apply to ½Q�.
The above considerations apply to a hyperthermia appli-

cator where the electromagnetic field from the sources is

entirely transmitted to the body under treatment and internal

resistance of the sources, avoiding radiation to the environ-

ment. When stray radiation is non-negligible, a term Penv is

included in the power balance to account for it. Moreover,

some power Pabs is directly absorbed by the device, due to

imperfectly conducting metals and imperfectly insulating

dielectrics. Therefore, less power P0� ¼ P� � Penv � Pabs

is transferred to the body under treatment [40]. It is

worth noticing that Equation (21) for heating efficiency is

independent of these loss terms which have, however, a

separate important meaning. In fact, the safety of the

patient and attendants from stray fields must be assured. In

addition, the net power absorbed by the patient is evaluated

for possible systemic stress. Finally, power dissipation in feed

lines and device may cause undesired heating of the

equipment.

Array factor

The overall benefit of a phased array may be estimated

by an array factor that is the ratio of heating efficiencies as

GH ¼ �H=�
y
H ð26Þ

where �H and �
y
H are evaluated by Equation (22)

for amplitudes aH½ � and a
y
H

h i
, respectively, the latter still to

specify. The best performing radiator (BPR) is characterised

by the largest ~Qmm, for 1 � m � M. After renumbering,

the BPR is marked 1. Then ay
h i

¼ 1, 0, . . . , 0½ �T and

�
y
H ¼ ~Q11. Taking Equation (23) into account, upper bounds

to GH are

GH �
	max

~Q11

5
T~Q

~Q11

� M ð27Þ

To obtain Equation (27) the inequality T~Q � M ~Q11 was

used. The equality holds when all heating efficiencies ~Qmm

are equal, as may be the case in an annular phased array with

the target in the middle. Such a phased array will have GH

close to M. In the numerical analysis a relative array factor

gH ¼ GH=M 5 1 will be evaluated to appreciate how much a

phased array behaves closely to an ideal one.

When the channels have equal heating efficiency ~q, i.e.
~Qmm ¼ ~q for any m, then �

y
H ¼ ~q and �H ¼ ~qGH from

Equation (26). Therefore, the array efficiency is the product

of the array factor and the individual efficiency. This result is

similar to power pattern multiplication, which holds in phased

array modelling under simplifying assumptions, when they

are used to create radiation lobes in the far field [41]. Another

similarity will be carried out in the numerical analysis.

However, phase effects are dominated by field damping

within interposed tissues in hyperthermia arrays.

Furthermore, hyperthermia array modelling needs full wave

solutions of the electromagnetic field equations in a region

including antennas, bolus and patient body, which account for

reflections, radiation and coupling.

Numerical analysis and results

A numerical analysis was performed to investigate how the

above-defined efficiencies work in a possible array.

The cylindrical dipole was elected as an elementary

antenna because its poor directive properties [41]

put phased array advantages into greater evidence.

We adopted a plane layered skin–fat structure backed by

a half-space of muscle as numerical phantom (Figure 3).

ws and wf are thicknesses of the skin and fat layers,

respectively.

The dipoles lie on a plane parallel to the tissue layering at a

distance wb from the skin surface (water-bolus thickness). On

the other side of the dipoles, a second water layer is thick wc

and is backed by a half-space of air. The air–water interface

will partially confine dipole back radiation [42]. Circulating

distilled water within these two layers is predicted for cooling

both tissues and dipoles. More sophisticated phantoms are

currently adopted for general studies and treatment planning.

However, they require a relatively long computation time,

whereas fast computations are preferable when the array
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response is investigated for small increments of the geomet-

rical parameters. The tissue parameters (dielectric constant �r

and effective conductivity �e) have been taken from

IFAC-CNR [26] (Table I).

The coordinate system for this phantom has the z-axis

perpendicular to the layering with the origin O at the skin–

bolus interface. Centre-fed dipoles are directed along the

y-axis, and their diameter (1.4 mm) and length (l¼ 62 mm)

allow good matching to 50� cables for the array arrangements

here analysed. Matching devices find application in practical

systems, but they have less importance in this paper.

The basic 11-element array is shown in Figure 4. The

dipoles have centres on equidistant parallel rows whose

separation is the row distance, d. A partially interdigitated

array is obtained for d5l. The spacing s between the next

dipoles in the same row is constant for a given array. The

dipoles in adjacent rows are shifted by s/2. The array effective

area is here defined as the area A of the rectangle which

strictly includes the dipoles preserving a margin s/2 and d/2

along �x and �y, respectively. The target is modelled as a

cube of volume � ¼ 40 cm3 immersed in the muscle half

space. For the sake of simplicity, its electrical parameters do

not differ from those of the host tissue. The cube has sides of

34.2 mm, that are parallel to the coordinate axes. Its centre O�

is distant � from the origin, i.e. OO� ¼ �. Spacing s, row

distance d and target depth � are free parameters in the

numerical simulation.

The proposed phantom allows the electromagnetic field

problem to be solved by means of the Green function for

planar multilayer media, allowing beneficial speed-up in

computer time. Computations have been performed by means

of a commercial solver, FEKO� (EM Software & Systems,

Stellenbosch, South Africa). MATLAB� (Natick, MA, USA)

has been used for algebraic operations on the field data

provided by the solver.

According to Equation (15) �min and �max are lower and

upper bound, respectively, of an interval of possible values for

�F . However, the lower bound may have more interest in

applications than the upper one. Indeed, the power fraction

from sources that is delivered to a body under treatment will

never be less than �min, whatever complex factor _V
� �

may

result from treatment planning and optimisation. From this

point of view, �min should be as large as possible.

Equivalently, the norm kSk2 should be as small as possible.

The 11-element array’s �min is diagrammed in Figure 5.

Starting from very close dipoles and increasing their distance,

�min increases to acceptable values, e.g. the power delivered

to the body is 40.65 PG in the range 35 mm5s555 mm,

d450 mm, where PG, given by Equation (2) is the total

available power from the generators. �max has similar

behaviour, but it remains 40.97 for any s, d in these ranges.

Eigenvalues have been investigated up to s and d values which

correspond to acceptable sizes for the entire array.

In Figure 6 �max and 	max are reported, which are upper

bounds to �T and �H , respectively. The diagrams refer to the

cube target at � ¼ 60 mm from the skin surface. Due to strong

RF field damping with depth in tissue, �max and 	max take low

values and, consequently, both efficiencies are quite low. The

contour level plots exhibit a positive slope for small values of

s, d and reach a flat top showing that row distance is less

critical than dipole spacing.

A decrease of �T and �H for large s, d is due to a decrease

in peripheral dipole heating efficiency when their distance to

the target is increased. However, a suitable choice of the

geometrical parameters in the above s, d ranges may double

(triple) the �T (�H) upper bound. Both �max and 	max attain a

flat top in a neighbourhood of s0¼ 50 mm, d0¼ 52 mm, which

for brevity we will refer to as the optimal array sizes. Note

that s0¼ 0.65�w and d0¼ 0.67�w, where �w is the wavelength

at 434 MHz in water. Similar quotients are common in

classical array theory. If the efficiencies are calculated in s0,

d0 for _V
� �
¼ _VT

� �
, their values are �F ¼ 0:763, �T ¼ 0:0173,

and �H ¼ 0:0132. If they are calculated for _V
� �
¼ _VH

� �
,

instead, �F ¼ 0:783, �T ¼ 0:0171, and �H ¼ 0:0133. From a

practical point of view, delivering P0 ¼ 1 W to the target

requires no less than ��1
H P0 ¼ 75:2 W from the generators.

�T and �H have been calculated for continuous variation of

target depth and s ¼ s0, d ¼ d0. The diagrams are almost

linear on a logarithmic axis with slope �0.20 dB/mm.

Figure 3. Planar multilayer phantom: ws¼ 4 mm, wf¼ 10 mm,
wb¼ 20 mm, wc¼ 50 mm. A cube target with side 34.2 mm is also
shown.

Figure 4. 11-element planar array. Row spacing d and dipole spacing s
are free parameters in the numerical analysis.

Table I. Physical parameters.

�r �e (Sm�1)

Muscle 57 0.80
Fat 5.6 0.04
Skin 46 0.70
Distilled water 80 0.04
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The power requirement doubles when the target depth

increases by about 15 mm. For comparison, the slope of a

434 MHz plane wave propagating in muscle is �0.16 dB/mm.

In Figure 7 the relative array factor gH is plotted versus s

and d, for � ¼ 60 mm. We reformulate gH as product of two

factors

gH ¼
T~Q

~Q11M

	max

T~Q

ð28Þ

The first factor is 1 if the heating efficiencies ~Qmm are

equal for all radiators, while 	max=T~Q! 1 if the condition in

Equation (24) applies. For s ¼ s0, d ¼ d0 the relative array

factor is gH ffi 0:28, while the two factors are 0.33 and 0.84,

respectively. Therefore, the relatively low value of gH is due

more to the poor heating efficiency of the peripheral dipoles

8, 9, 10, and 11 than to weak coupling among them and the

best performing dipole.

From Equation (25), the filling index " is 0.74. " decreases

slowly when s and d increase, varying less than �10% in the

explored region. Indeed, the decrease of ~Qmn
~Qnm with the

distance between dipoles is smoothed out by the decrease of

the terms ~Qmm and ~Qnn in the ratio.

When the target depth is varied, the moduli _VTm

		 		, that

optimise �T , exhibit small dependence on �, e.g. the change in
_VT1

		 		 is512% for 355�580 mm. For optimal array sizes, the

optimal complex factors are _VT1 ¼ 0:571ff0�, _VT2 ¼
_VT3 ¼ 0:368ff29:4�, _VT4 ¼ _VT5 ¼ _VT6 ¼ _VT7 ¼ 0:302ff41:4�,
_VT8 ¼ _VT9 ¼ _VT10 ¼ _VT11 ¼ 0:173ff114:0�. In case of �H

optimisation, similar results are obtained, which are not

given here for brevity. The largest difference _VTm

		 		� _VHm

		 		
for m ¼ 1, . . . , M, is 0.018 when both eigenvectors are

normalised according to P� ¼ 1 W.

Let Pd ~rð Þ ¼ 1=2�e
~Eð~rÞ
		 		2 be power loss density at point~r,

where ~E is obtained by Equation (8) for _V
� �
¼ _VT

� �
, after �T

(or �H) optimisation. We denote Pd, max the maximum of

Pd ~rð Þ when~r spans the bolus–skin interface. In our example

Pd, max¼ 6.7 mW cm�3 for P�¼ 1 W to the body. The follow-

ing considerations are intended to provide insight into an

acceptable value for Pd, max.

When the problem of skin protection from hot spots is

considered, radiation of the whole P� by a single dipole is the

worst case. For the sake of simplicity we model the dipole’s

field entering the body as a patch of plane wave having the

area sd. The power density carried by the wave is

P ¼ P�=ðsdÞ. A familiar equation gives Pd0 ¼ 2
P for

Figure 5. Smallest eigenvalue, �min, of
matrix [H] versus s and d.

Figure 6. (A) �max, and (B) 	max versus s and d.
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power dissipation by a plane wave, where the damping

coefficient 
 is the reciprocal of the penetration depth in the

skin [26]. Pd0 is taken as a reference value for Pd, max, so that a

new parameter �T is introduced as

�T ¼
Pd, max

Pd0

¼ sdPd, max

2
P�
ð29Þ

For skin protection from hot spots �T should be small.

According to this parameter the array with the lowest

sdPd, max will be preferred. In Figure 8, �T is plotted vs.s

and d, for two target depths.

The �T diagrams show minor dependence on row spacing,

and an almost flat top for dipole spacing in the range between

30 and 50 mm. The maximum power loss on the skin surface

decreases approximately inversely with d and for s in the

above range. For s ¼ s0, d ¼ d0 we get �T ¼ 0:47 for

�¼ 60 mm and �T ¼ 0:53 for �¼ 40 mm. The model for �T

does not take into account the real electromagnetic field

distribution in the body, which, however, is generally

unavailable when the array is developed.

A further figure of merit is the ratio of the largest

amplitude to the smallest one in the open circuit voltages,

following an �H optimisation. Taking Equation (7) into

account,

�H ¼
max

m¼1, ..., M
aH, mj j

min
m¼1, ..., M

aH, mj j ð30Þ

Measuring an imbalance in the feed system, the parameter

�H � 1 is often evaluated for array characterisation in other

branches of engineering. A lower value of �H is preferable

since it corresponds to a better use of the available power of

the sources. This is easily verified in the case of M ¼ 2

radiators. Let Pav, max be the maximum power that is available

from each source, while P!, max is the power that the array can

deliver to the target ! under optimal heating efficiency

operation. From Equations (21) and (30),

P!, max ¼ �HPav, max 1þ 1= �Hj j2
� �

� M�HPav, max ð31Þ

where the equality holds when �H ¼ 1.

For s ¼ s0, d ¼ d0, the components of Voc½ � ¼
ffiffiffiffiffiffiffiffi
8R0

p
aH½ �

following heating efficiency optimisation and eigenvector nor-

malisation, are Voc1 ¼ 11:44ff0�, Voc2 ¼ Voc3 ¼ 6:92ff38:4�,
Voc4 ¼ Voc5 ¼ Voc6 ¼ Voc7 ¼ 5:76ff37:8�, Voc8 ¼ Voc9 ¼

Figure 7. Relative array factor gH as a
function of s and d.

Figure 8. �T versus s and d, (A) for �¼ 60 mm, (B) for �¼ 40 mm. 
¼ 0.0186 mm-1.
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Voc10 ¼ Voc11 ¼ 3:20ff128:4� (voltages in V). �H ¼ 3.58 is

obtained. The corresponding available powers are obtained

as Pav, 1 ¼ 0:326, Pav, 2 ¼ Pav, 3 ¼ 0:119, Pav, 4 ¼ Pav, 5 ¼
Pav, 6 ¼ Pav, 7 ¼ 0:083, and Pav, 8 ¼ Pav, 9 ¼ Pav, 10 ¼
Pav, 11 ¼ 0:026, for 1 W of total available power PG from

the generators. Taking Equation (21) into account, the

available powers for 1 W to the target are directly obtained

by multiplying these Pav, m by ��1
H ¼ 75:2, e.g. the gen-

erator feeding the BPR will provide 24.5 W. It is

worth observing that the above analysis provides a top

value P!, max, i.e. a simple equation between ratios gives

P!, max ¼ Pav, max=24:5.

Together the peripheral radiators deliver about 10% of the

total power and could represent clinically irrelevant settings

[25]. Therefore, a 7-element array was investigated after

removing the peripheral dipoles. The steps of the previous

analysis were repeated and the numerical results for �¼ 60

mm target depth are reported hereafter for comparison. The

array parameters, which optimise �T , are found as s¼ 58 mm,

d¼ 48 mm, for a less effective area A (�14.3%). Following an

�T (�H) optimisation, the efficiencies are obtained as

�F ¼ 0:802 (0.818), �T ¼ 0:0141 (0.0140), and �H ¼ 0:0113

(0.0114). An 18.5% reduction in �T as well as a 14.4%

reduction in �H can be appreciated. The relative array factor,

factorised as in Equation (28), is gH ¼ 0:57 � 0:90 ¼ 0:51

with improvement in comparison with the 11-element array.

Accordingly, the filling index of the interference matrix is

evaluated as " ¼ 0:87, versus 0.74 of the 11-element array.

The parameter �T takes a lightly lower value (0.44) showing a

more uniform power loss distribution on the bolus/skin

interface. The open-circuit voltage amplitudes (in V) of the

generator set, normalised to have PG ¼ P0, are obtained as

Voc1 ¼ 10:6ff0�, Voc2 ¼ Voc3 ¼ 7:19ff52:1�, Voc4 ¼ Voc5 ¼
Voc6 ¼ Voc7 ¼ 6:81ff27:6�. �H ¼ 1.56 is obtained. The

corresponding available powers are Pav, 1¼ 0.279,

Pav, 2 ¼ Pav, 3 ¼ 0:129, and Pav, 4 ¼ Pav, 5 ¼ Pav, 6 ¼ Pav, 7 ¼
0:116 (in W). They are scaled to 24.4, 11.3, and 10.2 W in that

order, for 1 W to the target. The best performing dipole’s

available power is practically the same for both arrays. In

conclusion, the 7-element array needs more power than the

11-element one for the same power delivered to the target, but

the power demand is better balanced in the radiators.

The proposed means and methods were further checked by

a numerical analysis performed for a heterogeneous and

complex anatomical structure. Anthropomorphic data from

the Visible Human Project (male) (VHP) were used [43]. To

reduce the computational costs, the data set for the upper

trunk was re-sampled as a 4� 4� 4 mm3 grid. Cartesian axes

were introduced so that the coordinate planes were the body

planes of the VHP images. Each body and tissue boundary

was approximated by staircasing, each cell having sides

parallel to the axes. The technique used for re-sampling is

referred to as the winner-takes-all technique: a low resolution

cell is assigned the dielectric properties of the tissue type that

fills the largest fraction of its volume [44]. A cylindrical

tumour of about 40 cm3 was positioned within the left lung

close to the visceral pleura. The tumour’s centre distance from

the skin is 6 cm. The tumour’s diameter and length are 20 mm

and 32 mm, respectively. Sagittal and transverse images

through the tumour’s centre are shown in Figure 9. The

healthy tissue parameters have been taken from IFAC-CNR

[26]. Separate computations were performed for a deflated

and inflated lung.

The values for the tumour were taken from Joines et al.

[45] as 55.5 for relative permittivity and 0.94 S/m for

conductivity. The 7-element array with s and d already

optimised for the layered phantom was positioned at an

average distance of 2 cm from the trunk. To keep the dipoles

at a uniform distance from the chest avoiding staircasing of

the dipoles, they were drawn horizontally (i.e. parallel to the

transversal planes) on an oblique plane. A privileged position

was reserved for dipole 1 in front of the tumour.

A 20� 15� 7 cm3 box of distilled water (bolus) was also

positioned in front of the body, as shown in Figure 9, with the

dipoles inside. Water and skin are in contact. The overall

computation domain is a box of 198� 130 cells in the

transversal plane and 210 cells in the axial (vertical) direction.

The portion of the box that is not filled with body, dipoles or

bolus is air. BEST, a proprietary FDTD code [46], was used

for electromagnetic field calculation, and then matrix and

eigenvalue computations were performed by the same codes

already used for the layered phantom. BEST uses an iterative

algorithm which stops when a well-defined overall error is

less than 0.01. The computer time for one set of the array’s

Figure 9. (A) Sagittal and (B) transverse images from the Visible Human Project (male). A cylindrical tumour and a water bolus containing the dipoles
are included.
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parameters and one source was 5 h for the anthropomorphic

phantom. For comparison, the corresponding time for the

layered phantom was 15 s with the FEKO solver. It is worth

observing that the two codes follow two different schemes:

BEST is an FDTD solver, while FEKO is based on a method

of moment algorithm [47].

Initially, the results for the deflated lung were compared

with those for the inflated one. Relevant changes in matrices

S½ �, H½ � and Q½ � were not appreciated. Indeed, the largest

deviation in the scattering matrix entries was 0.006 (for

comparison, S11j j ¼ 0:227 for the inflated lung). The largest

deviations in Hmnj j and Qmnj j were less than 0.004 and 0.0008,

respectively, where, for comparison, H11¼ 0.782 and

Q11¼ 0.0086 for the inflated lung. Having more lung in its

field of view in comparison with the other dipoles, dipole 3

was mainly responsible for these small changes passing from

deflated to inflated.

Passing from the layered phantom to the anthropomorphic

ones modifies the system matrices to an appreciable amount.

Smaller changes in H½ � are observed (511%). Indeed, the

dipoles are immersed in distilled water in all models, while

matching and direct coupling (which determine H½ �) strongly

depend on the dielectric properties of the medium in close

proximity of dipoles. Instead, the larger changes in Q½ � (up to

55%) are due to the different dielectric characteristics of the

tissues where propagation takes place. In addition, the role of

the best performing radiator is partially shared by dipole

1 with dipole 2. Nonetheless, the largest eigenvalue of Q½ �
does not differ significantly being 0.013 and 0.016 for the

layered and anthropomorphic phantoms, respectively. The

best targeting efficiency is 0.016 for the anthropomorphic

phantom and 0.014 for the layered one. The best heating

efficiency is 0.013 and 0.011 in the two cases, respectively.

A plot of power dissipation is shown in Figure 10 for the

inflated lung phantom. Due to large values of power loss in

the skin we get �T ¼ 0:91. The same parameters, s and d, that

solved the optimisation problem for the layered structure have

been used. Their optimisation for the anthropomorphic

phantom is beyond the scope of this paper. The performed

analysis, however, shows that the given definitions of

efficiencies and bounds may be exploited for realistic

structures.

The above numerical analysis has been restricted to planar

arrays, for which the requirement of low direct coupling for

high �F partially conflicts with that of strong coupling of

radiated fields in the target for high �T . These requirements

instead may not conflict in an annular phased array with the

target in the middle of the ring, since the physical separation

between adjacent antennas can be large enough for low direct

coupling and potentially high feed efficiency, while opposite

antennas may contribute comparable fields to the target,

enabling constructive interference. However, when the target

is not located in the middle, as may be the case for the tumour

we deal with in the example, the possibility of aggression by

means of a planar array from the closest external surface has

been explored.

Conclusion

We summarise the conditions for optimal power delivery to a

target by a phased array of M radiators: (i) ~Q11M should be as

large as possible, where ~Q11 is best performing radiator

efficiency; (ii) the targeting efficiency of all radiators should

be comparable with that of the best performing one; (iii) the

entries of the scattering matrix S½ � should be as small as

possible; and (iv) the largest eigenvalue of the interference

matrix should be close to the bound, that is obtained if the off-

diagonal terms are geometrical mean of the corresponding on-

diagonal terms for large filling index ". Some conditions may

conflict in array design. Efficiencies and other figures of

merit can be combined to formulate an objective function

when global optimisation techniques are exploited. Global

optimisation, not considered in this paper, will be investigated

subsequently.
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Appendix 1. P: reformulation in terms of the
complex factor

Taking Equations (1), (3) and (4) into account

P� ¼ P0
_V
� �T� �H½ � _V

� �
¼ P0

XM
m, n¼1

�Hmn
_V�m _Vn ð32Þ

where P0 ¼ 1 W is the reference power, ½ _V � is the complex factor vector,
and

�Hmn ¼ ð8R0P0Þ�1
Hmnumun ð33Þ

for any m, n. Nominal voltage um is chosen such that the power delivered
to � through antenna m is P0 when Voc, m ¼ um and the remaining
generators are switched off, i.e. _Vn ¼ �mn, n ¼ 1, . . . , M. From
Equations (32) and (33) we obtain Equation (6) and

um ¼ 8R0P0=Hmmð Þ1=2 ð34Þ

For compact matrix notation a real diagonal matrix
D½ � ¼ diagðH�1=2

11 , H
�1=2
22 , . . . , H

�1=2
MM Þ is introduced so that

�H ¼ D½ � H½ � D½ � ð35Þ

From Equations (4), (34), and (35) we get Voc½ � ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
8R0P0

p
D½ � _V
� �

and, by comparison with Equation (1), we obtain Equation (7) in the
main body.

Appendix 2. H½ � connection to the S½ � matrix

The extremal properties of the Rayleigh quotient in Equation (14) can be
obtained through the eigenvalues of the Hermitian matrix S½ �T� S½ �, which
has real non-negative eigenvalues k [48, p. 56]. If �max and �min � 0 are
the largest and smallest eigenvalues of S½ �T� S½ �, respectively, then
�min ¼ 1� �max and �max ¼ 1� �min. Note that �max � 1. Interestingly,
�max ¼ kSk2ð Þ2, where kSk2 is the spectral norm of S½ � [48, p. 57].

Appendix 3. Maxima and minima

As far as the extremisation of the ratio of Hermitian positive definite
quadratic forms in CM is concerned, we pose


 ¼
_V
� �T�

Q½ � _V
� �

_V
� �T� �H½ � _V

� � ð36Þ

for the real positive function 
. The on-going formulation can be
extended to the case where the matrix in the denominator is changed to
I½ �, to include the problems in Equations (14) and (22), with ½a� in place

of _V
� �

. A vector _V
� �

which extremises 
, is an eigenvector [49]
belonging to the eigenvalue � of the following generalised Hermitian
eigenvalue problem (GHEP)

Q½ � _V
� �
¼ � �H½ � _V

� �
ð37Þ

Standard mathematical codes provide numerical solutions to the
GHEP. The following considerations are performed to assess upper
bounds to the efficiencies.

Since D½ ��1
D½ � ¼ I½ �, the numerator in Equation (36) is changed to

_V
� �T�

D½ � D½ ��1
Q½ � D½ ��1

D½ � _V
� �

. Taking Equation (35) into account, we
reformulate 
 as


 ¼
€V
� �T� ~Q

� �
€V
� �

€V
� �T�

H½ � €V
� � ð38Þ

where €V
� �
¼ D½ � _V

� �
. Let �max (�min) be the largest (smallest) eigenvalue

of ~Q
� �

H½ ��1
. It is possible to show [39, p. 273] that

�min � 
 � �max ð39Þ

The last equation is true if ~Q
� �

is Hermitian and H½ � is positive
definite, as they are. We are interested in an upper bound to �max. Using
a result in Zhang [39, p. 274] the following inequality can be shown true:

�max � 	max ’max ¼ 	max=�min ð40Þ

where 	max and ’max are the largest eigenvalues of ~Q
� �

and H½ ��1
,

respectively, while �min ¼ 1=’max is the smallest eigenvalue of H½ �.
Since the trace of a matrix is the sum of its eigenvalues while all the
eigenvalues of a HP-D matrix are strictly positive, we get 	max 5T~Q and
�max 5T~Q=�min. Since all Hmm are51, we get T~Q 5TQ from Equation
(19). Finally �T 5TQ=�min.

Appendix 4. Getting closer to the theoretical upper
bound

It is worth exploring under which circumstances 	max is close
to the bound T~Q. Consider a vector [c], whose elements
are cm ¼

ffiffiffiffiffiffiffiffiffi
~Qmm

p
, m ¼ 1, . . . , M, and the matrix C½ � ¼ c½ � c½ �T ,

so that Cmn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~Qmm

~Qnn

p
. The on-diagonal elements of C½ �

coincide with those of ~Q
� �

: C½ � is positive semi-definite with M� 1
zero eigenvalues [48, p. 54]. The non-zero eigenvalue is the trace of ~Q

� �
.

Therefore, C½ � is a suitable ~Q
� �

matrix, i.e. the desired condition for 	max

close to T~Q is given by Equation (24). However, the bound cannot be
attained because ½~Q� is positive-definite.
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