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Abstract: High-frequency surface wave radar has now been widely used as a regular instrument in remote sensing of sea states.
To solve the contradiction of the array pattern beamwidth and array aperture, multiple cross-loop/monopole (CM) antennas are
used as sub-arrays to form a uniform linear array, which is called the CM-uniform linear array (ULA). Adaptive beamforming via
virtual interferences is used to synthesize the desired pattern and a half beamwidth of about 20° is achieved by a two-unit CM-
ULA with a spacing of 0.75λ (λ is the radar wavelength). A novel iterative method is proposed to calibrate the array errors,
including the individual antenna pattern distortions and the channel gain/phase errors, without resorting to any known signals
such as a beacon or transponder signal. Simulations are executed and the results show the validity of the proposed method.

1 Introduction

High-frequency surface wave radar (HFSWR) has now been
widely used, and playing important roles, in remote sensing
of sea states, such as sea surface currents, winds and waves
[1–4]. These data products are quite helpful in many fields,
including oceanographic and meteorological researches,
early-warning of tsunami, monitoring of oil spills and falling
objects from ships and so on. There exist two types of
antenna array, that is, phase controlled array (e.g. a uniform
linear array (ULA)) and amplitude controlled array (e.g. a
cross-loop/monopole array (CMA) [5]). For practicability
reasons, small-aperture arrays are preferred and now used in
a large portion of the HFSWR operated worldwide to
accomplish direction finding (DF) instead of beamforming
(BF) to resolve the directions of arrival (DOA) of the sea
echoes. The SeaSonde [5, 6] and Wellen radar [7, 8] are two
of the most successful commercialised products for sea state
monitoring, and they use two distinct antenna array types.
The SeaSonde is well known for its special compact
3-element antenna which consists of two cross-loops and
one monopole with a common phase centre, whereas the
WERA uses a 16- or 12-element ULA for extraction of sea
currents, winds and waves and a 4-element square array for
sea current extraction only. In the CMA, the orthogonal
antenna patterns play the roles of the electronic phases
introduced by different element displacements in the ULA to
realise the angular resolution, which is often a vital factor for
the final data quality. Lots of ‘in situ’ comparison
experiments have been done to validate the radars’ sea state
extraction performances. However, there are still
contradictions between the radar’s angular resolving
capability and the array aperture in actual applications.

To monitor the sea waves over a wide angular area, the
CMA and the 4-element square array might be incompetent
and the array capable of forming narrow beams (like the
16-element ULA) is preferred. Therefore we always hope to
achieve the narrowest beamwidth by a given array aperture
since the field for the antenna array is often invaluable.
Herein, we combine the CMA and ULA together, using each
CMA as one sub-array to form a small-aperture ULA, and
call it CM-based ULA (CM-ULA). The advantages of the
combination for directional pattern synthesis are obvious: (i)
a narrower mainlobe beamwidth is obtained than that
achieved by the same aperture filled with monopole
elements; (ii) the spacing of the CMA sub-array can be set
greater than a half wavelength without generating strong
grating lobes; and (iii) the front/back ambiguity of the ULA
can be greatly decreased because of the increased
front-to-back ratio. To further decrease the mainlobe
beamwidth and lower the sidelobes, the adaptive BF
(ABF)-based algorithm [9] is used for the array pattern
synthesis. The weight vector is firstly assigned to be the
steering vector of the array, corresponding to a
spatial-domain matched filter, and then it is iteratively
refreshed to drive the pattern to approach to the desired one
by adjusting the virtual interferences, which are uniformly
spaced throughout the look angles. This method is found to
be very convenient to realise for our application.
Besides the array configuration and pattern synthesis

algorithm, the calibration of the gain and phase errors of the
antennas is also an important problem. Errors in mutual
coupling, antenna positions and channel gain/phase
variations are known to degrade array performance. For
HFSWR radar with a CM-ULA, the cross magnetic loops
are encapsulated in a small box (typically 20 cm × 20 cm)
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and the monopole is normally shorter than one-tenth of the
wavelength, so the mutual coupling is negligible. The
antenna position errors can also be neglected as the positions
can be easily and accurately measured in such a
small-aperture array considered here. Lots of research work
has been put forward in calibration of array errors, including
use of known and unknown sources [10–15]. The use of
known signals incident from the far field (e.g. a beacon or
transponder signal) provides a simple and direct way to
estimate the errors, but such signals are not always available
and the active circuit components in the loop antennas and
radar receiver may be susceptible to the variations of the
environment and temperatures. So, the use of unknown
sources may be a better choice to track the variations of the
array errors. The existing self-calibration methods generally
deal with arrays consisting of antennas with the same
patterns, which are unsuitable for the solution of our
problem. It is noteworthy that the phase errors of a linear
array cannot be absolutely calibrated, but when cross-loops
are involved the ambiguity can be eliminated because of the
extra direction-dependent amplitude information.
One more important problem in the CM-ULA is that

the distortions of individual antenna patterns also degrade
the array performance. The antenna pattern satisfies the
mathematic model only when the antenna is placed high
enough with an ideal ground plane. However, trees,
buildings, metal posts or power lines near the antenna and
other non-idealness can result in large distortions in the
antenna pattern. The pattern distortion is not a problem for
the phased array, but may be vital in the amplitude-relied
array discussed here. It has been pointed out that the pattern
distortions of a CMA can result in large DF errors up to 15°
and that using measured antenna patterns can effectively
improve the quality of HF radar surface current maps [16–
18]. For the same reasons mentioned above, we hope to find
an automatic method to calibrate the antenna pattern
distortions and the gain/phase errors using the unknown
sources. Fortunately, the everlasting enormous backscattered
signals from the sea surface make the iterative
self-calibration feasible [19], which is attributed to: (i) use of
patterns closer to the actual ones generally improves the
DOA estimation, guaranteeing the convergence of the
iteration; (ii) the randomness of the sea echoes in both
spatial and temporal domains makes the pattern at each look
angle have a chance to be involved and adjusted, making the
method robust; and (iii) the nature of sea currents decides
that most sea echo signals associated with a given Doppler
frequency and a given range cell have only one DOA and
we can screen them out by checking the eigenvalues of their
auto-correlation matrixes, leading to accurate parameter
estimations. This is a major point to be discussed in this paper.
The rest of the paper is organised as follows. Section 2

describes the pattern synthesis method based on adaptive
interference suppression. Section 3 describes the iterative
algorithm to estimate both the individual antenna patterns
and the channel phase errors. Section 4 demonstrates the
simulation results to show the validness of the proposed
method and Section 5 gives the conclusion.

2 Pattern synthesis of a CM-ULA

The array pattern is synthesised with weights at each receive
channel by

p(u) = WH(ud)a(u)
∣∣ ∣∣ (1)

whereW(θd) is the weight vector corresponding to the desired
direction θd, a(θ) is the steering vector at the direction θ and
the superscript H denotes complex transpose.
In the application of HFSWR in sea state monitoring, the

echo signal at each antenna is the superposition of the
echoes from all the angles across the illuminated sea
surface, which have similar power except for the
modulation by the directional sea wave spectra and the
Doppler broadening according to the sea current profile.
Therefore both the mainlobe beamwidth and the sidelobe
level should be considered in the pattern synthesis. The BF
with a conventional window, such as the Hamming,
Hanning and Dolph–Chebyshev windows etc., cannot offer
a satisfying mainlobe beamwidth for the application
concerned here. Fortunately, the ABF method provides a
convenient approach to solve this problem. The pattern can
be optimised subject to the sidelobe and/or mainlobe
constraints. The famous minimum variance distortionless
response (MVDR), or the Capon method, minimises the
array output power while maintaining unit response at the
desired direction θd [20, 21], leading to the array weight
vector

W (u) = R−1a(u)

aH(u)R−1a(u)
(2)

where R is the auto-correlation matrix of the array snapshots.
The MVDR generates sidelobe nulls in the directions of the
interferences, and the stronger the interference, the deeper
the nulls. So, virtual interferences can be used to adjust the
synthesised pattern [9]. When a large number of virtual
interferences are uniformly spaced throughout the sidelobe
region, the pattern can iteratively approach to the desired
one by adjusting the interference powers.
In this paper, two CMA with the same normal direction are

combined to form a CM-ULA, whose steering vector is
given by

a(u) = ae(u) ◦ aa(u) (3.1)

aa(u) = 1, 1, 1, ejb(u), ejb(u), ejb(u)
[ ]T

(3.2)

where ae(θ) = [ae,1(θ), …, ae,6(θ)]
T is the element pattern

vector, aa(θ) is the array synthesis vector, β(θ) = (2π d/λ)
sin θ is the spatial phase shift associated with θ, λ is the
radar wavelength, d is the spacing, the operator ° denotes
element multiplying and the superscript T denotes transpose.
In an ideal situation, we have

ae(u) = 1, sin u+ p

4

( )
, cos u+ p

4

( )
, 1,

[
sin u+ p

4

( )
, cos u+ p

4

( )]T
(3.3)

Here, we choose a spacing of 0.75λ for discussion. The
synthesised pattern using the above ABF method with a −
20 dB sidelobe level constraint is shown in Fig. 1. The
pointing direction is 0° and the mainlobe region is set from
−20 to 20°. Totally 160 virtual interferences are uniformly
spaced with a 2° spacing throughout the 360° look angles,
except the mainlobe region. The superiority of the pattern
synthesised by the ABF with the 2-unit CM-ULA over that
by the matched CBF (W(θ) = a(θ)) with the same CM-ULA
and that by the CBF with a 3-element ULA with a
half-wavelength spacing is obvious. The sidelobe is greatly
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decreased, and the front-to-back ratio is greatly increased as
compared with the ULA, at a price of slightly increased
mainlobe beamwidth. In the ABF pattern, the half
beamwidth of the mainlobe is about 20° and the first
sidelobe is about −14 dB. The selection of d/λ = 0.75 is a
tradeoff of the mainlobe beamwidth and the sidelobe level.
The beamwidth may still be somewhat large; however, such
an array is quite attractive in the sea state monitoring. More
flexible, non-uniform control of the sidelobe levels can also
be used in the ABF pattern synthesis when there are
sheltered regions. Proper relaxation of the constraints on the
sidelobes can further reduce the mainlobe beamwidth.
There are also more sophisticated pattern synthesis
algorithms which provide efficient controls of both the
mainlobe shaping and the sidelobe levels for arbitrary
arrays, for example, that via optimisation of the weighted L2
norm between desired and achieved patterns [22] and that
via convex optimisation [23]. However, here we would not
focus on the array pattern optimisation, but on the
calibration of array errors, so we just choose the ABF-based
algorithm as described in [9] for simplicity.

3 Calibration of the pattern and phase errors

In actual applications, the gains and phases of the receive
channels (including the antennas and the receiver) are
almost impossible to be made consistent, and they may vary
slowing because of the active circuit components in the
radar receiver and the loop antenna. Moreover, the antenna
patterns almost always have distortions because of the
non-idealness of the electromagnetic environment. Before
the sea state extraction, the array errors including the
antenna pattern distortions and the gain/phase errors should
be calibrated to achieve a better BF performance. We would
not like to resort to any known signals such as a
transponder signal, but tend to estimate the errors from the
sea echo signals. Fortunately, the sea echo signals consist
of a large number of Bragg resonance echo signals from
different directions of the sea surface, which normally have
a signal-to-noise ratio (SNR) of 20–40 dB. These signals
have different Doppler shifts corresponding to the current
profile at the range cell concerned, thus making most of the

signals have only one DOA, which provides high-quality
sources for the calibration.
The radar receive signal model in the case of D sources

with array errors can be denoted as

X (t) = FGA(u)S(t)+ N(t)

= FG[Ae(u) ◦ Aa(u)]S(t)+ N (t)

= F{[GAe(u)] ◦ Aa(u)}S(t)+ N(t) (4)

where X(t) = [x1(t), …, x6(t)]
T is the array snapshot vector,

S(t) = [s1(t), …, sD(t)]
T is the source signal vector, Ae(θ) =

[ae(θ1), …, ae(θD)]
T is the actual array response matrix

corresponding to the source direction θk(k = 1, …, D),
F = diag ejw1 , . . . , ejw6

[ ]
and G = diag[g1, …, g6] are,

respectively, the channel phase and gain matrix and N(t) =
[n1(t), …, n6(t)]

T is the noise vector. The specific noise
distribution does not have a great impact on the final result
because only the spectral points with high enough SNR are
to be involved in the following calculations. Without loss of
generality we set ae,1(θ) = 1, φ1 = 0 and g1 = 1. Now, the
problem is to estimate Φ, G and Ae(θ) from (4). If the array
manifold matrix A(θ) is already known by measurement,
the problem is reduced to be the estimation of Φ and G.
However, the more general case is considered here. In fact,
the estimation of the product of the channel gain and the
individual antenna pattern, say B(θ) =GAe(θ), is enough for
the consequent processing. So in the following, we will
refer to B(θ) as the antenna pattern without distinction.
Utilising the inherent co-phase property of the CMA, we

can first simplify the calibration by modifying the channel
phases inside the sub-array to make them consistent in
phase. The channel phase matrix can be written as the
product of the phase matrixes inside and across the sub-arrays

F = F1F41 (5)

where F1 = diag 1, ejf21 , ejf31 , 1, ejf54 , ejf64
[ ]

with φm1 =
φm − φ1(m = 2, 3) and φm4 = φm− φ4(m = 5, 6) and
F41 = diag 1, 1, 1, ejf41 , ejf41 , ejf41

[ ]
. Φ1 can be easily

estimated by calculating the cross-correlation coefficient of
the Doppler spectral values on the associated channels.

Fig. 1 Synthesised patterns in the modulus sense using the ABF by the 2-unit CM-ULA

a Comparison of the ABF pattern by the 2-unit CM-ULA (solid) with the matched CBF (W(θ) = a(θ)) by the same CM-ULA (dash), and the CBF by a 3-element
ULA with a half-wavelength spacing (dash-dot)
b Comparison of ABF patterns by the 2-unit CM-ULA under different spacing-to-wavelength value, d/λ = 0.75 (solid), 0.5 (dash) and 1 (dash-dot)
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Here by Doppler spectral we mean the complex Fourier
transform of the temporal sequence. Select a set of high
SNR (typically >20 dB) Doppler spectral points at the
nearby range cells, namely Yq = [y1,q, …, y6,q]

T(q = 1, …,
Q), then φmk((m, k)∈ {(2, 1), (3, 1), (5, 4), (6, 4)}) can be
estimated by

f̂mk = arg
1

Q

∑Q
q=1

Ym, qY
∗
k, q

{ }
(6)

φ41 cannot be directly calculated by the phase difference
between the spectra at channels #4 and #1 because the
spacing between the two CMA has introduced an extra
phase term, (2πd/λ) sin θ. This direction-dependent term
should be removed, which requires the estimation of the
DOA θ. It is a key point in the whole calibration process.
Now the modified version of the array receive signal is

X ′(t) = F̂∗
1X (t) = F̂∗

1F[B(u) ◦ Aa(u)]S(t)+ N ′(t) (7)

with N ′(t) = F̂∗
1N(t) and the superscript * denotes complex

conjugate. A novel algorithm is proposed to automatically
estimate the actual antenna pattern B(θ) and the phase φ41
in an iterative way, which is described as follows.
Initialisation: set the antenna patterns to be ideal according

to (3.3), Φ = I, G = I and calculate B(θ).

Step 1: Select a set of high-SNR spectral points as candidate
calibration sources. For each spectral point, form the array
snapshots Yq(t)(q = 1, …, Q) using a moving window,
calculate the auto-correlation matrix in the spatial domain,
RYY = E[Y q(t)Y

H
q (t)] (E[·] denotes mathematic expectation),

and execute an eigenvalue decomposition to obtain the
eigenvalues λm(m = 1, …, 6) in descending order. Further
screen out the single-DOA spectral points, namely
�Y q(t) q = 1, . . . , Q1

( )
, by checking the steepest descent

criterion, that is, (λ1/λ2) > ((λm)/λm + 1)(m = 2, …, 5) and (λ1/
λ2) > 10.
Step 2: For the q’th calibration point, construct
loop-relative-to-monopole snapshots to remove the phase
error between the two CMAs by

X ′′(t) = x′2(t)
x′1(t)

,
x′3(t)
x′1(t)

,
x′5(t)
x′4(t)

,
x′6(t)
x′4(t)

[ ]T
(8)

The corresponding relative steering vector associated with u is

b′′(u) = b̂2(u)

b̂1(u)
,
b̂3(u)

b̂1(u)
,
b̂5(u)

b̂4(u)
,
b̂6(u)

b̂4(u)

[ ]T

(9)

where b̂m(u)(m = 1, . . . , 6) is the estimated antenna pattern

used in the current step and b̂1(u) = 1. As for the single-DOA
source, the signal model becomes

X ′′(t) = b′′(u)s(t)+ N ′′(t) (10)

Use the conventional Multiple signal classification algorithm
[24] to obtain an estimation of the DOA, ûq.
Step 3: Calculate f̂41 via

f̂41 = arg
1

Q1

∑Q1

k=1

�Y 4, q
�Y
∗
1, qe

−jb ûq

( ){ }
(11)

Step 4: For each look angle θ, find all the spectral points
falling on it, and calculate the median value

rm = median
�Ym, q

�Y 1, q

∣∣∣∣∣
∣∣∣∣∣ q = 1, . . . , Q1, u

( ){ }

then adjust the antenna pattern via

b̂(l)m (u) = (1− m)b̂(l−1)
m (u)+ mrmsgn ae,m(u)

[ ]
(12)

for m = 2,…, 6, where l is the iteration index, μ is the learning
rate between 0 and 1 and sgn[·] is the sign operator.
Step 5: Check whether the estimated antenna pattern satisfies
the convergence criterion, that is

1(l)m =
�����������������������������
1

Nu

∑
u

b̂(l)m (u)− b̂(l−1)
m (u)

∣∣ ∣∣2√
≤ g for all m (13)

where 1(l)m is the root-mean-square error (RMSE) between the
estimated pattern of antenna m in the l’th and (l− 1)’th
recursions, Nθ is the number of look angles in the
calculation and γ is the preset threshold. If true, the
iteration is terminated, otherwise go to step 1 to continue
the iteration.
Finally, we obtain the estimations of the individual antenna

patterns and the phase errors, which can be used in both the
DF and BF processes for a better performance.

4 Simulation results

Simulations were executed to evaluate the performance of the
proposed method for calibration. The tide-driven current
model was used to simulate the radar echoes received by a
two-set CMA-ULA. For simplicity, a uniform current field
of 1 m/s was adopted, whose direction changes 2°
clockwise in each data frame of about 8 min. The wind
direction was set to be constantly 60° relative to the north.
The radar look angle was set to be from −90 to 90° to
guarantee there were sufficient one-DOA sources, whereas
the situation that the radar is surrounded with sea waters
was not considered here. Each 2.5 km range cell was
separated into 900 small cells with a dimension of 500 m
by 1°. The echo signals on the small cells were simulated
according to the Barrick’s first-order scattering theory [25],
multiplied by the individual antenna directional coefficients
and the receiver channel gain and phase factors, and then
summed to give the final receive signals [26]. Each antenna
pattern was controlled by 19 equally spaced points with a
random variation factor between 0.2 and 2. Each channel
had a random phase and a gain factor between −3 and 3
dB. The simulated Doppler power spectrum on Channel 1
is shown in Fig. 2, where the calculated noise level and the
threshold for selecting candidate spectral points for the
calibration are also indicated.
The proposed algorithm was executed to calculate the

distorted patterns and the phase errors. One data sequence
of 1024 samples, which contains echo signal from only one
range cell, was processed in each iteration. This was a
relatively poor condition since there are usually many range
cells ready to be used. Two hundred iterations were run.
The result RMSE between the estimated and the actual
patterns, and those between the estimated patterns in
successive iterations are shown in Figs. 3a and b,
respectively. The downward trend of the RMSE is obvious,
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particularly in the first few iterations, but there are two rising
intervals indexed from 45 to 55 and from 135 to 145. Note
that in the simulation the current direction was θcur = 2k−
90(k = 0, …, 199)° and the radial current profile was v(θ) =
cos(θ− θcur) (as shown in Fig. 4), the large proportions of
two-DOA sources (say larger than 80%) in the two intervals
led to the rises of the RMSE. However, if we choose a
RMSE threshold of−3 dB for the decision of convergence,
we can already obtain a good result. The estimated patterns
in the two CMA coincide with the actual patterns very well,
which are shown in Figs. 5a and b, respectively. Fig. 6
shows the estimated phase errors between the loops and
monopole inner each CMA and the phase error across the
CMA (that is, between the two monopoles). The
inner-CMA phase errors are easy to estimate, whereas the
across-CMA phase error is relatively difficult, as can be
seen from Fig. 6. In this sense, the convergence of the

estimated phase error can be regarded as an important
indicator of the calibration performance. When the
single-DOA spectral points make up a larger proportion of
all the candidate ones, the error of the estimation of
across-CMA phase error, φ41, is very small, but when the
number of single-DOA points decreases to be quite small,
say below 20%, the error becomes big. The big-error
intervals are the same as those shown in Fig. 3b. This once
again shows that the large number of single-DOA sources is
one of the key factors of the calibration algorithm.
Fortunately, such a condition is often satisfied because of
the nature of the sea surface current, that is, except for the
application on an islet, the coastal currents often flow
nearly parallel to the coastline, resulting in a desirable
radial velocity profile. By simulations we found that a
moderate SNR, namely 20 dB, is enough to achieve a
satisfactory result, so in real applications a large number of
spectral points can be used for the calibration. Here it
should be pointed out that this SNR condition can be easily
achieved by a modern HFSWR. Our experience of field
experiment has shown that the SNR of the Bragg peaks at
nearby range cells often exceeds 40 dB with an average
power of 100 W under a slight sea scale. We also found
that the initial conditions of the current velocity profile have
no obvious effects on the final results, which shows the
robustness of the proposed method.
Finally, the array errors were calibrated in the pattern

synthesis process. The synthesised patterns pointing to 0°
before and after the calibration are shown in Fig. 7. As can
be seen, the great distortions of the synthesised pattern have
been effectively corrected.
In the above simulation, the SNR of the first-order Doppler

spectral peak was about 30 dB. When the SNR decreases,
larger calibration errors occur. By the simulation we find
that the method may fail when the SNR is lower than 15
dB. The level of the element pattern distortion is another
factor that has impact on the calibration accuracy. Generally
larger distortions (not only a shrink or amplification) lead to
less accurate calibration values. The standard error of the
estimated across-CMA phase error, φ41, against pattern
distortion level under different SNR by statistic simulation
is shown in Fig. 8. Since here the antenna patterns and

Fig. 2 Simulated Doppler power spectrum on Channel 1, with the
calculated noise level plotted in the red dotted line and the threshold
for candidate spectral points in the purple dashed line

The radial current profile here is v = cos(θ− 150°)m/s

Fig. 3 Result RMSE between the estimated and the actual patterns, and those between the estimated patterns in successive iterations

a RMSE between the estimated and actual patterns
b RMSE between patterns in successive iterations
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channel gains are considered as a whole, a rough balance of
the signals on each channel by the total energy is necessary
before the iteration starts.
Some other simulations were also done to make clear how

different proportions of the single-DOA sources among the
total spectral points affect the calibration performance. For
this purpose, the current directions were set constantly in
the iterations, which result in different proportions of
single- and two-DOA sources correspondingly. For
example, the current directions of ±90, ±45, ±20 and 0°
correspond to proportions of 100, 50, 22 and 0% for the
single-DOA sources, respectively, similar as shown in
Fig. 4. Satisfactory calibration results are achieved when the
proportion of single-DOA sources is > 20%, or
equivalently the current direction is between −160 and
−20° or between 20 and 160°. Nevertheless, only the
patterns on the arc regions containing the single-DOA
sources can be approached, whereas those on the regions
with two-DOA sources cannot. However, in realities the

Fig. 4 Radial current profiles with different current directions

Different proportions of single-DOA and two-DOA sources result
correspondingly

Fig. 6 Estimated phase errors between the loops and monopole inner each CMA and the phase error across the CMA

a Estimated phase errors between the loops and the monopole inner the CMAs
b Phase error across the CMA, φ41

Fig. 5 Estimated patterns in the modulus sense in

a CMA 1
b CMA 2
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current field is always varying, so patterns at every angular
cell may get a chance to be calibrated. The number of
single-DOA sources is seldom a problem in most situations
unless the radar is surrounded by the sea. Therefore the
proposed method is capable of calibrating the array errors in
rather wide situations.

5 Conclusions

In this paper, we combined the CMA and ULA to form a
two-unit CM-ULA for the application of the sea state
monitoring HFSWR, and proposed a novel iterative
algorithm to calibrate the array errors, including the antenna
pattern distortions and channel gain/phase errors.
Simulations were executed and the results showed the
effectiveness of the method. The method relies on a large
number of single-DOA sources mainly from the first-order

Doppler spectral regions. Although this condition is often
satisfied in real applications and the corresponding
calibration process is relatively easy to realise, further work
should be done to solve the calibration problem in the more
general case allowing use of arbitrarily multiple sources,
and to finally solve the calibration problem in the
omni-directional detection applications.
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