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Abstract: Spectrum sensing is performed at the beginning of each time slot in traditional cognitive radio networks, which
is unreasonable and needless since the presence or the absence of a primary user (PU) always lasts several time slots. A
hidden Markov model is used to describe the imperfect spectrum sensing process over Rayleigh fading channels. On the
basis of the sensing results, a hybrid interweave/underlay mode is exploited by the secondary user (SU) to achieve a
higher throughput. To solve the tradeoff problem among the average energy consumption for spectrum sensing, the
average throughput of SU and the average interference to the PU, an optimisation problem is proposed. The optimal
sensing interval to determine when the next spectrum sensing should be performed is obtained by solving the
optimisation problem. Numerical results are given to verify the authors’ analysis.

1 Introduction

As the explosive growth of wireless communications in recent years,
the radio spectrum has become a limited resource. It is theoretically
impossible to obtain higher spectrum utilisation by modulation and
coding, which approach the Shannon limits [1]. Although the
usable spectrum is limited, a large portion of the licensed spectrum
is severely underutilised. Federal Communications Commission
(FCC) states that the utilisation of the assigned spectrum only
ranges from 15 to 85% [2]. Motivated by this fact, cognitive radio
(CR) has been proposed in [3, 4]. In CR systems, secondary users
(SUs) are permitted to access the temporally unused bands of a
primary user (PU). In this regard, a critical aspect of CR is the
ability to sense the channels of the PU for unused portions.
Therefore, spectrum sensing plays a crucial role in CR systems.

The most common spectrum sensing algorithms for CR systems are
matched filter detection, energy detection, cyclostationary detection
and eigenvalue-based detection [5–10]. Each of these methods has
its own operational requirements, advantages and disadvantages.
Moreover, many spectrum sensing schemes have been proposed to
incorporate cooperation among the SU nodes to improve the sensing
performance [11–13]. In CR systems, the SU is permitted to access
the spectrum in three fashions: interweave, underlay and overlay
[14, 15]. In interweave mode, which is the most popular one in the
literature, the SU can transmit its message only when it senses the
PU to be idle. In underlay mode, an interference power constraint is
imposed on the SU’s transmit power to protect the PU’s
transmission. In overlay mode, the SU uses sophisticated signal
processing and coding technology to enhance the PU’s throughput
and obtain some additional bandwidth for its own transmission.

Traditionally, in a time-slotted CR system, spectrum sensing is
performed at each time slot. However, according to many studies
[16–18], the activities of the PU are not random. The duration of a
PU’s state (idle or active) usually lasts a number of time slots.
Therefore, performing spectrum sensing at each slot not only wastes
energy, but also losses opportunities for the SU to transmit signal
(the SU can use the time devoted to spectrum sensing to transmit
data). Hence, there arises a need for optimally choosing a spectrum
sensing interval: the time interval (the number of time slots) during
which the current state of the PU is considered to remain
unchanged and no further spectrum sensing is needed [17]. Notice
that if the sensing interval is too long, the energy consumed for
spectrum sensing would be conserved, but the SU may miss many
transmission opportunities (when the current state of the PU is

active), or it may generate more interference to the PU (when the
current state of the PU is idle). Therefore, it is important to create
the tradeoff among the secondary throughput, the energy
consumption for spectrum sensing and the interference to the PU.

Hidden Markov model (HMM) has widely been used in the field
of speech processing. A review of HMM can be found in [19]. In the
context of CR, many researchers use HMM to perform spectrum
sensing [20–22]. The existence of a Markov chain in the channel
utilisation of the PU over the time domain has been validated [18].
In this paper, we employ an HMM as a framework to model the
behaviour of the SU. To make full use of the spectrum source, we
use a hybrid interweave/underlay mode, i.e. the SU uses
interweave mode if the current sensing result is idle, otherwise,
underlay mode will be used. When the current sensing result is
active, we calculate the average throughput of the SU, the average
decreased throughput of the SU and the average energy
consumption for spectrum sensing of the SU. When the current
sensing result is idle, the average interference to the PU, the
average throughput of the SU and the average energy consumption
for spectrum sensing of the SU are calculated. An user satisfaction
degree based on the sigmoid function is used to combine all the
aforementioned factors. The optimal spectrum sensing interval is
the number of slots to maximise the satisfaction degree of the SU.
The closest published paper to our work is [17]. However, in [17],
spectrum sensing is assumed to be perfect. We focus on the
imperfect spectrum sensing which is the most practical aspect of
CR systems. Moreover, the system model and the object function
of [17] are different from ours. The effect of the system parameters
on the spectrum sensing interval is investigated in the simulation.

The rest of this paper is organised as follows. The system model is
presented in Section 2. In Section 3, an optimisation problem is
formulated to obtain the optimal spectrum sensing interval.
Simulation results and discussions are given in Section 4. In
Section 5, we conclude the paper. Finally, the proofs of the
derived expressions are given in Appendices 1 and 2.

2 System model

2.1 Channel model

Consider a CR network comprised of a pair of primary transmitter
and receiver u and v, and a pair of secondary communication
nodes s and d, as depicted in Fig. 1. The CR network is assumed
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to operate in time-slotted mode with slot length T and the SU slots
are synchronised to the PU slots. Let hs,v, hs,d, hu,v and hu,d denote
the channel coefficients from s to v, from s to d, from u to v and
from u to d, respectively. All these channels are assumed to
subject to pairwise independent Rayleigh fading with additive
white Gaussian noise (AWGN). Therefore, the instantaneous
channel power gains, |hs,v|

2, |hs,d|
2, |hu,v|

2 and |hu,d|
2 are of

exponential distribution with means s2
s,v, s2

s,d , s2
u,v and s2

u,d ,

respectively. It is assumed that s2
s,v = s2

s,d = s2
1, s

2
u,v = s2

u,d = s2
2

and the channel coefficients remain constant during a time slot,
but change from one slot to another for each wireless link.
Spectrum sensing is performed at the secondary transmitter (ST)
and the channel between u and s is also Rayleigh fading with the
average received average signal-to-noise ratio (SNR) (when the PU
is active) �g. The power of the AWGN is N0, which is assumed to
be the same for all channels.

2.2 Hidden Markov model

The spectrum sensing process can be modelled as an HMM, as
shown in Fig. 2. Hypothesis H0{qk = 0} (PU’s state is idle) and
H1 W qk = 1

{ }
(PU’s state is active) denote the absence of a PU

transmission in slot k and the existence, respectively. The prior
probabilities of the two states are P(H0) and P(H1). Pd = P(H1|H1.)
and Pf = P(H1|H0.) denote the detection and false alarm
probabilities, respectively. The PU’s transmission is modelled as
a two-state homogeneous Markov process with the state space
X = {x1, x2}, where x1 = 0, x2 = 1. These states are hidden since
they are not directly observable (due to the influence of the
AWGN and the channel fading). The SU senses the channel of the
PU and obtains its observation result ot, which is the SU’s local
decision for slot t. The observation state space is Y = {y1, y2},
where y1 = 0, y2 = 1.

An HMM can be denoted by l = (π, A, B), where π is the initial
state distribution: π = {πi}, πi = P(q1 = i), i∈ X; A is the state
transition probability matrix: A = {aij}, aij = P(qt+1 = j|qt = i.), i, j∈
X; B is emission probability matrix: B = {bjk}, bjk = P(ot = k|qt = j.),
j∈ X, k∈ Y. In our sensing scenario, πi = P(Hi), i∈ X, bjk =
P(Hk|Hj.), j∈ X, k∈ Y.

3 Optimal sensing interval

3.1 Algorithm for HMM parameter estimation

The parameters of the HMM are determined by solving the following
optimisation problem, given as [17, 19]

l̂ = p̂, Â, B̂
( )

= arg max
(p,A,B)

P(O|l) (1)

where P(O|l) is the probability of the observation sequence
O = {ot}

M
t=1. In order to solve (1), a training phase is needed. In

AWGN channel, the channel gain is fixed, at the beginning of the
training, the ST senses the PU for M consecutive slots to obtain
the decision sequence O = {ot}

M
t=1 (observation sequence or

training sequence), where ot∈ {0, 1} is the decision made by ST
at slot t. However, when the channel gain follows Rayleigh fading
distribution, each element of the observation sequence
O = {ot}

M
t=1 is obtained under different channel conditions

(channel gain), which is equivalent to the case that each ot
corresponding a new PU. Therefore, in AWGN channel, the
training sequence can be obtained without the PU’s any prior
knowledge, while for the Rayleigh channel, the states of the PU’s
first M consecutive slots must be known, which constitute the
training sequence. The training algorithm of HMM is an iterative
algorithm, which is given as [19, 23]

at(i) =
∑
j[X

at−1(j)a ji

[ ]
biot , t = 1, 2, . . . , M , i [ X (2)

P(O|l) =
∑
i[X

aM−1(i) (3)

bt(i) =
∑
j[X

aijb jot+1
bt+1(j),

t = M − 1, M − 2, . . . , 1, i [ X

(4)

Qt(i, j) =
at(i)aijb jot+1

bt+1(j)

P O|l( ) , i, j [ X (5)

Qt(i) =
∑
j[X

Qt(i, j), i [ X (6)

pi = Q1(i), i [ X (7)

aij =
∑M−1

t=1 Qt(i, j)∑M−1
t=1 Qt(i)

, i, j [ X (8)

b jk =

∑
ot=k,t[{1,2,...,M−1}

Qt(j)∑M−1
t=1 Qt(j)

, j [ X , k [ Y (9)

where αt(i) and βt(i) are forward and backward partial likelihoods,
respectively. The iteration is initialised by setting πi = 1/2, i∈ X,
bjk = 1/2, j∈ X, k∈ Y, a1(i) = pibio1 , βM(i) = 1, i∈ X. The iteration
process might be desirable to stop if P(O|l) does not increase by
at least some predetermined threshold and/or to set a maximum
number of iterations [23]. The estimation accuracy of the PU’s
parameters depends on the length of the training sequence M. As
HMM training is not a key point in our work, we assume that the
M is large enough to achieve enough estimation accuracy and the
error of estimation can be ignored. The number of iterations isFig. 2 Hidden Markov model

Fig. 1 Channel model
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generally not large. Therefore, the complexity of the HMM
algorithm is O(M ).

3.2 Problem formulation

Energy detector is used to perform spectrum sensing. The average
detection probability and false alarm probability of energy detector
over Rayleigh fading channel are given by [24]

Pd = P H1 H1

∣∣( ) = e−u/2
∑Ns−2

n=0

1

n!

u

2

( )n

+ 1+ �g

�g

( )Ns−1

e−u/2 1+�g( ) − e−u/2
∑Ns−2

n=0

1

n!

u�g

2 1+ �g
( )[ ]

(10)

Pf =
G Ns, u/N0

( )
G Ns

( ) (11)

where θ is the decision threshold. Ns is the number of samples
collected during sensing time at one slot and g is the average
SNR. Γ( · ) and Γ( · , · ) are the gamma functions [25, Eq. 8.310.1]
and incomplete gamma function [25, Eq. 8.350.2], respectively.

As we employ the hybrid interweave/underlay mode, the transmit
power of the SU is determined by

Ps =
Pmax, Ĥ = H0

min Pmax,
I

hs,v
∣∣ ∣∣2

( )
, Ĥ = H1

⎧⎪⎨⎪⎩ (12)

where I is the interference power constraint of the PU. Pmax is the
maximum transmit power of the SU and Ĥ is the sensing result of
the SU. The received SNR/SINR at d is expressed as

gd =
Ps hs,d
∣∣ ∣∣2

cPu hu,d
∣∣ ∣∣2 + N0

(13)

where c is defined as

c = 0, Htrue = H0

1, Htrue = H1

{
(14)

where Htrue denotes the current true state of the PU. Similar to [26],
we consider the scenario that the influence of the influence of the
noise at the receiver d is negligible compared to that of the

interference signals. Hence, we have

gd =
Ps hs,d
∣∣ ∣∣2
N0

, c = 0

PsG1

Pu
, c = 1

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (15)

where G1 = |hs,d|
2/|hu,d|

2 is a random variable with probability density
function (PDF) fG1

(g1), which is given by [27]

fG1
(g1) =

s2
1s

2
2

(s2
1 + s2

2g1)
2 , g1 . 0. (16)

Notice that, we assume the noise cannot be ignored in the ST due to
the following reasons. First, the noise power at the ST s is same as
those in the primary receiver (PR) v and the secondary receiver
(SR) d, but the channel fading severity between the primary
transmitter (PT) u and the ST s may be much worse than that
between u and v, u and d, s and v, s and d, which makes the
received signal power (when the PU is active) is comparable with
the noise power or smaller than the noise power. Second, for
receivers, nodes v and d can use some signal processing methods
to reduce the received noise power, such as adaptive filtering and
matched filtering [28], while the ST does not use these methods.
Finally, the PT u and ST s may be spread spectrum users and the
PR v knows the spreading code of u and the SR d knows the
spreading code of s. So v and d can use the spread spectrum
technology to reduce the noise power to a negligible level. On the
other hand, the ST s does not know the spreading code of the PT
u (which is a practical scenario), therefore, the spread spectrum
technology cannot be used and the noise cannot be ignored. Based
on the above reasons, the noise cannot be ignored at the ST and
the average received SNR (the ratio between the received signal
power the noise power) �g may be low.

If the existence of the PU’s transmission is detected by the SU, i.e.
(Ĥ , Htrue) = (1, 1), the average data rate of the SU is given by
(see (17)) where E(·) is the expectation operator and W is the
bandwidth of the channel. Δ is given by (see (18)) where Ei(·) is
the exponential integral function defined in [25, Eq. 8.211.1].

Proof: Please refer to Appendix 1. □

R1 = E W log 1+
min Pmax, I/ hs,v

∣∣ ∣∣2( )
hs,d
∣∣ ∣∣2

Pu hu,d
∣∣ ∣∣2 + N0

⎡⎣ ⎤⎦⎧⎨⎩
⎫⎬⎭

= W exp − I

Pmaxs
2
1

( )
D+ W

ln 2

Pu

Pmax
ln

Pu

Pmax
− s2

1

s2
2

ln
s2
1

s2
2

Pu

Pmax
− s2

1

s2
2

( ) − ln
Pu

Pmax

( )⎡⎢⎢⎢⎣
⎤⎥⎥⎥⎦ 1− exp − I

Pmaxs
2
1

( )[ ]
(17)

D = I

s2
2Pu ln 2

∑+1

n=1

1

n

∑n−1

k=0

n− 1

k

( )
(−1)n−1−k (−1)n−k

I

s2
2Pu

( )n−k−1

Ei − I

s2
1Pmax

( )
(n− k − 1)!

⎡⎢⎢⎢⎣
⎡⎢⎢⎢⎣

⎧⎪⎪⎪⎨⎪⎪⎪⎩
+

exp − I

s2
1Pmax

( )
Pus

2
2

Pmaxs
2
1

( )n−k−1

∑n−k−2

q=0

(−1)q I

s2
1Pmax

( )q

(n− k − 1)(n− k − 2) . . . (n− k − 1− q)

⎤⎥⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎦
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (18)
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When (Ĥ , Htrue) = (1, 0), the average data rate of the SU is given by

R2 = E W log 1+
min Pmax, I/ hs,v

∣∣ ∣∣2( )
hs,d
∣∣ ∣∣2

N0

⎡⎣ ⎤⎦⎧⎨⎩
⎫⎬⎭

= −W exp − I

Pmaxs
2
1

( )
I

ln (2) N0 − I
( )

× Ei − I

Pmaxs
2
1

( )[
− Ei − N0

Pmaxs
2
1

( )
exp

N0 − I

Pmaxs
2
1

( )]

−W

exp
N0

Pmaxs
2
1

( )
Ei − N0

Pmaxs
2
1

( )
ln (2)

1− exp − I

Pmaxs
2
1

( )[ ]
.

(19)

Proof: Please refer to Appendix 2. □

When (Ĥ , Htrue) = (0, 0), the average data rate of the SU can be
calculated as

R3 = E W log 1+ Pmax hs,d
∣∣ ∣∣2
N0

[ ]{ }

= W

ln (2)s2
1

∫+1

0
ln 1+ Pmaxx

N0

( )
exp − x

s2
1

( )
dx

= − W

ln (2)
exp

N0

Pmaxs
2
1

( )
Ei − N0

Pmaxs
2
1

( )
(20)

where the above integral is evaluated with the help of [25, Eq.
4.337.2]. Using (15), when (Ĥ , Htrue) = (0, 1), the average data
rate of the SU is given by

R4 = E W log 1+ Pmax hs,d
∣∣ ∣∣2

Pu hu,d
∣∣ ∣∣2 + N0

( ){ }

≃ W

ln (2)

∫+1

0
ln 1+ Pmaxg1

Pu

( )
s2
1s

2
2

s2
1 + s2

2g1
( )2 dg1

= W

ln (2)

Pu

Pmax
ln

Pu

Pmax
− s2

1

s2
2

ln
s2
1

s2
2

Pu

Pmax
− s2

1

s2
2

( ) + ln
Pmax

Pu

( )⎡⎢⎢⎢⎣
⎤⎥⎥⎥⎦. (21)

Let Ωi denotes a variable that the probability of the state i, i∈ {0, 1}
lasts for more than Ωi slots is less than 1− ρ, where ρ is a predefined
threshold. Similar to [17], ρ is set to be 0.99, hence, Ωi can denote
the maximum number of slots that the current state i could last.
According to [17], Ωi is given as

Vi = argmin
f

∑f
k=1

ak−1
ii (1− aii) ≥ r

{ }
, i = 0, 1 (22)

where
∑f

k=1 a
k−1
ii 1− aii

( )
is the probability that the state i lasts for f

slots. The expectation of Ωi is given by

VE = E Vi

( ) = P HN
0

( )
P H0 H0

∣∣( )+ P HN
1

( )
P H0 H1

∣∣( )[ ]
V0

+ P HN
0

( )
P H1 H0

∣∣( )+ P HN
1

( )
P H1 H1

∣∣( )[ ]
V1 (23)

where P(HN
i ) is the probability that the PU is in the state i at slot N,

which is given by

P HN
i

( ) = P Hi

( )
, t = 1∑1

j=0
P Hj

( )
a(N )
ji , t . 1

⎧⎪⎨⎪⎩ (24)

where P(Hi) is the initial distribution of the state i and a
(N )
ji is the ( j, i)

th entry of the N-step transmission matrix AN . Notice that, if the
Markov chain is irreducible and all states are aperiodic and
positive recurrent, we have limt�1 a(t)ji = ai, where ai > 0 is a
constant and

∑
i ai = 1 [29]. Therefore, there exists an integer tn

that when t≥ tn, P(H
t
i ) ≃ P(Ht+1

i ) = ai. We calculate the P(HN
i )

by using the Matlab with different (P(H0), P(H1)) when

A = 0.3 0.7
0.4 0.6

[ ]
as shown in Table 1. As shown in Table 1,

P(HN
i ) converges fast, i.e. tn is small (tn = 5).

Since the activity of the PU is difficult to be precisely predicted, it
may change its state during several consecutive slots. Let X0 denotes
the number of idle slots during Ω consecutive slots. Then, when the
current true state of the PU is active, i.e. Htrue = 1, the expectation of
X0 is given by

E X0

( )
active =

∑V
k=1

∑V−1

m=0
P X0 = k
( )

k, V . 1

0, V = 1

⎧⎨⎩ (25)

where m is the number of state changes during Ω slots and the
probability P( X0 = k) is given as follows [17]: (see (26)) where

P1(X0 = k) =
k − 1
m− 1

2

( )
V− k − 1
m− 1

2

( )

aV−k
11 ak00

a10a01
a11a00

( )(m+1)/2

a−1
01 ,

P2 X0 = k
( ) = k − 1

m− 2

2

( )
V− k − 1

m

2

( )

aV−k
11 ak00

a10a01
a11a00

( )m/2

a−1
11 .

When the current true state of the PU is idle, i.e. Htrue = 0, the

Table 1 Simulation results of P (HN
i )

N P (HN
0 ) P (HN

1 )

1 0.34 0.66
2 0.3660 0.6340
3 0.3634 0.6366
4 0.3637 0.6363
5 0.3636 0.6364
6 0.3636 0.6364

P X0 = k
( ) = P X0 = k

( ) = P1 X0 = k
( )

if m is odd,
m+ 1

2
≤ k ≤ V− m+ 1

2

P X0 = k
( ) = P2 X0 = k

( )
if m is even,

m

2
≤ k ≤ V− m+ 2

2
, m . 0

0 otherwise

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (26)

IET Commun., 2016, Vol. 10, Iss. 2, pp. 189–198
192 & The Institution of Engineering and Technology 2016



expectation of X0 is given by [17]

E X0

( )
idle =

∑V
k=1

∑V−1

m=0
P X0 = k
( )

k, V . 1

1, V = 1

⎧⎨⎩ (27)

where (see (28)) where

P3 X0 = k
( ) = k − 1

m− 1

2

( )
V− k − 1
m− 1

2

( )
ak00a

V−k
11

a10a01
a11a00

( )(m+1)/2

a−1
10 ,

P4 X0 = k
( ) = k − 1

m

2

( )
V− k − 1
m− 2

2

( )
ak00a

V−k
11

a10a01
a11a00

( )m/2

a−1
00 .

We will show the accuracy of (25) and (27) in the numerical results
provided in Section 4.

If the current sensing result is active, i.e. Ĥ = 1, the ST will
employ underlay mode. Then, the average throughput of the SU
when adopting the sensing interval Ω, is given by (see (29)) where
t is the length of spectrum sensing time. It is worth remarking that
the active state of the PU may not maintain consecutive Ω slots
and the true current state of the PU may be idle due to the
imperfect characteristics of the spectrum sensing. The transmit
power of the SU in underlay mode is less than Pmax, which is used
in interweave mode. Thus, when the current sensing result of the
PU is active, using underlay mode may lead to some throughput
losses to the SU compared with the case that the activity of the
PU is precisely predicted and the proper access mode is adopted.
The average decreased throughput of the SU in Ω slots when
Ĥ = 1 is given as (see (30)).

If the current decision is idle, i.e. Ĥ = 0, the average possible
interference to the PU and the average throughput of the SU are
given as follows: (see (31) and (32)). Similar to [17], we calculate
the average sensing energy consumption per slot when adopting
the sensing interval Ω as

fE V( ) = 1

V
(33)

where ɛ is the energy consumption per slot in traditional way,
i.e. Ω = 1.

3.3 Optimal sensing interval

Obviously, increasing the sensing interval Ω will reduce the average
energy consumption for spectrum sensing. However, it will also lead
to an increase of decreased throughput of the SU when the current
sensing result is active. When the current sensing result is idle, a
larger Ω allows the SU to save more energy for spectrum sensing
and to enhance the average throughput, at the cost of more
interference to the PU. Therefore, there exists a tradeoff among all
the aforementioned factors.

Sigmoid function is defined as

S(t) = 1

1+ e−t
. (34)

The curve of the sigmoid function is shown in Fig. 3. As
shown in Fig. 3, it is a monotonically increasing function and
limt�+1 S(t) = 1. The function is approximately linear in the
region [0, 2] and grows with a slow-down tendency in the region
(2, +∞) (non-linear region). We define the region [0, ℓ] as the
mapping region, which will be used in the subsequent analysis.
ℓ is defined as non-linear factor because the proportion of non-linear
region in the mapping region is determined by ℓ.

Let f ′E( fE(V)), f ′Tactive ( fTactive (V)), f ′Tdecrease ( fTdecrease (V)) denote the
satisfaction degrees of energy consumption, average throughput of
the SU and average decreased throughput of the SU, respectively.
The whole satisfaction degrees (WSD) of the SU when the current
state of the PU is active is given as

f̂
H=1

(V) = vEactive
f ′E( fE(V))+ vTactive

f ′Tactive fTactive (V)
( )

+ vTdecrease
f ′Tdecrease fTdecrease (V)

( )
(35)

where vEactive
, vTactive

and vTdecrease
are weight coefficients. Intuitively,

f ′E( fE(Ω)) should increase with fE(Ω) decreases, f ′Tactive ( fTactive (V))
should increase with fTactive (V) increases and f ′Tdecrease ( fTdecrease (V))
should be a negative value and decrease with fTdecrease (V) increases.

Smaller fE(Ω) (larger Ω) leads to an increased satisfaction degree
of the energy consumption f ′E( fE(Ω)), which increases the WSD of
the SU. However, it also leads a higher fTdecrease , which decreases the
WSD [as f ′Tdecrease ( fTdecrease (V)) is a negative value and decreased with
fTdecrease ]. Therefore, the satisfaction degree of the energy
consumption increases with 1− fE(Ω), but will not infinitely

P X0 = k
( ) =

P X0 = k
( ) = P3 X0 = k

( )
if m is odd,

m+ 1

2
≤ k ≤ V− m+ 1

2

P X0 = k
( ) = P4 X0 = k

( )
if m is even,

m+ 2

2
≤ k ≤ V− m

2
, m . 0

P X0 = k
( ) = aV−1

00 if m = 0
0 otherwise

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(28)

fTactive (V) = P HN
1

( )
P H1 H1

∣∣( )
VT − E X0

( )
activeT − t

[ ]
R1 + E X0

( )
activeTR2

{ }
+ P HN

0

( )
P H1 H0

∣∣( )
E X0

( )
idleT − t

[ ]
R2 + V− E X0

( )
idle

[ ]
TR1

{ }
(29)

fTdecrease (V) = P HN
1

( )
P H1 H1

∣∣( )
E X0

( )
activeT R3 − R2

( )+ P HN
0

( )
P H1 H0

∣∣( )
E X0

( )
idle − 1

( )
T + T − t

[ ]
R3 − R2

( )
. (30)

fIinterference (V) = P HN
1

( )
P H0 H1

∣∣( )
PmaxE hs,v

∣∣ ∣∣2( )
− I

[ ]
VT − E X0

( )
activeT − t

[ ]
+ P HN

0

( )
P H0 H0

∣∣( )
PmaxE hs,v

∣∣ ∣∣2( )
− I

[ ]
V− E X0

( )
idle

[ ]
T ,

(31)

fTidle (V) = P HN
1

( )
P H0 H1

∣∣( )
E X0

( )
activeTR3 + VT − E X0

( )
activeT − t

[ ]
R4

{ }
+ P HN

0

( )
P H0 H0

∣∣( )
E X0

( )
idleT − t

[ ]
R3 + V− E X0

( )
idle

[ ]
TR4

{ }
.

(32)
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increase. The increasing tendency should slow-down in large 1−
fE(Ω) region. From Fig. 3, it’s not hard to see that the sigmoid
function can describe the tendency of f ′E( fE(Ω)) very well by
mapping [0, max (1− fE(Ω))] to the region [0, ℓ], where ℓ is
determined by the requirement of users. The cases of
f ′Tactive ( fTactive (V)), f ′Tdecrease ( fTdecrease (V)) and when the current state of
the PU is idle can be analysed similarly. For convenience, we
replace f ′E( fE(Ω)), f

′
Tactive

( fTactive (V)), f ′Tdecrease ( fTdecrease (V)) by f ′E(Ω),
f ′Tactive (V), f ′Tdecrease (V), respectively.
If the spectrum sensing is perfect, Ωmax should be set as Ωi when

Ĥ = i. However, since the spectrum sensing is imperfect in our
paper, the ST does not have perfect information about the current
state of the PU. Thus, we set Ωmax as ΩE to compromise the
impact of the imperfect spectrum sensing.

According to the analysis above, the satisfaction degrees of the
factors when Ĥ = 1 are given as

f ′E(V) = 1

1+ exp −ℓ 1− f̃ E V( )
( )[ ] (36)

f ′Tactive (V) = 1

1+ exp −ℓ f̃ Tactive (V)
[ ] (37)

f ′Tdecrease (V) = − 1

1+ exp −ℓ f̃ Tdecrease (V)
[ ] (38)

where

f̃ E(V) = fE(V)

max
1≤V≤Vmax

[ fE(V)]
,

f̃ Tactive (V) = fTactive (V)

max
1≤V≤Vmax

[ fTactive (V)]
and

f̃ Tdecrease (V) = fTdecrease (V)

max
1≤V≤Vmax

[ fTdecrease (V)]
.

The reasons for normalising are as follows. First, normalising can
prevent the term exp (·) form overflow and underflow. Second, in
order to map the ranges of each term to [0, ℓ], each term must be
normalised to the range of [0, 1].

When Ĥ = 1, the optimisation problem is given by

V∗ = argmax f̂
H=1

(V)

s.t. 1 ≤ V ≤ Vmax.
(39)

Similar to (35)–(39), when the current sensing result is idle, the
optimisation problem is formulated by replacing the subscript
Ĥ = 1, Tactive and Tdecrease with Ĥ = 0, Tidle and Iinterference,
respectively.

Generally, Ωmax will not be very large. Therefore, the optimal
sensing interval Ω* can be obtained by one-dimensional
exhaustive search over [1, Ωmax], the complexity of the phase of
search is O(Ωmax). Since M is usually much larger than Ωmax, the
complexity of the optimal problem is O(M ).

4 Numerical results

In this section, we present numerical results for our proposed sensing
scheme with the help of Matlab. The simulation scenario is set
according to the channel model, which is shown in Fig. 1. Table 2
lists the simulation parameters and acronyms. Some of them are
set according to [17, 30].

The analytical and simulation results for the expected number of
idle slots in consecutive Ω slots are shown in Fig. 4. The
analytical results obtained by using (25) and (27) match well with
the simulation results, which verify our analysis in Section 3.2.

Figs. 5 and 6 show the optimal sensing interval when the
current sensing result of the SU is idle and active, respectively.
The weight coefficients are set as [vEidle

, vTidle
, vTdecrease

] =
[vEactive

, vTactive
, vTinterefrence

] = [3, 4, 5]. It can be observed that

when the current decision is idle, i.e. Ĥ = 0, f ′Tidle (V) and f ′Eidle (V)
increase with Ω while f ′Iinterference (V) decreases with Ω. The reason is
that as sensing interval increases, the energy consumption per slot
becomes smaller and the throughput of the SU goes larger and the
SU will also produce more interference to the PU. Thus, it results
in a higher satisfaction degree on both the energy consumption,
the throughput, but a lower satisfaction degree on the interference
to the PU. Besides, Fig. 6 shows that satisfaction degree f ′Tactive (V)

Fig. 3 Sigmoid function

Table 2 Simulation parameters and acronyms

Parameter Value

s2
1 5 dB

s2
2 3 dB

Pu 6 dBW
Pmax 5 dBW
I 4 dBW
N0 −10 dBW
ρ 0.99
ℓ 4

A
0.3 0.7
0.4 0.6

[ ]
W 200 kHz
fs 1 MHz
[P(H0), P(H1)] [0.6, 0.4]
T 20ms
t 1 ms (unless otherwise stated)
ɛ 0.1 × t W
N 10
vEidle

, vTidle
, vIinterference

,
vEactive

, vTactive
, vTdecrease

[1, 10]

Acronyms
CI conventional spectrum sensing scheme

using interweave mode
CH conventional spectrum sensing scheme

using hybrid mode
PRH proposed hybrid interweave/underlay

mode spectrum sensing scheme
ANSS average number of times that the spectrum

sensing is performed per time slot
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and f ′Eactive (V) increase with Ω while f ′Idecrease (V) decreases with Ω.
The reasons for this phenomenon are similar to that of Fig. 5.
Another interesting observation is: although the weight coefficients
are same, the optimal sensing interval may be different from
different current sensing results. As shown in Figs. 5 and 6, the
optimal intervals are 2 and 3 for Ĥ = 0 and Ĥ = 1, respectively.

Figs. 7 and 8 show the effect of the weight coefficients on the
optimal spectrum sensing interval. There are three weight
coefficients for both Ĥ = 0 and Ĥ = 1, which can be adjusted to
satisfy different requirements of the PU and the SU. For example,
if the SU want to save more energy consumed for spectrum
sensing, it can improve the weight coefficient of energy
consumption satisfaction degree to choose a larger sensing interval.
As shown in Figs. 7 and 8, for given vIinterference

and vTdecrease
, Ω*

increases with vEidle
and vEactive

, respectively. Another obvious
phenomenon is that Ω* decreases with vTinterference

and vTdecrease
,

which matches our analysis that if the PU is more sensitive to the
interference, the SU can increase the vTinterference

to sense the PU
more frequently. The case of vTdecrease

can be explained similarly.
To compare our work with the conventional spectrum sensing

scheme, we consider two conventional cases: the ST adopts
interweave mode and performs spectrum sensing at each slot with
sensing time t and the ST adopts hybrid interweave/underlay

Fig. 5 Optimal spectrum sensing interval when Ĥ = 0, [vEidle
, vTidle

,
vTdecrease

] = [3, 4, 5]

Fig. 4 Expected number of idle slots in consecutive Ω slots
Fig. 6 Optimal spectrum sensing interval when Ĥ = 1,
[vEactive

, vTactive
, vTinterefrence

] = [3, 4, 5]

Fig. 8 Effect of the weight coefficients when Ĥ = 1, vTactive
= 1

Fig. 7 Effect of the weight coefficients when Ĥ = 0, vTidle
= 1
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mode and performs spectrum sensing at each slot with sensing time
t. For convenience, we use the acronyms provided in Table 2 to
denote the cases above. One of the advantages of our proposed
scheme is that the ST only needs to sense the PU once from slot t
to slot t +Ω*− 1 and transmit (Ω*− 1)t longer than the
conventional scheme. Intuitively, the longer the sensing time t is,
the more advanced the proposed sensing scheme is. Fig. 9 verifies
our analysis. As shown in Fig. 9, the throughput of proposed
hybrid interweave/underlay mode spectrum sensing scheme (PRH)
is higher than that of CH when t is relatively large. When t is
relatively small, the CH is superior. This is because that the PU
may change its state during slot t to slot t +Ω*− 1, which results
in the inequality between the actual throughput and the expected
throughput. For example, we assume the PU is active at slot t and
idle at slot t + 1 to t +Ω*− 1. In PRH case, the ST will adopt
underlay mode and transmit Ω* consecutive slots, the maximum
throughput obtained by the SU is tPRH(t) = R1 × (T− t) + R2 × (Ω*
− 1)T, while in CH case, the maximum obtained throughput is

tCH(t) = R1 × (T− t) + R3 × (Ω*− 1)(T− t). Let Y = tPRH(t)

tCH(t)
=

R2

R3
× T

(T − t)
, where R2/R3 < 1 [as shown in (19) and (20)].

Obviously, Y will larger than 1 (tPRH(t) > tCH(t)) when t is
relatively large. Another phenomenon in Fig. 9 is that throughput
of PRH is higher than that of CI at all t, which is unexpected
because hybrid interweave/underlay mode can use the spectrum
more thoroughly. Fig. 9 also shows that the ANSS decreases with
t and changes a little with the increase of t when t is relatively
large. We denote the optimal sensing interval at different current
sensing results as V∗

Ĥ=i
, i [ {0, 1}. In our simulation

environment, V∗
Ĥ=0

= 2 and V∗
Ĥ=1

= 3. Larger sensing time t

leads to a higher detection probability, i.e. more active states will
be detected with the increase of t. Therefore, the ST will sense the
PU more infrequently with the increase of t (because
V∗

Ĥ=0
, V∗

Ĥ=1
), which results in the decrease of the curve in

small t region. When t is relatively large, the detection probability
tends to 1 and changes a little with t increases, which is the
reason for the tendency of the curve in large t region.

5 Conclusions

In this paper, we investigated the problem of optimal spectrum
sensing interval under the condition of imperfect spectrum sensing
over Rayleigh fading channels. An HMM was used to model the
sensing process. The optimal sensing interval was obtained by
exploring the balance among the average energy consumption for

spectrum sensing, the average throughput of the SU and the
average interference to the PU. Most results, e.g. the average
throughput of the SU and the average interference to the PU were
derived in closed form. Simulation results confirmed the analysis
and showed that our proposed algorithm can satisfy different
requirements of the SU by adjusting the weight coefficients.
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8 Appendices

8.1 Appendix 1

Derivation of the average data rate R1: let Z =min(Pmax, I/|hs, v|
2),

which is a random variable, the cumulative distribution function of
Z is given by

FZ z( ) =
P

I

hs,v
∣∣ ∣∣2 ≤ z

( ) , 0 , z , Pmax

1, z ≥ Pmax

⎧⎪⎪⎨⎪⎪⎩
= exp − I

zs2
s,v

( )
, z , Pmax

1, z ≥ Pmax.

⎧⎪⎨⎪⎩ (40)

Notice that, Z is neither a continuous random variable nor a discrete
random variable. When Z < Pmax, Z is a continuous random variable
with the PDF given by

fZ (z) =
I

z2s2
s,v
exp − I

zs2
s,v

( )

= I

z2s2
1

exp − I

zs2
1

( )
, 0 , z , Pmax. (41)

The probability of Z∈ (0, Pmax) can be calculated as

P (0 , Z , Pmax) =
∫Pmax

0

I

z2s2
1

exp − I

zs2
1

( )
dz = exp − I

Pmaxs
2
1

( )
.

(42)

Therefore, the probability of Z = Pmax is given by

P Z = Pmax

( ) = 1− exp − I

Pmaxs
2
1

( )
. (43)

Using (15), we have

log 1+
min Pmax, I/ hs,v

∣∣ ∣∣2( )
hs,d
∣∣ ∣∣2

Pu hu,d
∣∣ ∣∣2 + N0

⎡⎣ ⎤⎦
≃ log 1+

min Pmax, I/ hs,v
∣∣ ∣∣2( )

G1

Pu

⎡⎣ ⎤⎦. (44)

where G1 = |hs, d|
2/|hu, d|

2.
Let

J1 = W log 1+
min Pmax, I/ hs,v

∣∣ ∣∣2( )
hs,d
∣∣ ∣∣2

Pu hu,d
∣∣ ∣∣2 + N0

⎡⎣ ⎤⎦,
the conditional expectation of J1 given Z∈ (0, Pmax) can be

calculated as

E J1 Z [ 0, Pmax

( )∣∣[ ] = W

∫Pmax

0

∫+1

0
log 1+ zg1

Pu

( )
s2
1s

2
2

s2
1 + s2

2g1
( )2 I

z2s2
1

exp − I

zs2
1

( )
dg1 dz

= IWs2
2

ln 2

∫Pmax

0

1

s2
1s

2
2

Pu

z
ln
Pu

z
− s2

1

s2
2

ln
s2
1

s2
2

Pu

z
− s2

1

s2
2

( ) − ln
Pu

z

( )⎡⎢⎢⎢⎣
⎤⎥⎥⎥⎦

1

z2
exp − I

zs2
1

( )
dz

y = Pu

z
, c = I

s2
2Pu

b = s2
1

s2
2

, u = y

b

cW

ln 2

∫+1
Pu

bPmax

ln u

(u− 1)
exp (−cu)du (45)

Using

ln x =
∑+1

k=1

1

k

x− 1

x

( )k

, 1+ x( )n =
∑n
k=0

n
k

( )
xk ,

and with the help of [25, Eq. 3.351.4], (45) becomes

E J1 Z [ 0, Pmax

( )∣∣[ ] = WI

s2
2Pu ln 2

∑+1

n=1

1

n

∑n−1

k=0

n− 1
k

( )
−1( )n−1−k −1( )n−k[⎡⎢⎢⎣

⎧⎪⎪⎨⎪⎪⎩
I

s2
2Pu

( )n−k−1

Ei − I

s2
1Pmax

( )
n− k − 1( )! +

exp − I

s2
1Pmax

( )
Pus

2
2

Pmaxs
2
1

( )n−k−1

∑n−k−2

q=0

−1( )q I

s2
1Pmax

( )q

n− k − 1( ) n− k − 2( ) . . . n− k − 1− q
( )

⎤⎥⎥⎦
⎤⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭

(46)

The conditional expectation of R given Z = Pmax is calculated as

E J1 Z = Pmax

∣∣[ ] = W

∫+1

0
log 1+ Pmaxg1

Pu

( )
s2
1s

2
2

s2
1 + s2

2g1
( )2 dg1

= W

ln 2

Pu

Pmax
ln

Pu

Pmax
− s2

1

s2
2

ln
s2
1

s2
2

Pu

Pmax
− s2

1

s2
2

( ) − ln
Pu

Pmax

( )⎡⎢⎢⎢⎣
⎤⎥⎥⎥⎦.
(47)

Therefore, the expectation of R is given by

R1 = E J1
( ) = E J1 Z [ 0, Pmax

( )∣∣[ ]
P Z [ 0, Pmax

( )[ ]
+ E J1 Z = Pmax

∣∣[ ]
P Z = Pmax

( )
. (48)

Substituting (42), (43), (46), (47) into (48), we have (17).
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8.2 Appendix 2

Derivation of R2: let

J2 = W log 1+
min Pmax, I/ hs,v

∣∣ ∣∣2( )
hs,d
∣∣ ∣∣2

N0

⎡⎣ ⎤⎦.
Following the similar procedure as in Appendix 1, we have

E J2|Z [ 0, Pmax

( )[ ] = W

∫Pmax

0

∫+1

0
log 1+ zx

N0

( )
1

s2
1

exp − x

s2
1

( )
I

z2s2
1

exp − I

zs2
1

( )
dx dz

= IW

s2
1

1

ln (2)

∫Pmax

0
e

N0

zs2
1Ei − N0

zs2
1

( )−1

z2
exp − I

zs2
1

( )
dz

= − IW

ln (2) N0 − I
( )

Ei − I

Pmaxs
2
1

( )
− Ei − N0

Pmaxs
2
1

( )
exp

N0 − I

Pmaxs
2
1

( )[ ]
.

(49)

The above integral is evaluated with the help of [25, Eq. 4.337.2] and
[25, Eq. 3.351.4]. The E[J2|Z = Pmax] is given as

E J2|Z = Pmax

[ ] = − exp (N0/Pmaxs
2
1)Ei −N0/Pmaxs

2
1

( )
ln (2)

(50)

Then, the R2 = E(J2) can be calculated as

R2 = E(J2) = E[J2|Z [ (0, Pmax).]P[Z [ (0, Pmax)]

+ E[J2|Z = Pmax.]P(Z = Pmax). (51)

Substituting (42), (43), (49), (50) into (51), we have (19).

IET Commun., 2016, Vol. 10, Iss. 2, pp. 189–198
198 & The Institution of Engineering and Technology 2016



Copyright of IET Communications is the property of Institution of Engineering & Technology
and its content may not be copied or emailed to multiple sites or posted to a listserv without
the copyright holder's express written permission. However, users may print, download, or
email articles for individual use.


