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Abstract: An efficient design methodology is presented for developing ultra-wideband (UWB) antennas with uniform gain
and high fidelity. The major challenge for designing UWB antennas is to simultaneously meet all the frequency-domain
and time-domain performance criteria including good impedance matching throughout the operational frequencies,
relatively uniform gain over the UWB, and high waveform fidelity on pulse-preserving capabilities. If the framework of
Pareto-based evolutionary algorithms is adopted, it may require thousands of tests to find an optimum structure due to
the blind-search feature. In this study, all the requirements of UWB antenna design can now be efficiently achieved by
the proposed methodology, which integrates the processes of fractional factorial design of experiments and
Derringer’s desirability functions into a multi-objective optimisation technique. The detailed procedure and its
capability are demonstrated by an UWB planar monopole antenna design which comprises nine design parameters. By
performing merely 64 predefined simulations, the optimum antenna structure is determined with an excellent
impedance matching by 2:1 voltage standing wave ratio and a relatively constant gain (2.48–5.04 dBi) over the
frequency band of 3.1–10.6 GHz. Meanwhile, the time-domain distortion is greatly reduced in comparison with the
reference design which simply optimises the characteristic of impedance matching.

1 Introduction

Recently, there have been increasing research interests in
ultra-wideband (UWB) communication systems, and this
technology has been deployed in various applications which
require short-range transmission with very high data rates. Among
these applications, antenna design still remains the most
challenging issue in the research of UWB system performance
enhancements. Such difficulty results from the complexity that
UWB antenna design is a multi-objective (MO) optimisation
problem. Specifically, an UWB antenna requires good impedance
matching and relatively uniform gain over the targeted frequency
band of 3.1–10.6 GHz. Meanwhile, since ultra-short pulses are
adopted as the signal waveform, the pulse distortion between the
transmitting and receiving signals must be as low as possible. If
conventional design methods such as trial-and-error approaches or
one-at-a-time parametric studies are applied, they usually have
very poor results to simultaneously meet all the performance
criteria in a short design cycle. Therefore, it is crucial to develop
an efficient and systematic technique for UWB antenna design.

Many optimisation techniques have been applied to the design
problem of UWB antennas [1–14]; however, the efficacy and
efficiency of these techniques are still insufficient. With regard for
efficacy, a number of literatures merely focused on the
single-objective optimisation for UWB impedance matching [1–5].
Only some literatures targeted at the MO optimisation for both the
wide impedance bandwidth and uniform gain [6–10]; moreover,
fewer literatures dealt with impedance matching and signal
distortion concurrently [11–14]. To the author’s best knowledge, a
study that copes with all the requirements – impedance matching,
uniformity of gain, and fidelity of time-domain signals – has not
yet been much investigated. As for the efficiency, either genetic
algorithms [1–4, 7–14] or particle swarm optimisation [5, 6] was
applied to the antenna design problem; nevertheless, these
Pareto-based evolutionary algorithms usually require hundreds or
even thousands of tests due to their blind-search characteristic. No
matter what the problem nature is, they just launch a population of

candidate solutions, searching the solution domain by executing
specific operators until a termination criterion is met. Such a
laborious process is so time-consuming that the design cycle is
inevitably expanded.

In this paper, MO fractional factorial design (MO-FFD) is applied
to the development of UWB antennas. FFD belongs to the class of
design of experiments (DOEs), which has been applied to several
electromagnetic (EM) problems to study how design parameters
influence response variables. These applications include the design
of radio-frequency identification tag antennas [15], Baluns [16],
flip-chip applications [17], annular ring antennas [18], and patch
antennas [19]. Among these applications, DOE is capable of
building the response surface model of a design goal, which is the
function of design parameters. It is observed that by making use
of these response surface models the optimisation procedure can
be performed in a simple and inexpensive way; therefore, FFD is
integrated with Derringer’s desirability functions [20] into a
systematic process, and this technique is utilised to cope with all
the frequency-domain and time-domain design goals of UWB
antennas. The procedure, efficacy, and efficiency will be
thoroughly demonstrated. Moreover, the optimised performances
supplemented with simulated and measured results will be exhibited.

2 MO-FFD procedure

Unlike the framework of evolutionary algorithms, which regards the
design problem as a black box, MO-FFD aims to uncover the black
box by approximating the problem with mathematical models. The
proposed procedure is arranged by two phases: response surface
modelling and MO problem solving. To demonstrate its detailed
procedure, let us consider the design problem of an UWB antenna
as depicted in Fig. 1. This benchmarking topology consists of a
planar monopole antenna and multisection notches at the lower
corners fed by a 50 Ω microstrip line. The antenna is developed
on a 1.6 mm thick flame retardant 4 (FR4) substrate (dielectric
constant εr = 4.4 and loss tangent tan δ = 0.02) with an area of
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30 × 40 mm2. The planar monopole configuration has several
advantages such as easy fabrication and azimuthally omni-directional
patterns, so the antenna is highly suitable for UWB communication
systems [21–24]. However, the gain uniformity and minimised pulse
distortion have not yet been systematically met by those earlier
attempts; furthermore, the number of design parameters is so large
that the design complexity arises if trial-and-error approaches or
Pareto-based MO optimisers are used.

2.1 Phase one: response surface modelling

Similar to most of the optimisation methods, MO-FFD begins by
identifying the design parameters and the design goals. The design
parameters of this topology include the longitudinal lengths of the
monopoles l1, l2, l3, and l4, the transverse widths of the monopoles
w1, w2, w3, and w4, and the distance between the lower edge of
the monopole and the upper edge of the truncated ground plane d.
The three design goals – minimised reflection coefficients between
3.1 and 10.6 GHz (F1), uniform peak gains over the targeted
frequency band (F2), and maximised fidelity factors [25] in the
E-plane and H-plane (F3) – are given by

minimise F1 =
∑
f[Fm

G f
( )∣∣ ∣∣3 (1)

minimise F2 = s.d.
f[Fm

G(f )
{ }

(2)

maximise F3 =
∑
u[um

FF(u, f = 0◦)+ FF(u, f = 90◦)
[ ]

(3)

where Γ( f ) and G( f ) are the magnitude of reflection coefficient and
peak gain at frequency f, respectively; Fm = {3, 4, 5, 6, 7, 8, 9, 10,
10.6 GHz} is the set of sampled frequencies. s.d.{G( f )} is the
sample standard deviation of G( f ). FF(θ, j) is the fidelity factor
between the time-domain input signal and the electric field
intensity signal measured by a virtual probe situated at the far field
along a specified direction (θ, j); θm = {0°, 30°, 60°, 90°, 120°,
150°, 180°} is the set of sampled directions. It is noted that the
power of ‘3’ at (1) is determined by seeking the balance between
the degree of wide impedance bandwidth and the degree of good

impedance matching. Additional studies on other exponents have
been conducted, and the results show that it is difficult to meet the
bandwidth requirement by using Σ|Γ( f )|2.

Once the pre-optimisation process has been performed, MO-FFD
purposely varies the design parameters at low level (−) and high
level (+) so that their influences can be statistically estimated.
Table 1 shows the chosen range of the nine design parameters.
Next, a 29–3 FFD of experiment is applied to this design problem.
Specifically, d, w1, l1, w2, l2, and w3 are chosen as the basic
variables, and the associated 26 full factorial experiment is
constructed. The state of the other three parameters, namely, l3,
w4, and l4, are assigned as l3 = d × w1 × l1 × w2, w4 = d × l1 × w2 ×
l2, and l4 = l1 × w2 × l2 × w3. As a result, the important main effects
of all the design parameters are estimated without confounding
with each other, and the precedence of important two-factor
interactions can be clarified by the hierarchy principle.

Subsequently, the responses of the resultant 64 antenna structures
are tested by computer simulation technology (CST) Microwave
Studio full wave analyser. The simulated results are readily
transformed to the parameters’ effects to see whether the design
parameters influence the design goals. More explicitly, the main
effect Ei of the design parameter xi is calculated by subtracting the
average response for xi being low level from the average response
for xi being high level. The two-factor interactions Eij is calculated
by subtracting the average main effect Ei for the parameter xj being
low level from the average Ei when xj being high level. On the basis
of such effect computations, 64 estimated effects from the 64
simulations for each design goal are thus obtained. According to the
sparsity-of-effects principle, only the significant main effects and
two-factor interactions are cast into the response surface models. The
inference of significance is drawn by repeated analysis of variance.
Afterwards, these significant effects are transformed into the
coefficients of the response surface model expressed as (see (4))
(see (5 and 6) at the bottom of the next page)

These response surface models explain the relationship between the
design parameters and the design goals. The efficacy of these
expressions can be examined by their R2 value, which represents
the percentage of the response variable variation explained by a
regression model. The resultant R2 for F1, F2, and F3 are 0.90,
0.76, and 0.82, respectively, which means that all the models
account for over 76% variability in this design problem.
Therefore, these models provide good prediction on the antenna
performances by substituting a specific combination of design
parameters. Moreover, they can be used to synthesise the desired
antenna performances.

Table 1 Ranges for the design parameters (millimetres)

Design parameter Low level (−) High level (+)

l1 1.0 4.0
l2 1.0 4.0
l3 1.0 4.0
l4 8.0 12.0
w1 0.5 3.0
w2 0.5 3.0
w3 0.5 3.0
w4 1.5 4.0
d 0.2 1.2

Fig. 1 Geometry of the benchmarking planar monopole antenna
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2.2 Phase two: MO problem solving

To simultaneously optimise the three design goals, the design
problem is formulated into a constrained programming problem

find: x∗ = argmin
x

F2(x)

subject to:

F1(x) ≤ 0.24

F3(x) ≥ 0.8
x [ {−1 ≤ xi ≤ 1}

⎧⎨
⎩

(7)

where x is the combination of all the design parameter xi which has
been normalised from the range in Table 1 to [–1, 1]. To cope with
such a non-linear and non-convex constrained problem, a series of
feasible solutions satisfying the constraints are first obtained by a
direct-search manner, and these feasible solutions are further
ranked by Derringer’s desirability functions. More explicitly, for
the minimisation-oriented objective F1, its value is transformed
into a dimensionless desirability d1 by

d1 =
1, F1 , 0.05
0.24− F1

0.24− 0.05
, 0.05 ≤ F1 ≤ 0.24

0, F1 . 0.24

⎧⎪⎨
⎪⎩ (8)

The functional graph of (8) is shown in Fig. 2a. It indicates that d1 =
0 if F1 is worst than 0.24; on the other hand, if F1 is better than 0.05,
then d1 = 1. Similarly, for the other minimisation-oriented objective
F2, its value is transformed into d2 by

d2 =
1, F2 , 0.5
0.8− F2

0.8− 0.5
, 0.5 ≤ F2 ≤ 0.8

0, F2 . 0.8

⎧⎪⎨
⎪⎩ (9)

As can be observed in Fig. 2b the value of F2 is converted into a
dimensionless d2 that varies between 0 and 1. On the other hand,
for the maximisation-oriented objective F3, the response is
transformed by

d3 =
0, F3 , 0.8
F3 − 0.8

0.85− 0.8
, 0.8 ≤ F3 ≤ 0.85

1, F3 . 0.85

⎧⎪⎪⎨
⎪⎪⎩ (10)

The functional graph of (10) is shown in Fig. 2c, which indicates that
if F3 is smaller than the acceptable lower bound 0.8, then d3 = 0; in
contrast, if F3 is larger than a satisfactory threshold 0.85, then d3 = 1.

After transforming the response of each design goal into the
individual desirability, the overall desirability D for a design is
defined as the geometric means of d1, d2, and d3; the design
having the largest D is thus the optimal. The associated parameters

for this optimised UWB antenna design are l1 = 2.38 mm, l2 = 4
mm, l3 = 4 mm, l4 = 11.3 mm, w1 = 2.98 mm, w2 = 2.94 mm, w3 =
3 mm, w4 = 4 mm, and d = 0.52 mm. The design is then verified by
the CST, and the simulated responses are F1 = 0.02, F2 = 0.72 dB,
and F3 = 0.84. Clearly, with the design methodology presented
above, an optimised impedance bandwidth along with a relatively
uniform gain and high fidelity is obtained in a very systematic and
efficient manner.

3 Numerical results

To facilitate assessing the MO optimisation capability of MO-FFD,
two reference antennas were developed for comparison purpose. The
first reference antenna is a single-objective UWB antenna designed
by optimising the impedance-matching criterion (1) only; neither

Fig. 2 Individual desirability function for the objective is

a Minimisation of F1

b Minimisation of F2

c Maximisation of F3
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uniform gain (2) nor high fidelity (3) was included in the design
goals. The other reference antenna was constructed by strength
Pareto evolutionary algorithm 2 (SPEA2) [26]. The design
parameters were also {d, w1, l1, w2, l2, w3, l3, w4, l4}, and the
fitness functions were again the expressions (1)–(3). More
explicitly, SPEA2 used a real-number coding, performing 60
iterations with a population size of 50 chromosomes. The mutation
was performed by adding noises to chromosomes with a
probability of 0.02, and the cross-over was done by the blend
cross-over (BLX)-α with α = 0.5 and a probability of 0.5 [27]. As
a result, a series of satisfactory designs on the non-dominated
solution set were obtained, and the optimum design can be
selected out of the Pareto front.

First of all, the simulated reflection coefficients of the optimised
antenna and the two reference antennas are shown in Fig. 3. The
performances between the three antennas are comparable; all the
antennas meet the 2 : 1 VSWR requirement in the frequency band
of 3.1–10.6 GHz. Nonetheless, if the second criterion – uniformity
of peak gain – is further considered, the peak gains of the
optimised antenna are more uniform than those of the two
reference antennas over the targeted frequency band. The
simulated peak gains are shown and compared in Fig. 4. The peak
gains of the optimised antenna are between 2.48 and 5.04 dBi; in
contrast, without the treatment of gain uniformity by (2), the peak
gain of the first reference antenna fluctuates within a much wider
range (1.79–6.03 dBi). Besides, the second reference antenna
designed by SPEA2 still has a larger range of peak gain variation
(2.02–5.61 dBi). Finally, the fidelity factors obtained for the
optimised design are shown and compared with those for the two
reference designs in Fig. 5. It can be seen that with the treatment
of pulse preserving by (3), MO-FFD greatly improves the fidelity
factor in most of the directions. More significantly, all the good

performances including good impedance matching, uniform gains,
and high fidelity factors are simultaneously obtained with merely
64 tests. In contrast, MO evolutionary algorithms such as SPEA2
are very time-consuming due to the necessity of numerous
iterations with a large population size. In sum, MO-FFD reduces
the design cycle by 97%.

4 Experimental verification

For verification purpose, the optimised UWB antenna structure was
fabricated and tested. A 50 Ω SubMiniature version A connector was
mounted to the test piece to measure the antenna performances;
moreover, the mismatch effect between the SMA connector and
the antenna structure was modelled in the following
high-frequency structure simulator simulations. The simulated and
measured reflection coefficients of the optimised antenna are
shown in Fig. 6. They exhibit good agreement in general. The
measured results confirm that the required impedance matching is
achieved over the interested frequency band.

The simulated and measured peak antenna gains including
mismatching loss are provided in Fig. 7. The measured gain
variation is <2.69 dB (2.51–5.21 dBi), which further verifies that
the EM radiation is quite stable throughout the operational
frequencies. In addition, the simulated and measured gain patterns
in the E and H planes at 3.5, 6.5, and 10.5 GHz are also exhibited
in Fig. 8. Good agreement between the simulated and measured
results can be observed, with the exception of slight deviation at
nearby θ = 180° due to the environmental constraint of the
anechoic chamber. Clearly, the EM radiation demonstrates
dipole-wise patterns. Nearly, omni-directional radiation
characteristics are observed; therefore, the optimised antenna is
highly suitable for UWB communication systems.

Fig. 3 Simulated reflection coefficients of the optimised antenna and those
of the reference antennas

Fig. 4 Simulated peak gains of the optimised antenna and those of the
reference antennas

Fig. 5 Simulated fidelity factors of the optimised antenna and those of the
reference antennas in the

a E-plane
b H-plane
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Finally, time-domain characteristics were also measured and
tested. A post-processed measurement was adopted to evaluate the
system fidelity factor [28, 29]. Two identical optimised UWB
antennas were separated by 400 mm inside an anechoic chamber
and assigned as the transmitting and receiving antennas,
respectively. The transmitting signal was selected as the
fourth-derivative of a Gaussian function

si(t) = A 3− 6
4p

T2
au

( )
t2 + 4p

T2
au

( )2

t4
( )

× e
−2p

t

Tau

( )2

(V/m) (11)

where A = 0.1 and Tau = 0.175 ns. After measuring the normalised
transfer function between the two antennas by a vector network
analyser, the output spectrum was computed by the multiplication
of the normalised transfer function and the Fourier transform of
the input signal. This output spectrum was readily converted into a
time-domain receiving signal by taking the inverse Fourier
transform. Finally, the system fidelity factor was evaluated by the
correlation coefficient between the transmitting and receiving signals

F(u, f) = max
t

�1
−1 si(t)so(t + t, u, f) dt

∣∣ ∣∣���������������������������������������1
−1 si(t)

2 dt
�1
−1 so(t + t, u, f)2 dt

√
⎛
⎜⎝

⎞
⎟⎠ (12)

where si(t) and so(t) are the input and output signals, respectively.
The measured fidelity factors for the optimised antenna system in
the face-to-face orientation are shown in Fig. 9. The average
fidelity factors for the E and H planes are 0.86 and 0.81,
respectively. Both planes show a good fidelity patterns. This

further validates that the optimised antenna does not distort the
transmitted signal significantly.

5 Conclusion

This paper presents an efficient methodology aimed for optimising
all the design requirements of UWB antennas. The significance of

Fig. 7 Measured and simulated peak antenna gains of the optimised
antenna (with mismatching loss included)

Fig. 8 Measured and simulated radiation patterns of the optimised antenna
at

a 3.5 GHz
b 6.5 GHz
c 10.5 GHz

Fig. 9 Measured system fidelity factors for two optimised antennas in the
face-to-face orientation

Fig. 6 Measured and simulated reflection coefficients of the optimised
antenna. Shown in the inset is the photograph of the fabricated prototype
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MO-FFD is two-fold. First, this technique greatly reduces the design
cycle; by applying MO-FFD to the design problem of a planar
monopole antenna, the optimised antenna structure is determined
with merely 64 tests even though the structure has nine design
parameters. Second, this technique is capable of overcoming all
the performance criteria of UWB antennas. Although the
requirements of impedance matching, uniformity of peak gain, and
the fidelity of time-domain signals are imposed into the design
process, MO-FFD obtains an optimum design with a VSWR < 2
bandwidth from 3.1 to 10.6 GHz, while maintaining a relatively
constant peak gain with slight variations (2.48–5.04 dBi) over the
targeted frequency band; meanwhile, the time-domain fidelity
factors are greatly enhanced. As the optimised antenna is operated
in transmitting mode, using an ideal probe having an isotropic
pattern as the receiving antenna shows enhanced fidelity factors in
most of the directions; the average fidelity factors in the E and H
planes are 0.88 and 0.84, respectively, indicating that the
correlation between the transmitting and receiving signals is very
high. On the other hand, if the receiving antenna is replaced by
the optimised antenna having dipole-wise patterns, the average
fidelity factors slightly decrease (average E-plane and H-plane
fidelity factors are 0.86 and 0.81, respectively), but the signal
correlation between the transmitting and receiving pulses is still
high enough for UWB applications. These results confirm that the
MO-FFD is particularly suitable for UWB antenna design.
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