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Electrical grids have long depended upon information infrastructures—
systems for exchanging information about electricity generation,
transmission, distribution, and use. But only in the last decade has the no-
tion of a "smart grid" captured the imagination of policymakers, business
leaders, and technologists. Smart grid promoters promise that informa-
tion technology' will simultaneously improve the efficiency, reliability, and
security of the grid. This article shows how these goals have come into ten-
sion as the grid's information infrastructure has shaped, and been shaped
by, government policies. It advances a three-part argument. First, digital
technology and digital utopianism played a significant and underanalyzed
role in restructuring the electricity industry during the 1980s and 1990s.
Second, industry restracturing encouraged utilities to deploy information
technology in ways that sacrificed reliability, security, and even physical
efficiency for economic efficiency. Third, aligning the many goals for a
smart grid will require heterogeneous engineering—designing socio-
political and technological worlds together.

Today's electrical grid powers smart phones, smart homes, and smart
cars. Yet the grid itself is not so smart. Most electrical grids cannot man-
age the intermittency of renewable energy sources like solar and wind,
so they must rely heavily on fossil fuels. As a result, the electricity sec-
tor produces more greenhouse gas emissions than any other sector
worldwide.' In the United States, 63 percent of the energy consumed
to produce electricity is lost to the inefficiencies of fossil fuel-burning
power plants. Another 5 percent is lost to transmission and distribu-
tion inefficiencies.^ Transmission and distribudon losses alone cost the
United States $21 billion in 2011.' Power outages have been increas-
ing in size and frequency over the past two decades, and numerous
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demonstradons have shown that the equipment running the electric
grid is vulnerable to cyberattack.

Today, governments around the world are trying to solve all of these
problems with a "smart grid." The United States Energy Independence
and Security Act of 2007 committed the nation to developing a smart
grid, defined as the "increased use of digital information and controls
technology to improve reliability, security, and efficiency of the elec-
tric grid."** The range of technologies that fall under the smart grid
umbrella is vast. It includes "smart" meters that help consumers shift
electricity use from times of high demand to times of low demand, elec-
tric vehicle charging stations that can provide ancillary services to the
grid, satellite-based wide area measurement systems, and many more
computer-managed systems.

Promises for the smart grid often ring of digital utopianism—the
belief that digital informadon and communications technologies will
revolutionize human affairs for the better. For example, in 2001 Wired
magazine—founded to promote digital utopianism—reported that "ev-
ery node in the power network of the future will be awake, responsive,
adaptive, price-smart, ecosensitive, real-time, flexible, humming—and
interconnected with everything else."^ In 2003 three key policymakers
promoted a smart grid in Foreign Affairs: "Rewiring the grid with ad-
vanced computer controls would allow power to be distributed more
efficiently, safely, and securely. . . . It would at once save energy, create
jobs, reduce emissions, and enhance American security."^ And today the
US Department of Energy explains how "a smarter grid works as an en-
abling engine for our economy, our environment and our future."'

To what extent can a smart grid fulfill the many promises of digital
Utopians? This article approaches this question by examining the smart
grid as an informadon infrastructure. Physical infrastructures connote
large and sturdy systems that enable the seamless movement of people
and goods across large distances. Similarly, information infrastructures
have come to connote the networks of computer and communications
technologies that allow people to easily seek, gather, and distribute in-
formadon on increasingly large physical and organizational scales. The
smart grid is a quintessential information infrastructure, a system de-
signed to enable power producers, transmission operators, distribution
systems, and consumers to exchange informadon seamlessly. Can this
infrastructure achieve all the goals of its participants—efficiency, reli-
ability, and security?

By exploring this question, this article builds on a sizable body of
scholarship about the relationship between information infrastructures
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and politics. Scholars began examining the politics of information infra-
structures in the 1990s, as access to the Internet began to skyrocket. Many
journalists, industrialists, and policymakers argued that the Internet
would transcend the nation-state, creating a political system based on
free enterprise and individual expression.* In perhaps the best scholarly
articulation of this view, legal scholars David Post and David Johnson
argued that cyberspace was a distinctive sphere of governance and that
citizens of this new space would develop their own rules of conduct.'

However, many other law scholars and political scientists have
critiqued digital utopianism for a tendency toward technological deter-
minism and a naïve understanding of politics.'" Lawrence Lessig and
Barbara Van Schewick are among those who argue that the Internet is
governed not by its users but rather by the private companies that con-
trol its architecture." In a similar vein, Tim Wu and Jack Goldsmith have
argued that nation-states continue to control the Web by governing the
private sector that controls the Web's architecture.'^

The field of science and technology studies has analyzed the politics
of information infrastructures from a somewhat broader perspective,
including systems that preceded digital technology and the Internet.
For example, Geoffrey Bowker and Leigh Star have discussed how
scientific and professional information infrastructures—systems for stor-
ing, standardizing, and classifying data—tend to enforce a particular
worldview by defining what can, and cannot, be stated." Today we have
a rich literature examining the politics of information infrastructures in
scientific practice.'*

This article extends past work by examining the politics of a unique
kind of information infrastructure, one that controls a physical infra-
structure. Such computerized industrial control systems (ICS) are
ubiquitous. They run petroleum refineries, water treatment plants, and
myriad other industrial systems. But the information infrastructure that
controls the electrical grid is perhaps the consequential ICS, because
virtually all other sectors of society depend upon it. Thus, the informa-
tion infrastructure that controls the grid has tremendous potential to
advantage some groups at the expense of others—in short, it has tre-
mendous potential for politics.

Historians such as Richard Hirsh and Thomas Hughes have provided
excellent accounts of how the grid's physical infrastructure shaped,
and was shaped by, politics.'"^ But historians have yet to explore how
the grid's information infrastructure has shaped, and been shaped by, a
changing political and regulatory regime. This article aims to fill this
niche, using industryjournals such as Electric Utility Week, Electric Utilities
Eortnightly, publications of the Institute for Electrical and Electronics
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Engineers (IEEE), and government databases to track changing uses
of and justificadons for using information technology to control the
electrical grid.

In discussing the evolution of the grid's informadon infrastructure,
I draw upon historian Gabrielle Hecht's notion of a "technopolidcal
regime"—a system of ardfacts, experts, organizations, policies, and
paradigms that simultaneously produce technical and polidcal power.'̂
Thomas Hughes and Arne Kaijser have emphasized that the intertwining
of so many complex technological and social elements makes techno-
political (or "sociotechnical") systems difficult to change." Similarly,
this árdele demonstrates challenges to making the grid's information
infrastructure truly "smart"—that is, simultaneously economical, physi-
cally efficient, reliable, and secure.

I advance a three-part argument. First, digital technology and its
proponents played a significant and underanalyzed role in helping to
restructure the electricity industry during the 1980s and 1990s. Second,
industry restructuring encouraged the udlities to develop and deploy in-
formadon technology in ways that tended to sacrifice reliability, security,
and even physical efficiency in favor of greater economic efficiency.'*
Third, aligning the many goals for a smart grid will require far more
than digital technology. It will also require heterogeneous engineering—
designing both sociopolitical and technological worlds together.'^

The remainder of this article has four parts. First, I briefiy discuss
how the grid's informadon infrastructure evolved in the early and
mid-twentieth century. The udlides designed and used informadon tech-
nology to centralize and expand power producdon, thereby increasing
both economic and physical efficiency. Large, special-purpose, central-
ized computers supported, and were supported by, a regulatory structure
that allowed utilides to operate as verdcally integrated monopolies.

In a second section, I discuss how this regime changed in the 1970s
as environmentalists, regulators, and the nadonal security establish-
ment all began to challenge the utilities' emphasis on large-scale
centralized power production. The changing regulatory environment
encouraged utilities to use new kinds of informadon technology, such as
microprocessors and computer networks, to manage more distributed
resources. Conversely, promises for the "microprocessor revoludon" and
the Internet encouraged many regulators, economists, and engineers to
press for a more compeddve, restructured electricity industry.

A third secdon discusses some of the limitadons and unintended con-
sequences of the new technopolitical regime: increased efficiency came
at the expense of reliability and cybersecurity. Amid growing concerns
about not only energy efficiency but also the reliability and security of
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the grid, policymakers and industry representadves began to argue that
a "smart grid" represented a soludon to all of these challenges. A fourth
and concluding secdon briefly discusses some of the technopolitical
challenges to aligning the many goals of the future smart grid.

Informadon for Regulated Monopolies

The grid's early information infrastructure was shaped by intertwined
policies, organizadons, and paradigms that together encouraged ever-
expanding production and consumption of electricity. As historians
such as Thomas Hughes and Richard Hirsh have discussed, in the late
nineteenth and early twenüeth centuries, most udlides operated as verd-
cally integrated companies that generated, transmitted, and distributed
electricity. They gained economies of scale and scope by increasing the
size of their generators and networks.̂ "

One reason that large networks offered economies of scope was that
udlides needed to keep electricity generadon and demand almost per-
fectly equal at all times. Thus, they could gain efficiency by increasing
the load factor, defined as the ratio of the average load to the maximum
load in a specified period of time. If the load factor is precisely one,
then the system is constantly used at full capacity. By contrast, if a udl-
ity has a very small load factor, then it must maintain capital-intensive
equipment to achieve peaks but then let that equipment sit idle most of
the dme.-'

In the late nineteenth century, utility managers realized that they
could reduce the load factor by expanding their networks and shap-
ing patterns of consumpdon. For example, since industrial users have
a relatively stable usage pattern, the udlides offered them compeddve
rates that would discourage them from invesdng in their own cogenerat-
ing facilides—that is, facilides that produce both electricity and steam.
Udlities were better able to level their load curves as they expanded
their networks, integradng industrial and residendal areas into a single
network. During World War I, different udlides began interconnecdng
their networks to meet wartime manufacturing demands, and such in-
terconnecdons condnued to increase in the 1920s.̂ ^

Udlity companies also gained economies of scope by increasing the
number of generators available to them and thereby opdmizing the
mix of power generation. In "economic dispatch," companies turn on
the cheapest sources of power first and the most expensive sources last.
For example, hydroelectric power tends to be reladvely constant and
cheap. Utility companies only add more expensive power sources as
demand grows. '̂
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In the early twentieth century, utilities managers argued that all of
these economies of scale and scope made utilities natural monopolies.
Managers successfully pressed for regulatory regimes that would guaran-
tee them a return on expensive investments and enable them to expand
their systems. By 1922 thirty-seven states regulated udlity companies,
and in 1935 the Federal Power Commission gained responsibility for
regulating interstate electricity commerce.^*

Importantly, utilities could only gain economies of scope by gathering
and using informadon to manage electricity generadon, transmission,
and distribution.^* For example, long-distance, high-voltage transmis-
sion lines enabled utility companies to bring cheap hydroelectric power
to cities, but these long lines could introduce instabilides in power
systems. MIT engineers developed analog computers ("mechanical
brains") that could simulate the behavior of electrical networks with
miniature transmission lines, transformers, and other devices.̂ '̂  As
power-generating stadons grew more complex, including more and
more generadon units, many companies also began using computers
to plan for the most economic dispatch, thereby making their systems
more efficient. '̂

In the late 1950s and early 1960s utility companies increasingly used
computers not only to plan grid operadons but also to control power
systems on increasingly large scales. The engineers who developed such
"process control" computers drew upon traditions of analog comput-
ing, but many were also influenced by the new field of electronic digital
computing.^* In what came to be called supervisory control and data
acquisition (SCADA) systems, both analog and digital process control
computers were used to manage industrial systems in a more central-
ized, coordinated way.̂ ' SCADA systems were critical to running nuclear
power plants, and electrical power companies were the largest single
purchaser of process control computers by 1964. The same year the
New York Times noted that "process control computers, the blue-collar
cousins of the more glamorous white-collar data processing computers,"
were becoming "big business," with sales growing at a rate of 30 percent
per year.'"

Informadon technology enabled utilides to gain ever greater
economies of scale and scope and thereby increase electricity produc-
tion—and profits. A 1965 feature article in IEEE Spectrum explained
the need to computerize power plants: "With the present increasing
demand for electrical power, the trend is toward larger capacity and
more complex turbine-generators. . . . The instrumentation, recording,
alarm systems, and the remote controls to enable the plant to be oper-
ated from the control room under very adverse condidons will produce
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a mass of data too great for one operator either to act upon or compre-
hend."" A manager at General Electric explained that the computers
were needed because large generation plants were becoming too com-
plex for human operators to manage: "An operator today would have
to have a fantastic memory and a pair of roller skates to duplicate the
ability of a computer to effectively analyze 1,200 bits of information ev-
ery fifteen seconds, as will be done with future power stations."'^ The
size of generators condnued to rise through the 1960s, and the utilities
argued that these increasingly large sources of power—many of them
nuclear—would enable economies of scale. Utility companies also used
computers to manage economic dispatch."

In the 1960s Americans generally accepted that automation was
worthwhile because it enabled expanded electricity generation and con-
sumption. For example, the New York Times emphasized "the importance
of the computer in speeding up the production and distribudon of elec-
tricity."'* It also explained that automation was important because the
"continued growth of electric utilities is becoming about as certain as
death and taxes."''

Importantly, the utilities made the grid smart for economic efficiency
but not necessarily physical efficiency. To be sure, larger turbines and net-
works could improve the physical efficiency of power production and
distribudon. But as Richard Hirsh and David Nye have noted, utility
companies promoted increased consumption, advertising electricity as a
necessity of modern living.""' Between 1920 and 1973 electricity demand
grew at an average annual rate of 7 percent, despite a dip during the
Great Depression. At a time when natural resources seemed unlimited,
it seemed natural to increase electricity use and related improvements
in living standards. Additionally, continued growth enabled utilities to
condnually decrease the cost of electricity The real price of electricity
fell steadily, dropping from about 320 cents per kilowatt hour in 1890
to 7 cents per kilowatt hour in 1970 (costs in inflation-adjusted 1986
dollars)." Informadon technology was a central part of this transition,
allowing the udlides to build ever larger generators and more complex
networks, increasing economic efficiency.

Information for Free Markets
Toward the "Distributed Utility"

In the late 1960s and early 1970s the udlides began to confront
limits to economies of scale and scope. Rising prices of electricity, re-
liability problems, the environmental movement, and anxieties about

J
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"energy security" all contributed to the decline of the "natural mo-
nopoly" paradigm. Hirsh has argued that the utilities' "technological
stasis"—their failure to innovate—created pressures to make the indus-
try more competitive.'* What has been less appreciated is the critical
role that information technology played in the changing regulatory
regime. The utilities responded to the changing regulatory environ-
ment by developing smaller and less centralized forms of electricity
generation, something that only became economical with the rise of
microprocessors and computer networks.

Reliability challenges led to some pressures for decentralized power
generation. In 1965 the US Northeast and parts of Canada experienced
a blackout that left 30 million people without power. It was the worst
blackout that North Americans had yet experienced." A Federal Power
Commission (FPC) report on the blackout recommended that the utili-
ties "intensify the pursuit of all opportunities to expand the effective use
of computers."*" It also emphasized that the "distribution of generation
and its location closer to the load centers . . . should strengthen the
network in the future by reducing some of the need to transport power
over substantial distances."*' New kinds of information technology be-
came critical to more distributed energy generation.

Much of the impetus for more distributed forms of generation and
energy management came from anxieties about "energy security" in the
1970s.*̂  The 1973 Yom Kippur war and oil embargo prompted concerns
about the United States' dependence on foreign oil. Some analysts ar-
gued that energy security was not only about dependence on foreign
oil but also about worldwide resource limits.*' The energy consultant
Amory Lovins emerged as an influential advocate of what he termed the
"soft path" to energy security. Rather than seeking economies of scale
through more production and consumption, Lovins advocated using
energy more efficiently. Furthermore, he opposed the development of
more large, centralized, and nonrenewable sources of power, including
nuclear, coal, and oil power plants. He argued that the centralization
of both physical and social power represented the "hard path" to en-
ergy security, one that increased risks of large-scale power outages and
pollution. He advocated decentralizing both social and technological
forms of power through technologies such as solar, wind, and cogenera-
tion facilities (plants that use waste heat from gas-, oil-, or coal-burning
generators to heat nearby buildings). Lovins argued that the soft path
would increase efficiency, reliability, and security.**

Significantly, Lovins drew analogies between energy systems and
computer systems. He argued that large, centralized energy production
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facilities were much like mainframe computers, which "failed often and
expensively," were "harder to understand and repair than small systems,"
and raised concerns about data security and vulnerabilides.*^ Writing in
the early 1980s, he pointed to the rise of distributed computing, with its
reliance on smaller computers that could "fail more gracefully. """̂

Lovins's vision was partly realized as a changing regulatory envi-
ronment encouraged more decentralized power generadon. The
Environmental Protecdon Agency, created in conjuncdon with the
Clean Air Act of 1970, began to regulate utilides' emissions of pollutants
and to require environmental impact statements. In 1977 the Federal
Power Commission was given expanded responsibilides as the new Fed-
eral Energy Regulatory Commission (FERC). In 1978 the Public Udlities
Regulatory Policies Act (PURPA) gave FERC authority for overseeing a
new program that encouraged generation from small power generators
such as wind farms, solar farms, and industrial cogeneradon facilides.*'
PURPA required power companies to purchase energy from such qual-
ifying facilides (QFs) at the udlity's "avoided cost." In principle, state
regulators set the "avoided cost" to the amount that it would cost the
utility to produce the same amovmt of electricity, but in pracdce, some
states set the avoided cost at a higher rate. Between 1978 and 1996 non-
udlity generators expanded their share of the US electricity supply from
just 3.5 percent to 11 percent.''*

PURPA helped to decentralize some electricity generation both di-
rectly by nurturing small power producers and indirecdy by forcing
utihties to adopt a new business strategy. In the 1980s the majority of
new generating capacity came from nonutility generators, while energy
efficiency efforts reduced the andcipated growth of demand for elec-
tricit)'. Although udlides had invested in nuclear and other large power
plants in the 1970s, these plants proved to be unnecessary because of
the rise of nonudlity generators and slow growth of demand. Many state
regulators refused to pass on the expense of the new plants to rate-
payers. For example, a five-billion-dollar nuclear power plant in New
York became an expensive white elephant. Recognizing that large power
plants represented a risk, utilities began invesdng in smaller and more
distributed forms of energy generadon.*^

Significandy, the use of more decentralized forms of energy genera-
tion necessitated more distributed forms of information processing to
manage ebbs and flows of electricity. One engineer explained that dis-
tributed information processing offered the udlides "local opdmization
and data concentration, reducing the burden on the system operator
while enhancing system performance."-^" While some udlides continued
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to use the large, special-purpose, centralized computers of the 1950s
and 1960s, purchases of standardized microprocessor-based comput-
ers tripled every year in the mid-1980s."' These small computers could
be used to manage more distributed energy resources. One power sys-
tems engineer explained the "distributed udlity" concept: "Dispersed
modular resources are installed in different locations of the network,
generally near the point of end use, to reap additional benefits. The
resources in quesdon may be small modular generation and storage
technologies such as photovoltaics (PV), wind generators, fuel cells,
battery storage, diesel engines, and perhaps demand-side management
(DSM) measures.""^ In demand-side management programs, udlities
used "smart" meters—devices that could measure electricity usage on
an hourly basis—and time-of-use pricing plans to encourage users to
shift power consumpdon from times of high demand to times of low
demand. Utilides also offered large industrial customers lower rates
around the clock if they would allow udlities to direcdy control some
heavy loads and shut them off at dmes of high demand."' These pro-
grams both decreased the costs of producing electricity (by prevendng
the need to add more expensive electricity sources) and increased phys-
ical efficiency (by reducing grid congestion and in some cases overall
electricity demand).

The distributed udlity might seem to represent Lovins's "soft energy
path," with the decentralizadon of both social and technological power.
However, it is important to note that udlities viewed it primarily as a
means for the dominant power producers to retain market control in
the face of regulatory uncertaindes and increased compeddon. In 1988
the inaugural volume of Computer Applications in Power explained that
distributed information processing was needed because udlity "opera-
tions are becoming more complex due to . . . more cogeneradon and
nonutility generators, and increased compeddon.""* To prevent addi-
donal losses in sales and growing complexity, utilities actively worked
to dissuade industrial electricity users from developing their own co-
generation facilities."^ And in 1992 the executive director of California's
Independent Energy Producers Associadon expressed "a high degree
of suspicion" that the udlides were using DSM "to suppress the need
for adding new independents, and then later in the decade will be in
the mode of repowering their own plants.""^ In other words, nonutility
power producers feared that demand-side management was part of the
udlities' strategy for crushing the competition. Utilides were more than
willing to decentralize the technological producdon of electricity but
were displeased about decentralizing the ownership of generadon.
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The Microprocessor Revolution: A New Regulatory Order?

Just as the changing regulatory environment encouraged new uses of
information technology, new kinds of informadon technology served as
the rationale for what congressional researchers dubbed "a new regula-
tory order."*' In the early 1980s many researchers, policymakers, and
udlities executives began arguing that microprocessors and computer
networking could enable a more competitive market structure, reduc-
ing or eliminating the need for regulators to establish market prices.
For example, a team at MIT's Energy Lab argued that regulators should
introduce more competidon, explaining that "recent breakthroughs in
microelectronics are a significant portion of what enables electric power
to be removed from the category of a 'natural monopoly.'"**

The Electric Power Research Institute (EPRI), a research and devel-
opment organizadon formed by the Edison Electric Institute in 1972
and located in the heart of Silicon Valley, helped to create a policy dis-
course that verged on digital utopianism.*' For example, in 1989 the
president of EPRI argued: "Silicon science . . . offers important promises
for helping our customers enhance their productivity and competitive-
ness with smarter and more efficient electrotechnology . . . Promises for
the electricity customer, and promises for the electric utility business.
Promises that I'm confident will be realized as we celebrate the begin-
ning of the new millennium."''"

Similarly, Kurt Yeager, the head of EPRI's Generation and Storage
Division, promised: "The microprocessor revoludon will join with
and spur all other technological innovations in the next few decades.
It is both building block and mortar in creating the Second Electrical
Century." In rhetoric that rang of digital utopianism, Yeager empha-
sized that microprocessors offered both technological and economic
opportunides. For example, he explained that "microprocessor tech-
nology holds the promise of opening interactive communicadons with
customers to help establish better control and more precise targedng of
services." He claimed that microprocessors would offer electric utilities
"both social and business advantages and at the same dme protect the
environment," creating "a win-win opportunity for our nation and the
world, and the only way to meet the challenge of a sustainable future."*'

Public utilities commissioners in some states began urging utili-
ties to deploy microelectronics in ways that enabled more consumer
choice. For example, a member of California's public utility commission
argued that the utilities' load control methods were "heavy-handed" be-
cause they allowed utilities to cut off electricity supply at times of peak
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He argued that utilities should adopt spot pricing systems that
were enabled by new information and communicadons technologies.

Some utility managers and economists were skeptical about efforts to
transform markets, and especially retail markets, with microprocessors.
They emphasized that consumers might not respond to price signals by
shifting their usage from dmes of high demand to low demand. They
also explained that uncertainties about the marginal price of electricity
would make it difficult to send consumers accurate price signals.* '̂

Utility managers were more receptive to the creation of competitive
wholesale markets. They argued that nonutility generators should be
forced to bid competitively for electricity sales rather than being prom-
ised generous rates by state utility commissions. Addidonally, udlides
with excess generating capacity wanted the opportunity to sell electricity
outside of their immediate area, where they might gain a better price.

Many regulators were persuaded by promises for new digital technol-
ogy. For example, the chairman of the Illinois Commerce Commission,
Philip R. O'Connor, suggested that the utilities should "use the advanced
information handling capabilides of computers to facilitate market-based
transactions between utilities." He explained: "In a brokerage-auction
market, voluntary buy-sell agreements between companies occur on an
ongoing basis, allowing the most efficient generating units to be used
most often. Existing computer technology provides the informadon
management necessary to make a complex power market feasible."^*

In the early 1980s several states began experiments in competitive
bidding from nonutility generators, and federal regulators began to ex-
periment with wholesale competition for electricity generadon among
the utilities. These exchanges relied upon new uses of information tech-
nology, such as electronic bulletin boards and computer networks.®
Although the utilities had traded among themselves for decades,
most exchanges were planned well in advance. Last-minute changes
were managed bilaterally through phone calls. By contrast, computer
networks could centralize markets by including more utilities in the bar-
gaining process. '̂'

When the 1991 Gulf War renewed concerns about energy security,
wholesale competition finally moved from the stage of regional exper-
imentadon to nadonal policy. The 1992 Energy Policy Act authorized
the Federal Energy Regulatory Commission (FERC) to require that utili-
ties make their transmission lines available to electricity generators that
wanted to sell wholesale power to distributors. FERC acted aggressively
on its new authority, and public utilities commissions in many states
went further by requiring utilities to divest their generation assets. '̂
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The Federal Energy Regulation Commission encouraged utilities
to form nonprofit independent system operators (ISOs) or regional
transmission operators (RTOs) to manage centralized spot markets and
coordinate grid operations. Here again, information technology played
a key role in the new regime. The ISOs/RTOs used computer networks
(often the Internet) to create a centralized spot market on a day-ahead
and hourly basis. In the new scheme, generators would bid to supply
electricity at particular times, and the ISOs/RTOs would use these bids
to manage economic dispatch for the system."* Today the US electrical
grid is primarily controlled by seven different ISO/RTOs, controlling
about two-thirds of the US energy supply'''

Some industry representatives, especially those in the burgeoning
world of Internet startups, argued that information technology should
be used to introduce retail competition as well as wholesale competition.
They noted that competition in generation did not offer customers the
information needed to participate in the electricity market and that the
generators could potentially collude to drive prices up. The president
of one Internet company argued that the solution to the "cartel power
of generators. . . clearly lies in technology. Via the Internet, companies
like ourselves can provide technological tools that enable consumers
rather than generators to set electricity prices, even at those times of
system peak."™ Similarly, the CEO of an Internet startup called Nexus
Energy Software promised the US Congress that "the Internet can be
a powerful tool for consumers in deregulation."^' In the late 1990s and
early new millennium, several states began to offer retail choice.

Beyond Utopianism: Limitations and Trade-offs

Trading Reliability for Efficiency

Throughout the debate about electricity industry restructuring, ad-
vocates of a new regulatory order likened electricity to other kinds of
markets. For example, O'Connor advocated the "creation of an auction
market [for wholesale electricity] utilizing available computer technol-
ogy now at work in exchange markets ranging from stocks and bonds to
commodities to natural gas."'̂  Similarly, the chairman of Westinghouse
explained to an industry group: "It's wholly practical to treat elec-
tricity as a commodity. . . . We can build computers that are intelligent
enough to make load management decisions in response to spot mar-
ket prices that change every few minutes."" But engineers warned
that electricity was a unique kind of commodity because it was used at
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almost precisely the instant it was produced. They warned that turning
the grid into a free market could create uncertaindes and instabilities,
undermining reliability.

For example, in 1989 the Edison Electric Institute released a re-
port warning that industry restructuring "could have very serious and
far-reaching engineering and reliability impacts." In order to make
wholesale markets competitive, generators would need to use other com-
panies' transmission lines to "wheel" electricity to any distributor willing
to buy it. This would increase the number of interacdons between each
generator and distributor, increasing uncertainties and the interactive
complexity of the system. The insdtute warned that these increased
uncertainties and complexity would force the utilides to plan more
conservatively, increasing overall costs. The only alternative was to allow
increased uncertainties and volatility to reduce reliability. The institute
also warned that the physical efficiency of the system would decrease
because of problems with loop flows, in which "power flows over circuits
owned by many different systems before reaching the intended buyer."'*

Similarly, the IEEE vice president for acdvities filed the organiza-
tion's response to FERC's proposal for deregulation, explaining, "We
do not subscribe to procedures that limit the engineer's role to system
design while leaving economic evaluadons of alternadve insdtutional ar-
rangements to the economist." The insdtute underscored "fundamental
differences between electric systems in which the product must be pro-
duced at the instant it is needed, and other production and distribution
systems," the "importance of reliability in the supply of electricity and
the economic costs of declining reliability," and other "unique character-
istics of electric power systems" that required engineering knowledge.''
At a 1986 conference on deregulation, a professor of electrical en-
gineering was asked to address the question of whether the physical
infrastructure to support dereguladon existed. He answered with a one-
word slide: "No."'̂

Multiple congressional studies took note of these warnings from the
engineering community and underscored the potendal challenges for
reliability." Nonetheless, the US Congress turned the grid into a market-
place in the 1990s, leaving the engineering community to sort out the
challenges of maintaining reliability. The advent of nationwide whole-
sale markets increased interactions between parts of the grid that had
formerly been disdnct, creating more opportunides for what Charles
Perrow has called a "normal accident."'^

Many engineers sought solutions to the reliability challenge in
digital technology. In fact, the term SMART Crid—an acronym for
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Self-Managing and Reliable Transmission Grid—was first introduced
in 1997 to discuss ways of managing the reliability challenges of the re-
structured electricity market. The article, published in TKF.F Computer
Applications in Power, explained: "As open transmission access is becom-
ing a reality, a major concern of electric power utilides is to maintain
the reliability of the grid. Increased power transfers raise concerns
about steady-state overloads, increased risks of voltage collapses, and
potential stability problems. Strengthening the protection and con-
trol strategies is what udlides must do to prevent a locid problem from
spreading to other parts of the grid." The árdele argued that the falling
cost of microprocessors made it feasible to deploy "smart devices" with
"advanced algorithms to make local decisions based on local measure-
ments" throughout the grid. Such smart devices would "form the line of
defense at the low level and offer the most advanced protecdon schemes
that use local information.""

Thus, by the late 1990s, engineers were seeing microprocessors as
something that could improve reliability as well as efficiency. But in
pracdce, it seems that many udlities were more inclined to use informa-
don technology to improve their economic efficiency rather than their
reliability. Utilities had strong economic incentives to use information
technology for economic gains rather than reliability. Even as industry
restructuring increased the volume of electricity wheeling through the
grid, udlities reduced their investments in the grid infrastructure and
tried to use informadon technology to get more capacity out of exist-
ing infrastructure. In the early 1990s one group noted that industry
restructuring, "increased competition, and societal pressure to pursue
operadng methods that are more economically and environmentally
acceptable" were all pushing "the industry to increase the udliza-
don of the existing system in contrast to building or upgrading T&D
[transmission and distribudon] capacity."*" Another engineer noted
that "improvements in computers, communicadons and controllers"
enabled udlides to operate "the grid closer to its limits," with a high
"economic payoff."*' Unfortunately, by operadng large areas closer to
margins of error, udlides also risked failures on an even larger scale, and
blackouts increased in frequency and size through the 1990s and early
new millennium (figure 1).*̂

Udlities had the freedom to sacrifice reliability for economy because
regulators had no authority to enforce reliability standards. The North
American Electric Reliability Council (NERC), a group established in
response to the 1965 blackout, formulated voluntary reliability stan-
dards, which FERC could recommend to the industr)'. However, NERC's



463

* Power outages affecting
50,000+ customers

• Power outages over 100
MW

20

Figure 1. Increasing number of large-scale power outages. Data from Amin, "US
Electrical Grid Gets Less Reliable."

recommendadons tended to reflect industry preferences for economy,
not policy priorides such as reliability, and neither NERC nor FERC had
authority to enforce reliability standards.*'

Trading Cybersecurity for Efficiency

The growing use of standardized microprocessors and personal com-
puters also contributed to new concerns about cyberattacks. In 1988
the very first issue of IEEE Computer Applications in Power predicted that
with the rise of interconnected, standardized computers, "data secu-
rity will also become a greater risk." It explained: "Widespread service
interruptions can result from 'willful acts' by saboteurs with computer
experdse. . . . It will be necessary to put greater emphasis on security-
related problems in tbe future."*"

Concerns about computer viruses and attacks on the electricity infra-
structure condnued to grow after the 1993 effort to destroy the World
Trade Center and the 1995 Oklahoma City bombings. Not long after
the Oklahoma City attacks. President Bill Clinton commissioned a study
of critical infrastructure security. In 1997 the President's Commission
on Cridcal Infrastructure Protecdon noted: "Today, the right command
sent over a network to a power generating station's control computer
could bejust as devastating as a backpack full of explosives."** The report
expressed concern about the growing use of standardized informadon
technology in the electrical grid and other cridcal infrastructures and
recommended that the federal government increase funding for cyber-
security research.**̂
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This recommendation sparked considerable research on ways to
increase the resilience of electricity networks. Once again, engineers
sought solutions in microprocessor and network technologies. For ex-
ample, in 1999 EPRI and the Defense Department began sponsoring a
study on complex interactive networks and systems. EPRI's final report
argued that the grid would become more secure through a number of
"intelligent" mechanisms, such as "adaptive islanding," in which parts
of the grid would be cut off from compromised parts of the grid to
protect their integrity, and "self-healing," in which algorithms would
slowly bring the grid back to its normal state and optimize its operation
after an attack."

The terrorist attacks of September 11, 2001, only amplified con-
cerns about the security of the nation's cridcal infrastructure. In 2002
a National Research Council study on the role of science and technol-
ogy in combating terrorism advocated combating the "insider threat"
to power systems by developing and deploying "smart controls . . . that
limit the manipulation of the system outside normal operating set-
tings—perhaps utilizing artificial intelligence or redundant controls."***

Although EPRI conducted considerable research into computer se-
curity as well as the Y2K problem, most utilities denied any serious risk.
In 1999, when a hacker group called LOpht claimed that it could shut
down the electrical grid, a spokesperson for the Edison Electric Institute
responded that hacking was a "minimal issue," because utilities had
computer firewalls. However, security experts argued that firewalls were
a "Maginot Line" and that the udlities should be using encryption—
something they did not do.*^ In 2004 the General Accounting Office
showed that the number of attempted security breaches on critical infra-
structures was increasing with the growing use of more economical and
standardized commercial off the shelf (COTS) hardware and software.'"

Utilities could be lax about cybersecurity because regulatory agencies
had no authority to enforce standards. While FERC was overseeing in-
dustry restructuring, it had no authority over cybersecurity standards.
In the wake of the September 11 attacks, the Department of Homeland
Security (DHS) was created and given responsibility for critical infra-
structure protection, but it did not gain the authority to mandate
private-sector changes.''

The "Smart Grid" Paradigm Emerges

Early in the new millennium, policymakers, industrialists, and envi-
ronmentalists began to argue that a "smart grid" would solve all of the
grid's woes—rising costs, greenhouse gas emissions, unreliability, and
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cyberinsecurity. In June 2003 a group of business, labor, and environ-
mental organizations founded the Energy Future Coalition (EFC) to
help build political coalitions around technologies that could improve
the energy efficiency and security of the United States. The EFC argued
that a smart grid "could boost the economy, reduce the impact of en-
ergy production and consumption on the en\'ironment, and enhance
the security of the network," and it pointed to work by EPRI.'̂  The fol-
lowing month, a group of policymakers who worked with the EFC and
had long pressed for market solutions to the problem of climate change
published similar arguments in Eoreign Affairs. They also noted: "Public
recognition that the electricity network is inefficient and shockingly vul-
nerable to disruption and attack is the first step toward building support
for a 'smart' grid.""

These final words were prophetic, for just one month later, the largest
blackout in North American history hit the United States and Canada,
affecting about 50 million people and leaving some areas without power
for four days.'* In the days and weeks following the blackout, scientists,
engineers, and policymakers increasingly called for more "smart grid"
technology.'̂  For example. New Jersey governor James McGreevy argued:

The current grid works like an old telephone switchboard, but a
smart grid would function more like the Internet. It would move us
away from the centralized power-plant model and allow the wide-
spread use of smaller, cleaner and more decentralized sources of
power like fuel cells or solar panels. A smart grid would also be self-
healing—using digital data and computer systems to seamlessly
and automatically route power around problem areas.

By making our energy use more efficient, the smart grid would
also make electricity more affordable and would reduce the num-
ber of cosdy and polluting power plants that we need to construct.
Finally, the ability to easily plug decentralized renewable energy
into the grid would be a major step toward weaning our nation off
of fossil fuels."*

Thus, in the early 2000s the smart grid came to represent the future
solution to all of the grid's woes. It promised to improve economy, physi-
cal efficiency, reliability, and security.

Yet, as we have seen, the grid had been getting "smart" for a long time.
And while digital technology helped to enable a new regulatory regime,
it has yet to revolutionize the electricity industry and achieve all of our
goals for the grid. In fact, scholars continue to dispute whether informa-
tion technologies designed to achieve free markets actually improved
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Figure 2. Efficiency of the US electricity grid, 1950-2010. Plot based on data pro-
vided by the Energy Information Administration.

economic efficiency.'" The transacdon costs of the restructured industry
are significant. For example, the start-up costs of the California ISO have
been estimated at $1 billion, and its annual budget is about $200 mil-
lion.̂ * The facility proved to be more challenging to build than inidally
expected and was opened late.̂ ^ Retail electricity prices have condnued
to climb in many states.'"" The electricity market remains incomplete
due to regulatory fragmentation. FERC has authority to establish the
wholesale market structure, but state udlity commissions have author-
ity over retail markets. While some states have offered consumers retail
choice, many have not. And in practice, relatively few residendal cus-
tomers enjoy the sophisticated tools needed to make real-dme decisions
about electricity usage. The relatively inflexible demand for electricity
was one reason that a few companies were able to manipulate western
electricity markets in 2000 and 2001, rapidly increasing wholesale elec-
tricity prices, creadng blackouts across California, and bankrupting two
of California's largest electric udlities.'"' While information technol-
ogy enabled industry restructuring, it is not clear that this brought the
promised gains in economy.

It is also unclear to what extent the current market structure has in-
creased physical efficiency. Demand-side management programs have
certainly decreased peak electricity demand, lowered costs, and in-
creased physical efficiency all at once. But as increasingly large volumes
of electricity have been traded across the grid in wholesale markets,
operators have struggled with increasing congesdon and loop flows.'"^
The new regulatory environment discouraged udlities from investing in
transmission infrastructure. Physical efficiency increased in the 1970s
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Cost of wasted energy

Figure 3. Energy wasted due to transmission and distribution losses. Plot based
on data provided by the Energy Information Administration. The cost of the
energy is estimated based upon the average retail rate. Since retail costs and
transmission losses both vary in location-specific ways and are likely to be posi-
tively correlated, this is likely a low estimate.

and 1980s but leveled off in the 1990s (figure 2). Both the amount
and cost of energy wasted in transmission and distribudon have grown
significandy since restructuring (figure 3).

While it is unclear just how much distributed and networked udlides
increased efficiency, it is clear that the new informadon infrastructure
has entailed trade-offs between the goals of efficiency, reliability, and
security. Here again, social institutions have played a cridcal role in mak-
ing the grid smart for some purposes but not for others. When FERC
was overseeing the process of restructuring in the 1990s and early new
millennium, it had no enforcement authority for either reliability or
cybersecurity. That began to change in the wake of the 2003 blackout.
The Energy Policy Act of 2005 aimed to make NERC more indepen-
dent of the electricity industry, and it empowered FERC to establish and
enforce reliability standards. The act made cybersecurity standards a
part of reliability. In 2009 the American Recovery and Reinvestment Act
awarded grants for smart grid research and development, with the re-
quirement that all grantees develop a plan for managing cybersecurity.

Nonetheless, a recent report by the Department of Energy (DOE)
inspector general found that thirty-six of ninety-nine grant awardees
fell short of cybersecurity standards in their inidal proposals. The DOE
granted awards to these groups, telling them to revise their cybersecurity
plans. But years later, the projects still "did not include a number of se-
curity practices commonly recommended for federal government and
industry systems.""" Addidonally, FERC's reguladons on cybersecurity
sdll exempt almost all small and medium-sized power plants, covering
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less than one-third of the total electricity generadon in the United
States.'"* No federal agencies have developed mandatory cybersecurity
standards for electricity distribution systems.'"* A recent report by the
General Accounting Office emphasized that regulator)' fragmentation
condnues to pose a challenge to securing the electrical grid.'"^

Even if regulators were empowered to enforce more stringent reli-
ability and security standards, they would confront trade-offs between
the practices and skills required to achieve reliability and cybersecurity.
Most informadon security experts work in office environments, and they
manage security through frequent updates and tough password rules.
By contrast, the computers controlling the electrical grid are difficult
or impossible to update because they must operate around the clock,
and tough password rules could be dangerous for operators who must
manage contingencies in a fast-paced environment. The penetration
testing favored by information security experts has repeatedly crashed
industrial control systems. In the business world, informadon security
techniques are merely inconvenient; in the world of grid operadons,
they carry very physical consequences.'"'

Finally, the different dme scales for the information technology in-
dustry and the utilities industry create tensions between the goals of
cybersecurity and reliability. Information technology companies are
accustomed to products that are obsolete within a few years, and their
business model is to "ship it Tuesday, get it right by version 3."'"* By
contrast, utilides managers have traditionally invested in equipment
designed to last many decades, and they evolve systems slowly and in-
crementally so as to maintain high levels of reliability.'"' Unfortunately,
utilities have been investing in insecure informadon technology for
decades, and they continue to invest in insecure technology today.
Information security experts emphasize that security cannot be effec-
dvely "bolted on" to an informadon system; it must be designed in from
the beginning. Thus, utilities will likely be patching vulnerabilities for a
long time to come.

The Smart Grid: Chimera or Future Reality?

As this brief history suggests, the metaphor of a "smart" grid has
stuck because of its flexibility—its ability to appeal to environmentalists,
economists, and the nadonal security establishment. The udlides ini-
tially deployed large, special-purpose, centralized computers to manage
increasingly large power plants and networks, but as regulators began
to push for more sustainable systems, the utilities found advantages in
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using standardized microprocessors and computer networks to manage
distributed energy resources.

Yet the microprocessor and Internet "revolutions" did not revolution-
ize the electricity industry. To be sure, standardized microprocessors and
distributed informadon processing enabled more competitive wholesale
markets and thereby helped decentralize both physical and social con-
trol over electricity generation. But this transformation also required a
new regulatory regime. Regulators, utilities, and industry practices all
shaped the evoludon of the grid's information infrastructure and the
goals it achieved. Left to their own devices, utilities would have used dis-
tributed compudng and energy resources to crush the competition for
electricity production. That is, they would have used information tech-
nology to decentralize physical but not social power. I have argued that
microprocessor and Internet technologies shaped, and were shaped by,
the changing regulatory regime.

I have also argued that the grid's informadon infrastructure was de-
signed to increase economic efficiency but that the shift to standardized
microprocessors and computer networks tended to prioridze economic
efficiency over reliability, security, and to some extent even physical
efficiency. Thus, when proponents of a smart grid conjure a vision of
digital Utopia, they unfortunately obscure the potential for new risks
and trade-offs.

How can we best align the goals of efficiency, security, and reliability?
Although it is too early to answer this question, this account suggests
that our vision for the smart grid must account for the ways that tech-
nologies, government policies, business practices, and engineering skills
are intertwined in technopolitical regimes. Some of the most promising
smart grid architectures under consideradon today represent a transfor-
mation not only of technologies in the grid but of the entire regime.

For example, a system consisdng of loosely coupled microgrids—
neighborhood-sized systems that can operate apart from the bulk
electrical grid, generating and distributing their own electricity—may
best align the goals of the smart grid. To be sure, there are still trade-offs
in microgrids. It is more expensive to generate renewable energy in a dis-
tributed manner than in large solar or wind farms. Many regions would
continue to require renewable energy from distant sources (such as
hydroelectric generators), and microgrids gain some resilience through
connections to the larger grid."" However, distributed resources waste
less energy in transmission, thereby increasing resource efficiency. And
though one microgrid might fail, the rest would be able to continue
on without disruption, increasing both reliability and security. This
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resilience is one reason that the US military, universities, and some tech-
nology research campuses have invested heavily in microgrids.'"

Unfortunately, there are significant social and political barriers to
deploying a nationwide system of microgrids. Many utilities view micro-
grids as a threat to their existence rather than an alternative business
model."^ Instead of investing in the technologies that would enable
wide-scale deployment of microgrids—technologies such as energy
storage and self-islanding systems—utilities have invested in technolo-
gies that enable them to remain competitive without radically changing
their business model.

When viewed in historical perspective, the most striking aspect of
today's smart grid efforts is their conservatism. Most smart grid efforts
focus on "smart meters"—de\'ices that can track electricity consump-
tion of individual households on an hourly basis. Smart meters can be
used to charge time-of-use (TOU) rates, thereby encouraging consum-
ers to use electricity at times of low demand, when it is less expensive.
Yet residential smart meters are simply an expansion of DSM strategies
the utilities began pursuing in the 1980s. As we have seen, utilities pur-
sued DSM because it allowed them to defer investments in new sources
of electricity generation, including cleaner energy generation. Similarly,
some utilities today are weighing investments in smart meters against
investments in cleaner coal-powered plants, treating them as trade-offs
rather than as complementar)' parts of a more sustainable system."'

Public utilities commissions in many states encourage this conser-
vative approach to smart grid architecture. Some commissions have
allowed utilities to recover the costs of investing in smart meters on the
grounds that they can save consumers money in the near term, but they
are much less persuaded of the value of electricity storage and distrib-
uted renewable resources."*

Nonetheless, some consumer groups are challenging the conserva-
tive approach to smart grids. In many states, consumer groups have
formed to oppose smart meters, arguing that they pose risks to public
health and privacy. They have also objected to the ways that states allow
utilities to pass on the initial installation costs to ratepayers, increasing
bills in some states. California is among states to allow customers to "opt
out" of smart meter installations. In this context, more radical propos-
als—such as microgrids—begin to look appealing. One industry analyst
recendy noted: "I view smart meters as a top-down technology, whereas
microgrids are bottom-up. They can work together. But in California,
where there's been a rebellion against smart meters, the microgrid may
be more appealing, especially if it's designed by the end-user.""''
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Thus, the grid may become "smart" in many different ways. Today
many different groups—consumers, utilities, and government regula-
tors—are vying to determine just how the grid will get smart. Contrary
to promises of digital Utopians, information technology alone mil not
suffice to align the many goals for the grid—economic efficiency, phys-
ical efficiency, reliability, and security. Our ability to align these goals
will ultimately require heterogeneous engineering—the simultaneous
restructuring of information and physical infrastructures, regulatory sys-
tems, and industry structures. Only then can we hope to fulfill the smart
grid's promise to power a sustainable future.
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