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Abstract. An educational digital library is a specialized
digital library containing instructional materials, such as
class lectures, seminar presentations, and various training
materials. These materials consist of a combination of
audio, video, and image data. In such an environment,
basic parts of multimedia data are usually stored in
databases and sophisticated multimedia presentations
may be assembled to generate various presentations. In
this paper, we investigate a theory of the scheduling
strategies for supporting the synchronized presentations
of multimedia streams which is applicable to educational
digital libraries. This scheduling theory includes the
speci®cation and representation of synchronization on
media streams, the realization of appropriate synchroni-
zation granularity, and the scheduling principles for the
presentations of multimedia streams. This investigation
formulates criteria for specifying and scheduling the
skipping/pausing of media streams with asynchronous
presentations when various delays occur. Adaptability to
various quality-of-service requirements is supported in
the scheduling strategies. Various synchronization mech-
anisms at both client and server sides are proposed to
implement the scheduling theory. Experimental analysis
is conducted using instructional materials.
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1 Introduction

With the availability of digital media and the advent of
the Internet, it is now possible to access large multimedia

repositories distributed throughout the world. Such
access is becoming increasingly important in a number
of applications, including education and training, med-
ical diagnostics, manufacturing, and distributed publish-
ing. Sophisticated multimedia presentations may need to
be constructed in these applications. For example, in
asynchronous distance learning, basic parts of multime-
dia presentations stored in multimedia databases may be
assembled into di�erent presentations for individual
learning and training [35, 3]; in medical diagnosis for
training, a sophisticated presentation containing images,
video clip, and audio may be assembled from data stored
in multimedia databases. Because of the complexity and
¯exibility of such applications, the existing work in
multimedia research cannot be directly applied to such
environments.

To meet the demands of the above real-world appli-
cations, database systems must have the ability to e�-
ciently store, manage, and retrieve multimedia data.
However, there is a recognized lack of fundamental
principles and advanced techniques with which one can
design a system to support sophisticated multimedia
database applications. Because multimedia data di�er
from conventional data particularly in their time-sam-
pled nature, current database techniques are insu�cient
to fully support their management. Also, because of the
¯exibility requirement of constructing comprehensive
presentations from databases and a variety of di�erent
expectations and requirements regarding the retrieval
and presentation of multimedia data, current multimedia
techniques cannot be directly used in the database envi-
ronment. Moreover, di�erent applications are associated
with various expectations and requirements regarding the
storage and display of multimedia data. These include a
variety of quality-of-service (QoS) requirements and
styles of user interactivity. Accommodating such diverse
expectations and the ¯exibility needed to access various
repositories in a distributed setting poses many chal-
lenges.

We target a class of multimedia repositories (termed
educational digital libraries) which contain instructional
materials, such as class lectures, seminar presentations,
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and various training materials. These materials consist
of a combination of audio, video, and image data. Such
an environment has diverse uses, including student
training, human resource development, and asynchro-
nous distance learning. Accessing such materials on line
imposes special system requirements to support various
quality of service. The design of the system using data-
base techniques will support the ¯exibility in the storage
and retrieval of such multimedia data. In a multimedia
database environment, multimedia data are usually
organized into media objects and object classes, thus
providing users with a clear-cut method for data speci-
®cation. In order to re-present the original data stream
to users, synchronization constraints among media ob-
jects must be speci®ed and maintained. Moreover, if a
composite stream is composed of media objects from
di�erent media streams, additional complications may
arise with the timing relationships that may exist among
the di�erent types of media streams. Such media streams
may not be merged prior to storage in a database as
such a merger will vastly compound the di�culties of
retrieving component media. Thus, the synchronization
of multiple media streams, becomes an essential pre-
requisite to any successful multimedia database appli-
cation [29, 40]. The following example demonstrates an
application.

Example 1. Consider an application involving online com-
puter-assisted learning in undergraduate education. With-
out loss of generality, we assume that there are two media
streams, audio and slides (or video). Synchronization
within the slide stream may require that two objects either
overlap or be sequentialized. Synchronization within the
audio stream requires only that objects be sequentialized.
Additional Synchronization requirements between the two
media streams are speci®ed among slides and audio objects.
In order to successfully display both streams to a student,
the system must ensure that all time constraints placed on
the individual display operations and the synchronization
between slides and audio objects are preserved within a
satis®able scope. Deviations between slides and audio
objects greatly a�ects the quality of the presentation of the
streams. (See Fig. 1)

1.1 Related work

Several studies have investigated the modeling of multi-
media data from a conceptual perspective, including
graphical models, Petri-net based models, object-oriented
models, collaborative model, and temporal abstraction
models [46, 14, 29, 42, 30, 9, 17, 16, 41, 11]. Some models
deal primarily with the synchronization aspects of the
multimedia data, while others are more concerned with
facilitating the browsing of the multimedia data. These
models provide illustrative vehicles for specifying syn-
chronization semantics at the application level. The
extensive research of such models are multimedia au-
thoring to provide sophisticated tools for specifying
various multimedia presentations [3, 10, 24, 25, 35]. The
importance of formulating QoS metrics for continuity
and synchronization speci®cations in media streams has
also been realized [47, 6, 34, 39, 48].

Substantial research has been directed toward the
support of multimedia stream synchronization within
operating systems and network architectures [38, 40, 5,
37, 20, 50, 18, 34, 32, 33]. A signi®cant amount of work
has been contributed to server design; in particular, at-
tention has been focused on service time scheduling and
admission control. Research has also centered on the
network scheduling of media stream transmissions. Var-
ious QoS parameters have been incorporated into the
consideration of network tra�c. Several communication
protocols have been proposed to support deterministic,
probabilistic, or best-e�ort transmission of media streams
over networks. However, since no synchronization is
considered at the client sites, relatively simple combina-
tion of media streams can be e�ectively supported.

Research involving multimedia databases is in its in-
fancy [2, 1, 8]. In [19], a collectionof related researchpapers
has been published. In particular, speci®c issues in storage
and retrieval of multimedia data have been summarized
[27], and object-oriented approaches are used to design
multimedia database management systems [12, 36]. Mul-
timedia datamodeling has been addressed in [21]. In recent
research, several approaches have been proposed to ad-
dress speci®c problems at the system design level. For ex-
ample, Moser, Kraib, and Klas [31] propose a bu�er
strategy termed ``least/most relevant for presentation.''
This bu�er strategy investigates the e�ects of user inter-
actions such as ``rewind'' and ``fast forward'' on bu�er
design. A mechanism is proposed which supports mini-
mum waiting time after user interactions. In [22], we re-
ported our initial examination of bu�er model and
management in distributed multimedia database environ-
ments. Other initial approaches for designing distributed
multimedia database systems are realized in [45, 44, 43].

These research e�orts described above have set the
stage for a fuller investigation of maintaining sophisti-
cated multimedia presentations at the client sites in the
distributed multimedia database environment. More im-
portantly, because various system requirements must be
enforced for di�erent domains of applications, ap-
proaches need to be developed to target a speci®c class of
applications.

o11 o12 o13

Time

slides

audio

o21

o22 o23

o24

Fig. 1. A presentation of streams
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1.2 Contributions of this paper

In this paper, we will investigate the fundamental
principles and criteria for synchronized presentations of
multimedia data reconstructed from databases. The
speci®c problems include precise de®nition of synchroni-
zation requirements among di�erent media streams, the
integration of various QoS requirements, the realization
of an appropriate synchronization granularity among
media streams, and multimedia presentation scheduling
criteria for scheduling the skipping/pausing of media
streams with asynchronous presentations when unex-
pected delays occur. Adaptability to various quality-of-
service requirements is supported in the scheduling
strategies. Various synchronization mechanisms at both
client and server sides are then proposed to implement
the scheduling theory. Experimental analysis is conduct-
ed using instructional materials. Thus, the proposed
scheduling strategies can be readily used to facilitate
various education and training applications, such as
student training, human resource development, and
asynchronous distance learning.

The remainder of this paper is organized as follows.
Sect. 2 discusses the system, data, and QoS models. In
Sect. 3, we investigate synchronization speci®cation and
granularity. In Sect. 4, we present the scheduling princi-
ples and algorithms to ensure the synchronous presen-
tation of media streams in the event of delays. In Sect. 5,
we introduce an adaptive approach to the admission and
scheduling of client requests. Concluding remarks are
o�ered in Sect. 6.

2 Preliminaries and de®nitions

2.1 The system model

The system architecture (named NetMedia) for educa-
tional digital libraries is illustrated in Fig. 2 [23]. This
architecture represents a client-server distributed envi-

ronment which includes a set of NetMedia servers that is
distributedly superimposed upon top of a set of database
management systems (DBMSs), a set of multimedia
databases, and a set of NetMedia clients which support
client access to the NetMedia servers. Each DBMS
manages the insertion, deletion, and update of the media
data stored in the local database. We assume that the
clients accessing NetMedia system through the global
NetMedia client interface can only request multimedia
data retrieval. Thus, no global updates on media data
located in local media databases will be allowed.
Furthermore, as certain media streams may be repre-
sented and stored in di�erent formats, the underlying
DBMSs can be heterogeneous.

The NetMedia client contains a presentation sched-
uler which is responsible for synchronizing images, audio,
and video packets received from the underlying media
databases via the network and displaying them to the
output devices on the client workstation. Thus, skipping
or dropping of data to maintain presentation synchro-
nization must be supported by the NetMedia client. In
addition, the NetMedia client will request the server to
vary the rate at which data are sent if changes are needed
in the presentation schedule. The NetMedia server sup-
ports the multi-user aspect of media data caching and
transmission. It maintains real time retrieval of media
data from the multimedia database and transfers the data
to the client sites through the network. Skipping or
dropping of data also need to be supported at the server
sites. In case the network does not have enough band-
width to transfer the requested data or a client is re-
questing fast-forwarded data, some media data may be
skipped before transmission. The interpretation of the
media data is delegated to workstations at the client
locations.

We assume that our system architecture resides on top
of guaranteed network services, as many results illus-
trating methods to provide such services are now mature,
such as RSVP [49]. To guarantee the continuity of
multimedia data delivery over the network, we have

Client  1 Client  2 Client  n

Network

 Media DB

  

Media DB

 

Media DB

  DBMS DBMSDBMS Access  Access...

NetMedia client NetMedia clientNetMedia client

NetMedia server NetMedia serverNetMedia server

Fig. 2. NetMedia system architecture
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investigated a two-phase bu�er model and management.
Bu�er management is needed at both client and server
sites to ensure that the retrieval (or transmission) of
media streams will not cause hiccups in their presenta-
tion. Bu�er management at client sites will ensure that
transmission of media streams from the servers will not
cause hiccups in their presentation. Bu�er management
at server sites will ensure that the retrieval of media
streams from disk to memory will not cause delays in
their transmission. The details on this aspect have been
discussed in [22]. We will not discuss it further in this
paper.

2.2 Data and presentations

A media stream can be viewed abstractly at several levels.
At the lowest level, a media stream is viewed as an
unstructured BLOB (binary large objects) which can be
further categorized within several higher-level object
classes [30, 15, 13]. Objects from di�erent media streams
may also be spatio temporally combined into multimedia
objects. Several conceptual data models which follow this
general scheme have been proposed. We assume that
each media stream is broken into a set of atomic objects.
Each atomic object represents a minimum chunk of the
media stream that bears some semantic meaning. Atomic
objects in di�erent media streams may have di�erent
internal structures. For example, a continuous video
stream can be segmented into a set of atomic objects,
each of which contains a set of video frames with speci®c
semantic meaning. Similarly, a continuous audio stream
can be segmented into a set of atomic objects, each of
which contains a set of audio samples with speci®c
semantic meaning. Higher levels of object classi®cation
are then formulated on atomic objects. Each atomic
object is associated with a relative start time and a time
interval which speci®es the duration of its retrieval, with
the initial atomic objects in the media stream assumed to
start at time zero. The actual start time of a media object
is usually dynamically determined. Once a media stream
is invoked, it is associated with an actual start time; each
media object within that stream will similarly be associ-
ated with an actual start time.

The atomic objects within a media stream are linked
together through intra-synchronization time constraints.
These constraints may specify discrete, continuous,
overlapping, or step-wise constant time ¯ow relationships
among the atomic objects. For example, some multime-
dia streams, such as audio and video, are continuous in
nature, in that they ¯ow across time; other streams, such
as slide presentations and animation, have discrete,
overlapping, or stepwise time constraints. It may, for
example, be necessary to display two distinct slide objects
jointly within a single slide presentation stream. In gen-
eral, the temporal relationship between two atomic ob-
jects in a single stream may conform to any of the
thirteen temporal relationships described in [4]. Media
objects from di�erent streams may need to be linked
through time constraints to specify their synchronization;
such time constraints are termed inter-synchronization

constraints. For example, in slide presentation applica-
tions, an audio object must be played along with a slide
object. The temporal relationship between two atomic
objects from di�erent media streams may also conform
to any of the thirteen temporal relationships described in
[4]. Inter-synchronization constraints may be speci®ed as
meta-data or speci®ed in task programs. In some cases,
the relative time and time interval associated with an
atomic object may need to be adjusted to conform with
these inter-synchronization constraints.

We will now discuss the proposed multimedia pre-
sentation model. Since our primary concern with multi-
media data involves retrieval rather than update, our
model will consider only display operations of atomic
objects. For the elements of a multimedia presentation,
we assume the availability of three basic operations:
start�t�, end�t�, and display�o; t�, where start�t� and end�t�
are beginning and termination operations at a relative
time t, and display�o; t� is a display operation of object o
at relative time t. A multimedia presentation consists of a
set of start�t�, end�t� and display�o; t� operations upon
which synchronization constraints are speci®ed to en-
force both intra- and inter-synchronization constraints.

2.3 QoS parameters

We will now discuss QoS parameters and the e�ect of
these parameters in the scheduling of multimedia pre-
sentations. The scheduling of multimedia presentations
includes the scheduling of time-dependent display
operations, synchronized display enforcement among
multiple media streams in a multimedia presentation,
concurrent retrieval of multimedia streams at the server
sides, and display delay recovery. A correctness criterion
in this context must verify that display operations are
performed according to a prede®ned synchronization
pace and within the time constraints imposed on display
operations. Since the correctness of time-based presenta-
tions depends on the accuracy of timing that must be
maintained on media streams, the execution result of a
multimedia presentation is a question of quality rather
than consistency. We must thus formulate new correct-
ness criteria for the executions of multimedia presenta-
tions which de®ne acceptable quality in real time. Several
important QoS parameters must be considered in these
correctness criteria.

Various QoS parameters have been de®ned to specify
the quality of service requirements on the presentations
of multiple streams [28, 41, 48]. For example, Little and
Ghafoor [28] have proposed several parameters to mea-
sure the QoS for multimedia data presentation. The fol-
lowing parameters have been listed: 1) average delay,
2) speed ratio, 3) utilization, 4) jitter, and 5) skew. The
average delay is the average presentation delay of each
object in a time interval. The speed ratio compares the
actual presentation rate to the nominal presentation rate.
The utilization equals the ratio of the actual presentation
rate to the available display rate of a set of objects.
Ideally, both the speed and utilization ratios should equal
1. The jitter is the instantaneous di�erence between two
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synchronized streams. The skew is the average di�erence
in presentation times between two synchronized objects
over n synchronization points.

The above QoS measurement needs to be mapped
into the design of the scheduling algorithms. Four main
parameters to be used have been identi®ed in [48], which
are incorporated into this paper:

� Aggregate loss factor (ALF): this is the average
number of media granules dropped or skipped from a
media object of any stream.

� Cumulative loss factor (CLF): this is the maximum
number of continuous media granules that can be
dropped or skipped for a given stream.

� Maximum jitter: this is the maximum allowable drift
between the constituent streams of the presentation.
This drift is the di�erence between progress of pre-
sentation of the fastest and slowest streams.

� Presentation drift: this is the maximum allowable drift
between the actual presentation rate and the nominal
presentation rate. The absolute value of drift between
the individual streams and the nominal presentation
rate for the synchronized presentation is taken. The
maximum of these values should not at any instant
exceed the presentation drift.

The ®rst two QoS parameters pertain to individual
streams and the last two pertain to the entire presenta-
tion. We de®ne rendition rate to be the instantaneous rate
of presentation of the constituent streams. When there
are no delays, the rendition rate for each stream would be
equal to the nominal presentation rate. However, when
there are delays, the rendition rate would be slower. It is
these delays which cause jitter and presentation drift,
resulting in an unsynchronized presentation. In order to
reduce the e�ect of delays, the rendition rate must be
increased. But this would entail dropping of media
granules. Hence CLF and ALF would increase. The
scheduler should be designed to balance this trade o�.
The same issues hold when the streams are being pre-
sented too fast. In this case, the media granules would
have to be repeated or paused to slow down the rendition
rate. This again causes increase in ALF and CLF.

We will now de®ne a correctness criterion for the
execution of a multimedia presentation and then identify
those schedules to be considered correct. In this context,
the time constraints de®ned within multimedia presen-
tations assume a position of prime importance. Strictly
speaking, the execution of a multimedia presentation P
is correct if the time constraints speci®ed within P are
preserved. However, this semantic correctness criterion
is only theoretically applicable to the execution of mul-
timedia presentations. In a practical, delay-prone sys-
tem, this criterion cannot be applied directly by the
scheduler to enforce the execution of multimedia pre-
sentations. Given the pervasive nature of delays, a strict
application of this rule would result in the aborting of
the vast majority of multimedia presentations. A more
realistic scheduling criterion is therefore needed. We
introduce the concept of acceptable schedules by incor-
porating the e�ect of delays into the de®nition of
schedules.

De®nition 1 (Acceptable execution). The execution of a
multimedia presentation is acceptable if and only if it is
within the permissible QoS ranges.

Note that the presentation scheduler at a client site
needs not consider the concurrent execution of multiple
multimedia presentations. Rather, it must control the
presentation of multiple media streams to a single user. A
retrieval scheduler is needed to manage the real time
executions of all multimedia presentations at the server
site. Adaptability to dynamic client requests is incorpo-
rated throughout the design of the NetMedia server. The
adaptive features include:

� The system dynamically adjusts its state to best ser-
vice client requests as speci®ed in the QoS require-
ments.

� When a client requests a change in the data transfer
rate, the server will adjust its policies regarding client
scheduling, bu�er allocation, and admission control.

We assume that the speci®cation of the QoS param-
eters and their ranges are given by the users.

3 Synchronization enforcement

In this section, we introduce a framework for the
realization, speci®cation, and representation of appro-
priate synchronization granularity on media streams.

3.1 Synchronization speci®cation

We will ®rst introduce an approach to the speci®cation of
synchronization constraints on multimedia presentations.
As indicated above, both data and display operations are
associated with time constraints. Synchronization con-
straints may also exist among the display operations of a
multimedia presentation. Since synchronization con-
straints are implicitly imposed by the speci®cation of
time constraints, the maintenance of the latter would
ideally guarantee the maintenance of the former. How-
ever, while the presentation scheduler should make every
e�ort to enforce the time constraints de®ned on the
display operations, even minor delays may create great
di�culties in scheduling. Experimental experience dem-
onstrates that such delays are frequent. Thus, the explicit
speci®cation and enforcement of synchronization con-
straints are necessary.

Synchronization dependencies among the display
operations in a multimedia presentation can be dynami-
cally generated on the basis of the intra- and inter-
synchronization constraints placed on the media streams.
Such dependencies are intended to facilitate scheduling
by e�ciently describing the synchronization constraints
existing among the display operations in the multimedia
presentation. We de®ne a synchronization point to be a
point held in common by the display operations within a
single multimedia presentation needing to be synchro-
nized. A presentation scheduler must ensure the correct
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execution of a multimedia presentation. The time con-
straints in the execution of a multimedia presentation
may di�er from what is de®ned in the multimedia pre-
sentation because the dynamic time constraints of the
former di�er from the static relative time assignments of
the latter. Additionally, the tolerance parameters given
for the execution of a multimedia presentation will per-
mit further deviations from the multimedia presentation.

Let P be a multimedia presentation of media streams
m1; . . . ;mn. Each media stream mi �1 � i � n� consists of
a set of objects oij �1 � j � im�. Without loss of gener-
ality, let P contain s synchronization points. We asso-
ciate each synchronization point with START event and/
or END event, as follows:

� A synchronization point that is a continuous point
has both an END event and a START event.

� A synchronization point that is only a starting point
of an object has a START event.

� A synchronization point that is only an ending point
of an object has an END event.

All START and END events are then classi®ed into
synchronization event groups (denoted S-GROUPs)
based on the time constraints pertaining to the events.
The ®rst S-GROUP1 contains all START events (events
at the starting time of the entire presentation), and the
last S-GROUPn contains all END events (events at the
ending time of the entire presentation). All events oc-
curring at a given time belong to the same S-GROUP.
Thus, each S-GROUP contains all START and END
events that must be simultaneously executed.

Note that, in a multimedia presentation, one object oij
may start or end in the middle of another object omn
following the thirteen temporal relationships outlined in
[4]. To enforce such synchronization requirements, a
START and an END event must be assigned at the be-
ginning and end of oij and omn, respectively, and a
START and an END event must be assigned in the
middle of omn. In Example 1, seven S-GROUPs,
S-GROUP1,..., S-GROUP7, must at least be identi®ed as
illustrated in Fig. 3. More synchronization points may
need to be enforced on continuous media streams; this
issue will be addressed in the following two subsections.

3.2 Media Granularity

We shall now study the sizes of media granules that are
generally acceptable to be used for the purpose of
enforcing intra-synchronization constraints. In this con-
text, the actual presentation of a media stream is
compared with its nominally de®ned presentation. Devi-
ations between the two presentations must be within an
acceptable range in order to guarantee satis®able pre-
sentation of the stream.

Consider a media stream with total presentation time
Pt. This media stream could be composed of a number of
distinct objects, but for the purpose of analysis, we
consider the stream as a continuous one. Suppose we
have a synchronization point every s time period. Let the

total delay that can be tolerated by the user in the pre-
sentation of Pt time period be s fraction of Pt. In addi-
tion to this, let the average time spent at each
synchronization point be dt. This can occur due to
computation done at a synchronization point. Finally, let
the system delays (including the network and server de-
lays) for retrieving and transmitting the Pt time period of
the stream be g fraction of Pt. We then have the system
delays for a Pt time period to be g �Pt, and the tolerated
delay for Pt time period to be s �Pt. Note that s and g
can be greater than 1. All relevant parameters introduced
are listed in Table 1.

We can now determine the lower and upper bounds of
the size of media granules. We calculate the data to be
dropped per synchronization point as a result of delays.
The sum of the synchronization point delay dt and the
system delays during every s time period gives the total
delay between synchronization points. To ensure the
actual presentation compatible to the nominal presenta-
tion of the stream, the delayed data must be dropped.
Given the system delays and tolerance factors, the total
data to be dropped for presentation P is:

dt �Pt=s� g �Pt ÿ s �Pt: �1�
To guarantee that the ALF factor is maintained

within an acceptable range, the presentation time of the
dropped data must not exceed a certain percentage of the
entire presentation. This is denoted as d fraction of Pt.
Combining this e�ect with (1), we obtain a lower bound
on the value of s:

dt �Pt=s� g �Pt ÿ s �Pt � d �Pt; �2�
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Fig. 3. S-GROUPs

Table 1. Parameters

Pt: total time of the presentation P.

s: display time of one media granule.

s: fraction of s that can be tolerated due to delay.

dt: average overhead time spent at each synchronization point.

g: fraction of s that is delayed by the network and servers.

d: fraction of Pt that is tolerable to be dropped.

dd: the presentation time of the maximum continuous data

that can be dropped instantly.

391



s � dt
d � sÿ g

: �3�

Thus, given the fractions of a presentation that can be
dropped and delayed, there exists a lower bound on the
size of each media granule, in order to ensure that the
computation overhead at each synchronization point and
the system delays can be overcome. When the system
delays equal the delay tolerated by the user, s � dt=d.
Intuitively, when s � dt=d, it means that every dt=d time
period we encounter the synchronization point delay
dt � d � s. So every dt=d time period, dt time period
worth of data must be dropped, resulting in d fraction of
the stream not being played. We also note that when
gÿ s > d, no positive value of s can satisfy the condition.
Thus, an upper bound on the system delay fraction g is
de®ned:

g < d � s: �4�
There is also an upper bound on the size of s. We

assume that at every synchronization point, there are two
steps, dropping of data depending on the delay in the
presentation, and then playing the remaining data. The
data that will on average be dropped at each synchroni-
zation point is the di�erence of this delay and the delay
that can be tolerated by the user during every s time
period. Average presentation time of the dropped data is:

dt � s � gÿ s � s: �5�
To guarantee that the CLF factor is maintained

within an acceptable range, we introduce another pa-
rameter dd to be the presentation time of the maximum
continuous data that can be dropped at any given time.
When s � g, we have s � s � s � g. Thus, no synchroni-
zation points need be enforced. We now consider s < g.
The total data that can be dropped should allow us to
recover in the event that the system delays and syn-
chronization point delays exceed the tolerable user de-
lays, so

dt � s � gÿ s � s � dd: �6�
Thus,

s � dd ÿ dt
gÿ s

: �7�

Hence we see that if the number of synchronization
points are too few, it would not be possible to meet the
requirements of the user when the system delays become
large. The presentation would only be acceptable to the
user when the system delays are smaller than the tolerable
delay.

3.3 Synchronization granularity

We shall now study the e�ects of granularity of
synchronization, when inter-stream synchronization is
performed. For the purposes of the experiment, we will
study synchronization between audio and video streams.
We de®ne the granularity of synchronization between a set
of media streams to be the number of synchronization

points that must be identi®ed. Clearly, the ®ner the
synchronization granularity, the more synchronization
points will need to be identi®ed. As indicated in Fig. 3,
synchronization points should be speci®ed at both
beginning and end of each object. However, at the level
of multimedia presentation management, the granularity
of synchronization can be de®ned more ®nely. At this
level, additional synchronization points can be de®ned in
the midst of objects to permit ®ner synchronization
control among media streams. We now consider the
e�ect of the number of synchronization points in the
presentation of multiple continuous media streams.

Consider the synchronization of video and audio
streams. Under normal circumstances, it is the video
stream which lags behind the audio stream. This is be-
cause video data tends to be larger, and overhead for
displaying video frames is more than that for audio.
Considering the two streams to be presented without
enforcing synchronization, the jitter between the two
streams will gradually build up. A small amount of jitter
is easily perceived when dealing with audio and video
streams, especially in applications where speech is in-
volved. Lip synchronization requires ®ne grained syn-
chronization between the streams. However, overheads
will be encountered at each synchronization point. These
would include computational overheads, overheads in
using synchronization primitives (semaphores, barriers)
and delays due to slower running media streams. Hence,
we must keep in balance the synchronization require-
ments and the restrictions imposed by synchronization
overhead.

The granularity of synchronization, in addition to
playing a role in inter-stream synchronization, also af-
fects the smoothness of the presentation. Consider the
case when the number of synchronization points are few,
and one stream is slower than the other. The longer we
wait to check the synchronization status of the streams,
the larger would be the relative drift between them. This
drift may eventually cause the faster stream to pause at
the synchronization point. Hence, the lower the number
of synchronization points, the larger would be the pauses
in the faster stream. The situation is especially bad if it is
the audio stream that is faster (which is usually the case).
At each synchronization point, the audio stream will
have to wait. The human ear is usually very sensitive to
the pauses in audio that occur at these points.

We have performed a large number of experiments
under varying system loads, speed ratios and media
(synchronization) granularity. The video media granu-
larity has been chosen to be 1, 4, 8, and 16 frames. The
total presentation lasts for one minute, and audio and
video objects are stored in 3 second chunks in separate
databases. When the video stream lags behind the audio
stream, frames will be selected to drop. MPEG compres-
sion is used for the video stream. Rather than skipping a
continuous chunk of frames, we select the frames we want
to skip from the given video object. ForMPEG ®les, more
computation time is saved on the client side by skipping
B-frames, as opposed to skipping I-frames or P-frames.

We now present some results which are representative
of the e�ect of various parameters on the presentation
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quality. We ®rst consider the case when all video and
audio objects are available at the client side without any
system delay. A tolerance delay (s) of up to 15% of the
presentation time is allowed. In our implementation,
there is an overhead of approximately 15±25% of the
presentation time, including parsing and display of the
media stream when we enforce synchronization. The
processing overhead depends on the amount of load at
the client workstation.

As we can see in Table 2, in the case of synchroni-
zation granularity with 1 frame, 40% of the video stream
has been skipped. This is because dt is 25% of one frame
interval. That is, when s is one frame duration, dt is 25%
of s. So synchronization at every frame cannot be done
when d is less than 40% . The skew is only 25 ms, which
shows that the streams are highly synchronized.

For larger synchronization granularities, dt is only
2±6% of s (since s is 4±16 times larger than a frame
duration). This should result in lower values of the
dropped data. We see that only 5±7% of the stream is
skipped. The skews are between 50 and 170 ms. The
fewer the number of synchronization points, the larger
the skew. In general, to maintain lip synchronization the
skew should not be more than the time to speak one
syllable. This is typically 250 ms. However, the accept-
able value may be even smaller depending on how much
pause in the audio can be tolerated by the user.

With no synchronization, the video stream ®nishes
240 ms after the audio stream, with 0% skip. The jitter
between the two streams gradually builds up, with jitter
being maximum at the end. We can conclude that when
the streams are arriving from the server sides without
network delay, it is preferable to have fewer synchroni-
zation points, which serve to keep the jitter in check.

We now study the e�ect of video transmission delays
on the presentation. From Table 3, we observe that, with
a delay g of 45% , s of 50% and with synchronization at
every frame, 50% of the stream is dropped. For lower
number of synchronization points only around 18% of
the stream is dropped. Again, this is due to the frame
processing overheads. As we increase the value of s, d
increases. We also see that for larger number of syn-
chronization points, the skew is smaller. Similar results
are obtained when we keep s constant and vary g, as seen
in Table 4. As suggested by formula (3), when dt is
constant, it is only the di�erence between g and s which
decides the data to be dropped.

The above experiments show that under most values
of s and g, having a synchronization point every 4 frames
gives us a reasonable presentation. Optimizations in
handling of the video and using hardware decoders could

enable us to further lower this limit. The values we have
obtained are representative of results that can be ex-
pected for any synchronized presentation of continuous
media streams. A good balance between s and s can be
used to achieve reasonable presentations under condi-
tions of delay.

4 Scheduling algorithms

In this section, we will investigate the generation of
acceptable schedules. We will ®rst present a basic
scheduling strategy for synchronized presentations of
multiple streams. We will then discuss an advanced
scheduling strategy which can enhance the smoothness of
continuous media presentations.

4.1 Basic scheduling

In the presentations of non-continuous media streams,
such as transparencies and animation, abruptly skipping
or pausing the presentation materials can be acceptable.
Thus, relatively simple algorithms can be designed to
e�ciently handle the presentation scheduling of these
streams. In this context, the S-GROUPs speci®ed within

Table 2. Presentation with g � 0

s
(frames)

d (%) Skew
(ms)

1 40 25

4 7 54

8 6 86

16 5 170

Table 3. Presentation with g � 45%

s
(frames)

s
(%)

d
(%)

Skew
(ms)

1 30 60 11

1 40 56 14

1 50 51 18

4 30 33 14

4 40 26 58

4 50 18 73

8 30 33 84

8 40 26 112

8 50 17 144

16 30 38 147

16 40 28 222

16 50 18 283

Table 4. Presentation with s of 40%

s
(frames)

g
(%)

d
(%)

Skew
(ms)

1 45 56 11

1 55 58 11

1 65 63 9

4 45 26 58

4 55 35 48

4 65 47 40

8 45 26 112

8 55 39 98

8 65 47 79

16 45 28 222

16 55 40 196

16 65 49 171
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each multimedia presentation summarize the most crit-
ical scheduling information. In our basic scheduling
strategy, the scheduler ensures that only acceptable
schedules will be generated by controlling the invocation
order of events in the formulated S-GROUPs of each
multimedia presentation.

Let a multimedia presentation P have n S-GROUPs.
To incorporate the ALF and CLF factors into our
scheduling strategy, we assume that each media stream
has a permissible delay constraint and that the minimum
value of all permissible delay constraints given in the
media streams de®nes the maximum tolerable delay for
the multimedia presentation. If the scheduler ®nds that it
has been waiting too long for the completion of a display
operation, then it aborts the multimedia presentation.
Let two parameters, maximum tolerable delay, denoted
Ddmax

i , and maximum skip, denoted Dsmax
i , at any point of

the stream, be speci®ed for each media stream mi. If
maintenance of good utilization is of highest interest in a
particular instance, then the amount that can be skipped
should be speci®ed as a relatively small ®gure. If it is
more important to minimize the average delay, then the
delay allowed for the media stream should be set at a
relatively low level. In our context, users may have dif-
ferent expectations for various presentations of learning
materials. Thus, the choice of QoS parameters may vary
in di�erent stream presentations. Within the given QoS
parameters, the basic scheduling will maximize utilization
and minimize the abortion rate of multimedia presenta-
tions in order to preserve presentation quality.

Consider a presentation of media streams m1; . . . ;mn
and a set of media objects from these streams which are
currently synchronously displayed. Inter-stream syn-
chronization causes problems which are not present
during synchronization of single streams. It may be
possible to achieve an acceptable presentation for a single
stream, but the overall presentation may not be accept-
able when all the streams are synchronized together. As
we have seen above, due to delays in the video stream, the
resulting pauses in the audio stream may lead to audio
which is unrecognizable to the listener. In such cases, it
may be better to discard the video altogether, and play-
back only the audio. This can be done for applications
where the video information is less. An example of this is
a lecture. It may be possible to display only the audio,
and the slides which are used during the lecture. Here we
observe the advantage of being able to store each stream
separately. Only the streams which must be presented
have to be retrieved and displayed.

We must try to minimize the amount of time the au-
dio stream waits at a particular synchronization point.
Let Ddi �1 � i � n� denote the delay that occurs in the
object belonging to mi. We calculate PAUSE to be the
pause period that would occur to the audio stream be-
cause of delays in the video stream. We could then de-
termine how much part of the video stream we must skip
to minimize this PAUSE:

PAUSE � Ddv ÿ Dsmax
v ; �8�

where the v subscript stands for video. This is the case
when the video stream lags behind the audio stream. We

treat a group of frames as a video object, and the sum of
presentation times of the skipped frames must not exceed
Dsmax

v . Rather than skipping a continuous chunk of
frames, we select the frames we want to skip from the
given video object. For MPEG ®les, more computation
time is saved on the client side by skipping B-frames, as
opposed to skipping I-frames or P-frames. This is
especially true when we use a software MPEG decoder.
In addition to the savings in computation time, a
smoother overall presentation can be achieved. If the
video object consists of only one frame, then subsequent
objects may be skipped.

We must note that the value for PAUSE remains the
same whether the delays are caused due to processing
delays or system delays. This value for PAUSE is used
both by the client and the server for delay recovery. In
the case that delay is caused by network bandwidth, it
would be better to drop macroblocks from frames such
that the transmission time for the video object is reduced
by at most Dsmax

v . This is because just dropping B-frames
does not reduce transmission time of the video object
greatly.

The speci®cation for PAUSE is a very generic one,
but the delay recovery implementation depends on the
particular circumstance. The delay Ddv is calculated
relative to the time scale for the presentation. When a
particular value for s is speci®ed, this time scale is slo-
wed down by s%. At any point, Ddv is the delay of the
video stream relative to this time scale. Whenever this
value is positive, it means that the video stream is lag-
ging behind the tolerable presentation. At this point the
video stream is skipped. More precisely, Ddmax

v is zero
when delay is measured relative to the time scale. When
s is larger, fewer skips would be required in the video
presentation.

The invocation procedure for the presentation of P
includes the following rules; assume that all START
events in S-GROUP1 have been invoked:

(1) The events in S-GROUPiÿ1 always have a higher in-
vocation priority than those in S-GROUPi for any i
such that 1 < i � n.

(2) All START events in a S-GROUPi �1 � i � n� are
invoked simultaneously.

(3) All END events in a S-GROUPi �1 � i � n� are ter-
minated simultaneously.

(4) All START events in a S-GROUPi �1 � i � n� can
only be invoked after all END events in the same
S-GROUP have terminated and if PAUSE (de®ned in
formula (8)) > 0, pause the START events in
S-GROUPi for PAUSE period before invocation.

The basic scheduling strategy guarantees that minimal
deviation between streams will occur within the presen-
tation at synchronization points. Synchronization is thus
enforced by controlling the invocation of START events.
Both jitter and skew are thus minimized. Delays that may
occur between the synchronization points are recovered
according to the permissible delays and skips. Thus, the
utilization value may not be equal to one, but it will lie
within the permissible QoS range. Thus, this approach
generates only acceptable schedules.
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Experiments have been conducted following the basic
scheduling strategy. Although the jitter and skew are
minimized, hiccups can be observed at some synchroni-
zation points for the presentations of continuous streams.
This is because abruptly skipping or pausing the presen-
tation materials takes place at these synchronization
points for recovery from delays. When an audio stream is
synchronously displayed with a slides stream, such hic-
cups become less visible. Even if the hiccups are visible,
they are mostly tolerable. However, when an audio
stream is displayed with a video stream, such hiccups may
not be acceptable. We will discuss a scheduling strategy
for more smooth presentations of the continuous streams.

4.2 Advanced scheduling

Many educational digital library applications require
delicate synchronization between continuous streams
with skew limited at 80 ms. For example, a video stream
of medical surgery integrated with an audio stream of
explanation requires precise synchronization between
what are seen and heard. An extreme case is the lip
synchronization which de®nes the temporal relationships
between an audio and visual streams for the particular
case of human speaking [41]. For such streams, experi-
mental experience has demonstrated that abrupt skipping
or pausing can result in presentation hiccups. Such
hiccups may dramatically degrade presentation e�ective-
ness, especially for lecture presentations where lip
synchronization must be maintained.

We have observed that more robust scheduling algo-
rithms can be designed for the synchronized presenta-
tions of continuous streams. In such algorithms, the
recovery of a presentation from asynchrony is accom-
plished by gradually accelerating or retarding presenta-
tion components, rather than abruptly skipping or
pausing the presentation. During the presentation of the
streams, each stream must report to the presentation
scheduler its current progress. The presentation scheduler
in turn reports to each stream the rendition rate required
to maintain the desired presentation. The individual
streams must try to follow this rendition rate.

Let the nominal rendition rate for a stream be ex-
pressed as the number of stream granules per unit time.
For example, the nominal rendition rate for video could
be 30 frames per second, with one frame comprising a
granule. To meet this scheduling requirement, the time
period between consecutive frames must be 1/30 s. Intra-
stream synchronization can thus be achieved by display-
ing the frames at this rate. However, due to various fac-
tors a�ecting system load, it may not always be possible
to achieve this rate. We must therefore specify a reason-
able range within which display operations will fall.

To incorporate the ALF, CLF and presentation drift
factors into our scheduling strategy, we consider two
parameters in the presentation of media stream mi,
maximum rate change cmi and maximum instantaneous
drift dmi . Let the nominal rendition rate for mi be denoted
by Rn

mi
. Let Rmi�t� be the rendition rate of mi at a time

instant t. The maximum rate change cmi represents the

range within which the rendition rate of media stream mi
can vary:

Rn
mi
� 1ÿ cmi� � � Rmi�t� � Rn

mi
� 1� cmi� �: �9�

We de®ne progress pmi�t� of media stream mi at time t
as the presentation time of granules displayed so far,
assuming the nominal presentation rate. Let the presen-
tation of media stream mi is started at time t0. Stream mi
is said to be progressing at the nominal rate if, at time t,
the granules displayed to date are Rn

mi
� �t ÿ t0�. Stream

mi is progressing at the nominal rate if, at time t, the
progress measured in time is also t ÿ t0. This is given by
dividing the granules displayed to date (Rn

mi
� �t ÿ t0� for

nominal rate) by Rn
mi
. We can express the progress in

terms of time by dividing the granules displayed by Rn
mi
. If

the progress is either less or greater than t ÿ t0, then the
presentation is either below or above the nominal rate.
The presentation is at the nominal rate if the progress is
equal to t ÿ t0. The nominal length of presentation time
of each granule in mi is 1=Rn

mi
. If, at time t, the kth granule

of mi is being displayed and the display of this granule
started at time t ÿ Dt, the progress of mi is calculated by

pmi�t� � �k ÿ 1�=Rn
mi
� Dt � Rmi�t ÿ Dt�=Rn

mi
: �10�

The maximum instantaneous drift dmi at any given
time denotes the maximum time di�erence between the
progress of the stream and the progress assumed under
the nominal presentation rate. If the stream started at
time t0, we should then have

jpmi�t� ÿ �t ÿ t0� j � dmi : �11�
We assume that the user can specify an inter-stream

jitter j in order to enforce synchronization requirements.
The inter-stream synchronization requirements can be
met if, for each synchronization points at time t and all
streams mi and mk in the presentation,

jpmi�t� ÿ pmk �t� j � j: �12�
The central component in the advanced scheduling

algorithms is the determination of the rendition rates for
streams at each synchronization point such that the three
conditions given in (9), (11), and (12) are satis®ed. Both
intra-stream scheduling on individual media streams and
inter-stream scheduling on the synchronized media
streams must be considered.

Intra-stream scheduling. Intra-stream scheduling must be
performed so that the constraints imposed by conditions
(9) and (11) are met. We enforce intra-stream constraints
by determining the progress of the stream at set intra-
synchronization points and assigning a value to Rmi�t�
such that the constraints are met at the next point. The
intra-synchronization points occur at regular intervals
Dts. The rendition rate is set at time t and remains
constant until time t � Dts. If there is an intra-synchro-
nization point at time t and a rendition rate Rmi�t� has
been calculated, then we can determine the progress
expected at time t � Dts. If, at time t, the kth granule is
being displayed and the display of this granule was
started at time t ÿ Dt, we must ®rst calculate the display
time for this granule using the old rendition rate:
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trem � max 0; 1=Rmi�t ÿ Dt� ÿ Dt� �: �13�
It is possible that, with the rate of Rmi�t ÿ Dt�, the

granule should have ®nished by the current time t. This
would give a negative value for 1=Rmi�t ÿ Dt� ÿ Dt. In this
case, trem would be 0. Here, we assume that, by the time
we assign a new rendition rate, the presentation of the
current granule would be complete. Once the current
granule has been completed, the remaining time until the
next intra-synchronization point can be utilized to dis-
play the stream at the new rate. The progress at next
synchronization point can be determined and we can also
get the range for pmi�t � Dts� to satisfy the intra-stream
constraints.

The selection of a progress rate at the next intra-
synchronization point can be guided by a variety of
approaches. We may minimize rate ¯uctuations by se-
lecting a progress rate which is closest to the nominal
rate. Alternatively, a progress rate may be chosen which
would result in the least deviation from t � Dts. The ac-
tual progress made may, in fact, be di�erent from the
calculated value. Depending on the current machine and
network loads and on other factors. We must rely on a
history-based heuristic as a guide to estimating progress.
In a practical implementation, it would be necessary to
check the actual progress at each intra-synchronization
point. If the intra-stream synchronization requirements
are not met at a su�ciently large number of intra-syn-
chronization points, recovery actions must be taken by
sending requests to the servers.

Inter-stream scheduling. We will now incorporate the
inter-stream scheduling on the synchronized media
streams into the determination of rendition rates for
media streams. We assume that the user can specify an
inter-stream jitter j in order to enforce synchronization
requirements. Suppose we have n streams, then, at each
synchronization point, a value Rmi�t� must be determined
such that the intra-stream constraints of each stream are
met, and the inter-stream constraint imposed by 12 must
also be met. We can formally specify the inter-stream
synchronization constraint in terms of the progress of the
streams. Without loss of generality, let inter-synchroni-
zation points occur at regular intervals Dts. We de®ne

psmax�t � Dts� � MAX pmi t � Dts� �� �; �14�

psmin�t � Dts� � MIN pmi t � Dts� �� �; i � 1; . . . ; n: �15�
The inter-stream synchronization requirements can be

met if for all synchronization points at t � Dts,

psmax t � Dts� � ÿ psmin t � Dts� � � j; �16�
where t denotes the time at which the current synchro-
nization point begins.

Based on the above discussion, various algorithms
can be designed to calculate rendition rates for the
streams at a synchronization point occurring at time t,
satisfying both intra- and inter-stream constraints. We
have investigated two algorithms [26]. The ®rst algorithm
determines Rmi�t� for all the streams i � 1; :::; n (within
constraints of cmi and dmi ) so that jitter is minimized at
the next synchronization point. In other words, the al-
gorithm must minimize psmax�t � Dts� ÿ psmin�t � Dts�: This
value must be less than or equal to j for the inter-stream
constraint to be met. The second algorithm attempts to
meet user requirements while holding the streams close to
their nominal presentation rate. Any change from the
nominal presentation rate may result in presentation drift
for the presentation of the stream. For a given value of j,
the algorithm determines rendition rates Rmi for each
stream mi with nominal presentation rate Rn

mi
such that

the sum of the individual stream rate changesPn
i�1
jRmi �t�ÿRn

mi
j

Rn
mi

is minimized. By minimizing this sum, the

change of rendition rate in all the streams combined is
minimized.

The operation of these algorithms is presented
graphically in Fig. 4, which depicts the di�erential pro-
gress among three streams at a synchronization point.
The solid box depicts the progress to be made by media
stream mi if the rendition rate is limited by cmi . The da-
shed box depicts the progress made using rendition rates
which satisfy dmi . Areas of intersection are shown in dark
values. The area of intersection covers the progress range
between the highest of the low-end progress values (de-
noted psleft�t � Dts� in the ®gure) and the lowest of the
high-end values (denoted psright�t � Dts� in the ®gure). No
intersection is possible if the former progress values are
greater than the latter. Using the calculation of the pro-
gress range given in the intra-stream scheduling, we can
obtain the intersection of the ranges of all participating
streams. At any point within this area of intersection, the

psright

progress

stream 3

stream 2

stream 1

leftsp

progress for nominal presentation

Fig. 4. A presentation of streams
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intra-stream constraints for all three streams will be met.
If no area of intersection exists, the streams may be
scheduled, but some jitter will be introduced. Thus, the
two cases of j � 0 and j 6� 0 should be treated separately.
The detailed discussion of these cases can be found in
[26].

To implement the above framework, the client must
have several threads running concurrently to achieve the
presentation. Data from the server are collected by the
network threads and inserted into separate bu�ers for
each media stream. In addition to the actual data to be
presented, additional information such as the sequence
number of the media granule should be provided to the
individual stream threads. The individual streams use this
information to inform the presentation scheduler thread
about the progress information. The individual threads
present the media data at the rate speci®ed by the
scheduler.

Experiments have been conducted to analyze the
performance of the proposed algorithms. For example,
for the ®rst algorithm scheduling inter-stream synchro-
nization, jitter between streams was plotted against time
with synchronization points at a 250 ms interval. This
plot indicates a minimal level of jitter between streams.
Audio and video stream rates were then superimposed;

These vary between �20%. The CPU was heavily loaded
at three points, as indicated in Fig. 5. While there is a
momentary increase in jitter, the streams quickly return
to synchronization. Under a load, the video stream is
retarded, since the video decoding process requires sig-
ni®cant CPU time. To compensate, the algorithm slows
the audio stream and accelerates the video stream, thus
reducing the jitter to zero. The user perceives only a
momentary loss of synchronization, with no hiccups
within the streams. Since this algorithm reduces jitter and
minimizes change in presentation rate, good synchroni-
zation and a constant presentation rate are both main-
tained.

The proposed algorithms permit the local adjustment
of unsynchronized presentations by gradually accelerat-
ing or retarding presentation components, rather than
abruptly skipping or pausing the presentation materials.
The experiments have demonstrated that these algo-
rithms can avoid presentation hiccups. The smooth pre-
sentations generated by these algorithms is of particularly
importance to applications of education and training.
For example, the smoothness and synchronization of a
lecture presentation play an important role for the
students to understand the materials. Other synchroni-
zation algorithms can also be designed based on the
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above framework, considering di�erent tradeo�s among
jitter, presentation drift, aggregate loss, and cumulative
loss.

Note that this framework is proposed for the sched-
uling at the client side. We assumed that the server pro-
vides su�cient support for displaying media data and is
adaptable to the various requests from the client side.
The design of the server to support the multimedia pre-
sentations at the client sides will be provided in the next
section.

5 Design of an adaptive server

In this section, we will discuss an adaptive approach to
admission control and scheduling server service time. The
purpose of the section is to demonstrate that an adaptive
server can be designed to support the presentation
algorithms proposed at the client side. Also, dynamic
client requests of changes in the data transfer rates are
supported. As the primary focus of this paper is on the
presentation scheduling at the client side, some other
issues are not addressed here.

The server is designed to handle multiple clients. To
exploit the periodic nature of media streams, the requests
from these clients are handled in a round robin fashion.
Each round ri is divided into slots sij ( j � 1; . . . ; n), where
n is the number of clients serviced by the server. A client
request to a server identi®es a set of media objects that
the client wishes to retrieve. These objects are stored in
the local DBMS. It is the responsibility of the server to
identify all the relevant objects and load them into the
server bu�er before transmitting them to the client. The
time period of a round determines the latency for display
of objects to the client. The larger the round, the more is
the latency.

The admission controller handles connection requests
from the client and admits the client if enough resources
are available. The admission control policy assumes that
there is su�cient network bandwidth to transfer the re-
quested data. A network admission controller would be
needed to perform this function. A network manager to
address the admission control in Ethernet can be found
in [7]. This issue will not be addressed in this paper.

The client request Ri speci®es the amount of data x
that it requires in each round for m rounds and the tol-
erated degradation a in this amount. For the given disk
retrieval rate r, the service time required to retrieve x can
be determined to be:

t � �a � x�=r:

A strict servicing policy would set a to 1, thereby
requiring the server to meet all the deadline requests of
the client. A ¯exible request would have a value in the
range [0,1], suggesting that the server can drop some data
if it cannot meet a deadline requirement or the client
requests a change in the data sending rate. In such a case,
the server can also delay the transmission of data so that
the new deadline requirements are within the QoS
speci®cations set by the client. Thus, a sets the fraction
of data which can be dropped (such as frames in a video

clip) or the permission time through which the server can
delay the transmission of the data.

Without loss of generality, let the duration of each
round be T and tij be the duration of client request Ri in
round rj. The admission of a new client request to the
server is conservatively approached. Let the current
round be rk, servicing n current client requests R1; . . . ;Rn.
We consider the addition of client request Rn�1 to the
server starting at rk�1 for the next m rounds. For all
rounds rj, where k � 1 � j � k � m, if Rn�1

i�1 tij � T , then
the new request Rn�1 is admitted to rk�1, assuming that
bu�er consumption is less than the maximum bu�er
space [22]. Otherwise, Rn�1 cannot be admitted to rk�1.

We now discuss the scheduling of service time to re-
trieve data from disk. Following the admission set up, the
scheduler also handles the client requests in a round
robin fashion, servicing each client in the slots speci®ed
by the admission controller. During each slot, the re-
trieval of data from disk is performed and loaded into the
server bu�er. In addition, the scheduler must also be able
to dynamically respond to the client requests of changes
in the data transfer rates over the network. The scheduler
achieves such adaptability by dynamically adjusting the
slots in each round for current client requests. However,
the assigned slots to the client in the m rounds should
always be owned by this client to guarantee a ¯exible
service for the client. Even after the client request has
been degraded by a, the degradation can be recovered at
any time the client asks for. Otherwise, the client may
never be able to be recovered if su�cient slots is no
longer available. More speci®cally, the scheduler handles
messages which are sent by the client as follows:

� Connection termination: notify the admission con-
troller.

� Increase rendition rate request: if the allocated slots
for the client are not fully used, increase the utiliza-
tion of the given slots; otherwise, drop media granules
to obtain faster transmission.

� Reduce rendition rate request: decrease the utilization
of the given slots; the extra idle slots may be tempo-
rarily used for retrieving extra data.

The requests to increase or decrease the rendition rate
provide information which can be used for appropriate
slot manipulation. In normal operation, network delays
will not happen (since bandwidth is allocated during
admission). But this may occur due to unforeseen cir-
cumstances. The system should be able to recover in this
case.

6 Conclusions

In this paper, we have developed a scheduling theory for
supporting multimedia presentations in educational dig-
ital libraries. This scheduling theory includes the speci-
®cation and representation of synchronization on media
streams, the realization of appropriate synchronization
granularity, and the scheduling principles for the presen-
tation of multimedia streams. We have formulated
criteria for specifying and scheduling the skipping/

398



pausing of media streams with asynchronous presenta-
tions when various delays occur. Adaptability to various
quality-of-service requirements are supported in the
scheduling theory. Various synchronization mechanisms
at both client and server sides are then proposed to
implement the framework. Experimental analysis are
conducted using instructional materials.

This framework can be readily used to facilitate var-
ious education and training applications. A computer-
assisted learning environment can thus be established
which will greatly enhance the available range of teaching
techniques to facilitate student training, human resource
development, and asynchronous distance learning.
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