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stream
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Abstract. A video stream is usually massive in terms of data content with abundant information. In the past, extracting explicit
semantic information from a video stream; i.e. object detection, object tracking and information extraction; has been extensively
investigated. However, little work has been devoted on the problem of discovering global or implicit information from huge
video streams. In this paper, a framework has been presented for extracting information for a specified player from soccer video
broadcast by data mining techniques. Concepts and information which exist in a soccer video broadcast are useful for team
coaches. But, due to various reasons; i.e. wide field of view of a video stream, huge data, existence of great number of important
objects in the play field of a soccer match and the occurrence of number of important events, manual extraction of information
from soccer video broadcast is difficult and time consuming task. In this paper, a set of techniques is presented that automatically
extract some useful information of a player, i.e. velocity and traversed distance, from a soccer video broadcast. Processing of
video sequence under change of lighting conditions, fast camera movement and player‘s occlusion is a challenging task. Our
proposed framework comprise of 3 stages, player segmentation, player tracking and information extraction. All three stages
must be robust under various challenges. The performance of our proposed system has been evaluated using a variety of soccer
video broadcast having different characteristics in term of lighting conditions. The experiments showed that the efficiency of
our system is satisfactory.
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1. Introduction

Introduction of different techniques for understanding digital video content has become a hot research
topic in recent years. Their main focus is on structure analysis [12] and event detection [5]. Since video
contents normally take a long period of time to play and occupy a large storage space, mining useful
information from the whole video content help users to have a better understanding, however, it is usually
a difficult task and it has not been fully explored yet.

Data mining deals with the process of data for finding useful patterns or extracting previously unknown
knowledge from a massive set of data [15]. In contrast to the textual information, which has been studied
for a long time before the information of video contents are different. Two special characteristics of video
content are 1) they are continuous sequences with temporal relations among them, 2) each video segment
normally contains abundant information itself. Due to the semantic gap between human perception
and computer based low-level features, many video understanding techniques such as shot boundary
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detection and event extraction remain open problems. Thus, investigation on video mining is at its early
stage and it normally requires extracting semantic information. The main motivation of video mining is
to find and discover knowledge from the stream based on visual and audio cues. The knowledge may
typically include structural information within a video clip, association information among various clips,
and trend information based on the analysis for a massive size of video set.

Recently, mining information in sports video data, especially soccer videos, has become an active
research topic. In the data mining technique, some algorithm such as, clustering and classification are
performed on the large scale data set, and useful information is extracted. This information may be used
for analysis of primary data set in a better way. For example analyzer and coaches are interested to attain
useful information of a player from the video data. Extracting these information involves problems such
as players detection, players tracking and player occlusion.

Furthermore, data mining from human motion has become an important subject in machine vision
community. Among many aspects of this area, the sports video analyzing especially, in the ball games
such as soccer has attracted much attention. Motion analysis in this area involves many problems such
as, rapid and unpredictable motion, sudden direction changing, occlusion and collision of target objects
by other objects and non-rigid target objects such as players and ball. Many researches [1,3,4,14,16,18,
21–29] have been introduced to handle part and/or all of these problems.

An evaluation model was proposed in [4] to quantitatively express the performance of soccer players,
using as input the relationships between the trajectories of 22 players and a ball and having as output
the performance evaluation of several players in a quantitative way. Ekin et al. [9], have assumed that
the presence of soccer highlights can be inferred from the occurrence of one or several slow motion
shots and from the presence of shots where the referee and/or the goal post is framed. Particle filtering,
also known as the Condensation algorithm [19] and bootstrap filter [8], has recently been proven to be a
powerful and reliable tool for tracking application. Choi et al. [24] used the TV broadcasted images and
tracked players by template matching and, in case of occlusions, they used the technique of histogram
back projection. The position and bounding box of ball at the starting time was manually initialized, and
then Kalman filtering and template matching were performed for ball tracking around the nearby player.
In [26] they also adopt multiple cameras to track players and apply the results in free-view visualization
generation. In their system, the players are tracked in a virtual ground image instead of using original
image.

In general, Different limitations have been assumed by other systems for soccer video analysis, these
are,

1. Multi cameras, which are placed in determined positions, are used to cover all play field.
2. Single and fixed camera, for whole field coverage area was used in indoor sports.
3. Extraction of information are event based and not based on players information.
4. Almost all systems required manual initializations.
5. The information extraction was limited to part of play field and not the whole play field, for example

to goal region.
6. Some manual interaction during the learning phase are needed for modeling of important object.

In contrast, our system have important features which are,

a- Cramp initializations are not necessary.
b- The soccer video broadcast data that we have used have placed no conditions on the camera

parameter.
c- Information could be extracted along any particular part of play field as long as they are bounded

within the grass field.
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Fig. 1. Global block diagram of our proposed system.

Information extraction of a player in our proposed system involves several stages. The players are
segmented in the field region and they are tracked on segmented frames using outfit model of two teams
and some knowledge for players. Then, the information is extracted from obtained players’ route. The
block diagram of proposed algorithm is presented in Fig. 1.

The remainder of this paper is organized as follows: the proposed algorithm for player segmentation
is presented in Section 2. The algorithm for extracting the uniform team model is presented in Section 3.
In the Section 4, the player tracking mechanism is presented. Finally, in the Section 5 an approach for
obtaining the information from extracted players’ trajectory is presented. Experimental evolution of our
proposed system is in Sections 6 and 7 is the concluding remarks

2. Player segmentation

In the first step of our data mining framework, input video sequence data are clustered into two;
clusters of players and non-players. Clustering is performed based on the coordinate of pixels on the
frame boundary and color value of pixels by image processing techniques.

The segmentation results have an important effect on the next steps. If objects are not detected in
this step, they cannot easily be recovered in the later steps. In other words, an effective approach in
the segmentation approach would have an important effect on the other steps. Therefore, this section
presents an effective, accurate and general approach for segmentation section of our system.

Many researches have been introduced to cope with different aspects of this topic. Khatonabadi et
al. [25] proposed a technique for soccer analysis in goal scenes. Also, they used a field model to provide
panoramic view of the scenes. They used background color approximation and some geometric and
structural parameters for segmenting the field area. Pascual et al. [23] proposed a technique for players
tracking in soccer. They used background subtraction by dynamic modeling for player segmentation.
Vandenbroucke et al. [21] proposed a new technique for finding hybrid color space, and then used this
color space for accurate segmentation. Utsumi et al. [22] proposed a novel approach for detection and
tracking of players by means of kernel creation. They used local edge and color rarity for segmentation.
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Fig. 2. Block diagram of proposed approach for player segmentation.

Gong et al. [29] proposed an approach that players, ball and important lines features and motion are used
for analyzing soccer video broadcast.

In this section, an innovative approach is proposed for segmentation of players in the field of soccer
game. The general block diagram of our approach is shown in Fig. 2. This stage is comprised of several
steps such as, caption detection, field region detection, player segmentation.

2.1. The caption detection in soccer video broadcast

Removal of annotation and captions that have been inserted in soccer video must be performed in the
first step. These captions may have an important effect on the other sections of our system. Therefore,
in the first step, location of captions should be detected and removed. Here, captions are detected by
using their essential features which is their fixed locations. In this method, the standard deviation of each
pixel across the consecutive frames is calculated. Then, the candidate caption pixels are marked using
a threshold on the standard deviations. The Bi-level image of caption is generated using the candidate
pixels followed by improvement stage employing noise reduction operators such as 5 × 5 median filter
and closing and dilation morphological operator with a 5 × 5 ellipsoidal structural element. The type
and feature of filter and structural element are obtained under different situations [10]. In Fig. 3, the
Bi-level image of captions is shown where the detected captions may be removed for other operations.

2.2. Field region detection

The field region extraction is important because by bounding the remaing processes within the field
region lead to decreasing complexity and have critical effect on achieving accurate results. Field region
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  (a)  (b) 

Fig. 3. Bi-level image of caption, (a) A frame of soccer game. (b) Bi-level image of caption.

localization is performed in three steps. First, color range of field’s pixels is delineated. Second, Bi-level
field or non-field image is segmented from color range. Then, field region are extracted from created
Bi-level image.

2.2.1. Color range delineation of field’s pixels
In our proposed approach, we use RGB color space. Since the video scenes that we used are long shot

view of main camera, hence, most pixels of these scenes belong to the field region. To delineate this
range, the pixel values at the maximum point of histogram for each color’s channel are used. However, the
histograms of these scenes are skewed. Therefore, to delineate range accurately, the approach proposed
by Khatonabadi in [25] is used. In this approach, first, histogram is thresholded on bin’s value, then,
centroid of achieved histogram is calculated using,

i′peak =

∑
H(i)�β·ipeak

i ·H(i)

∑
H(i)�β·ipeak

H(i)
(1)

where i′peak is centroid value, ipeak is peak point of histogram, i is histogram index and H(i) is bin value
on i index. The β is threshold bin value, that in our case 10% are selected. This value is used as median
of range. Finally, variance of achieved centroid is calculated, and is used as variance of rang.

2.2.2. Bi-level field creation
A membership function which is used as a measure to determine the pixel’s field membership, is

defined, which is,

µ(x) = e
−
(

x−i′
peak

2×(α×σpeak)

)2

, (2)

where σpeak is variance of centroid value and α is variance bias. The Gaussian membership function
is used for each channel of color space, where the calculated centroid value is used as its mean and a
percentile of calculated variance of centroid is used as its variance. Obviously, the non-field membership
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Fig. 4. Selected field region image of Fig. 3(a) using our algorithm.

measure value is 1− µ(x). The primary Bi-level image of the field is generated using the following two
steps. First, using the threshold value for the membership measure, candidate pixels are detected. In the
second step, an extra condition, which ensures that the green channel value of color space is greater than
other two channels is used.

2.2.3. Field region extraction
The field region extraction is performed in two steps. In the first step, an image area reduction technique

is performed on the primary Bi-level image of field obtained in Subsection 2-2-2. The technique is started
by assigning primary image area with same size as the primary Bi-level image. The image area size is
decreased iteratively. Decreasing process is supervised by counting deleted field’s pixels and a threshold
is used on this counted value. Finally, the image area is obtained, and by masking this image area on the
primary Bi-level image of field, parts of non-field objects are removed without removing field’s parts.

In the second step, the obtained image area is applied on the primary Bi-level image of field and
a new image is generated. Then, connected components of field’s pixel are detected from the new
image. Finally, the largest connected component is selected and the bounded rectangle on this connected
component is extracted as field region and is used on the next steps. An example is shown in Fig. 4
where the field region is extracted by using this algorithm.

2.3. Player segmentation

In this step, combination of local classification and fuzzy inference are used for extracting the players.
The proposed approach does not use any special kernel for players. Only, the global information for
player; general specification of player and field’s color, are used for player segmentation.

2.3.1. Local classification
The local classification is performed by using a rectangular shape kernel on image of the field. The

origin of the kernel is placed on each pixel of field image. At each step, the pixels of image within the
kernel are classified using the value of non-field membership measure. This value is calculated similar
to the technique introduced in Section 2-2-2. In order to make it robust, modifications are made. In
Section 2-2-2, the global i′peak and σpeak are used on the whole image. Here, in the first step, image is
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  (a)  (b) 

Fig. 5. Bi-level image of players for Fig. 3. (a) Primary bi-level image of players. (b) Final bi-level image of players.

partitioned into four blocks of equal sizes, then i′peak and σpeak are calculated for each block separately.
The value of non-field measure of each pixel is calculated using i ′peak and σpeak corresponding to the
block of this pixel. Then, pixels are classified using a threshold value on calculated value of non-field
measure.

A matrix is created with the same size as the image of field, such that each entry of the matrix represents
the membership of a player corresponding to pixel on the image of the field. The corresponding center
point of kernel to the matrix is assigned with a value γ which is between zero and one and is obtained
from,

γ =
(KA + NPC − FPC)

2 ×KA
, (3)

where KA is kernel area, NPC is number of non-fields’ pixel in classification and FPC is number of
fields’ pixel in classification. Finally, the primary Bi-level image of players (Fig. 5-a) is provided by
applying a threshold value on the value of the resulting matrix.

2.3.2. Fuzzy inference
In this step, connected components are generated from the primary Bi-level image of the players. For

each of the resulting connected component, parameters such as area, the amount of compactness and the
ratio of a height to width are computed. The compactness is calculated using,

ς =
P 2

4π ×A2
, (4)

where P is perimeter of bounded rectangular on connected components and A is area of bounded
rectangular on connected components.

For each of these parameters the membership functions have been defined, then three fuzzy rules have
been established according to these parameters. Finally, using fuzzy inference, the defined fuzzy rules
and the values of the connected components parameters of the Bi-level image of the players is generated.
In order to remove noise and obtaining better result a 5 × 5 median filter [10] and morphological operator
with a 5 × 5 rectangular shape structural element has been used for the resulting image (Fig. 5-b).

3. Uniform color model for team extraction

In the second stage of our data mining framework, the cluster of players, found in previous phase,
is clustered into two representing the competing teams and kernels of each cluster are used as uniform
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Fig. 6. Team model creation block diagram.

model of these teams.
The rules set by FIFA in a soccer game ensure players of a team wear similar uniform in a match

which is different from the opponent team. Therefore, uniform of each team is an appropriate feature
for tracking the players of a team. Usually, in the past, uniform of each team are modeled manually by
a convenient GUI [1,21]. In this paper, we have proposed an automatic approach for extracting uniform
model. In this section, the detail of proposed approach is presented. The block diagram of proposed
technique is presented in Fig. 6.

3.1. Structure of the player model

Selecting a model for uniform of each team is an important decision. The color model of uniform
wear by each team, which is extracted, is used to track the player, hence, the model must be proper
representative of players. The players have dynamic contour, texture and size on the sequence of frames.
Hence, different researchers have used variety of features for non-rigid object modeling and tracking.
Since, a soccer player in a soccer video broadcast is a non-rigid object, RGB color histogram is used for
player and uniform color clothes of each team modeling. Tracking techniques that use color histogram
model are adequate for tracking of non-rigid object even in the presence of variation of sizes. The color
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Fig. 7. RGB color histogram of players of two different teams.

histogram model is calculated by,

q̂u =
1
n

n∑
i=1

δ[b(xi) − u], (5)

where u is histogram bin; xi is location of th pixel; b(xi) is associated bin of the pixel at location xi in
the quantized feature space; δ is the kronecker delta function; n is the number of pixels. Sample of RGB
color histogram is presented on Fig. 7.

3.2. Uniform team model extraction

The uniform team model is automatically extracted in three steps. First, the constant numbers of
connected components are randomly selected from the Bi-level image of players. Second, the RGB color
histogram of each selected connected component is created. Third, the created models are clustered into
two clusters. The kernel of each cluster is used as the model for the uniform of a team.

Selection of the number of clusters is a critical decision. In the literatures, five clusters are usually
used for people present in a soccer match; i.e., players of team A, players of team B, goalkeeper of both
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teams and referee. In this paper, we only extract players of teams A and B and other persons in the match
aren’t important for our objective. Therefore, two clusters are spotted for clustering model.

A technique that is used for clustering should be robust in the presence of noise and outliers. The
fuzzy possibilistic c-means technique [20] (FPCM) is used for clustering. This technique is fast and
handles noise and outliers. Kernels of clusters, obtained by FPCM technique are treated as uniform team
model. Since, RGB color histogram obtained by Eq. (5) is a probability distribution, hence, the distance
measure of clustering technique is the Bhattacharyya coefficient that is obtained by,

ρk[p̂k, q̂k] =
m∑

u=1

√
p̂k(u) × q̂k(u), where k = (R,G,B) (6)

where m is a number of bins on histogram model; p̂ and q̂ are the two histogram models that are
compared. Then, the following relation,

d =
√

1 − ρR[p̂R, q̂R] ×
√

1 − ρG[p̂G, q̂G] ×
√

1 − ρB [p̂B, q̂B ] (7)

is used as the distance measure for clustering process.

4. Players tracking

The players are modeled by the same structure that is presented in Section 3-1. Tracking phase of our
algorithm consist of two steps. The first, players are tracked in the consecutive frames by RGB color
histogram model. In the second step, the specified player is tracked, on the overall match, using uniform
color model for the team of the specified player.

4.1. Blind tracking of players

In the third step of our data mining framework, sequences of repeated of templates are extracted by
sequence mining technique. The sequences of repetition are searched on the clustered video data by
bounded number of frames. The consecutive sequences are extracted by clustering data of players for
two consecutive bounded number of frames. This section is performed by tracking technique.

In this section, the players are tracked in the consecutive frames. However, the players are non-rigid in
the soccer video and occlusions between players are occurred frequently; therefore, the tracking method
that is used must be suitable under these conditions. The players are tracked on consecutive frames using
merge histogram back projection technique and CAMShift [3] method. Tracking algorithm has three
main steps.

1) The players that enter the camera field of view with delay, is tracked. Input of this step is the
Bi-level image of the players for first frame or Bi-level image of the players modified at step 2. For each
connected component in the Bi-level image of players, an ellipsoidal template is assumed and a model
of this connected component is created which is,

CCit(IDi, xit , yit , AAit , AIit ,Hit , Tit = Tdefault), (8)

where IDi is an unique identifier for the connected component model, x it and yit are the center coordinate
of ellipsoidal model, AAit and Alit are the main and minor axis of the ellipsoidal model, Hit is the
RGB color histogram model, as presented in Section 3-1, Tit is the imperceptible counter and Tdefault is
default value for Tit .
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2) The whole sequence is processed frame by frame and the Bi-level image of the players for each
frame are extracted, then, Bi-level image of the players are corrected and are used in the tracking process.
In this step, all model denoted by CCi(t−1)

, that was tracked on the previous frames are tracked on the
current frame. The model CCi(t−1)

is tracked in the current frame as explained in the following. New
center of coordinate for CCi(t−1)

is estimated by Kalman filter by using,

x̂ = kalmanFilter(x(t−1)),
(9)

ŷ = kalmanFilter(y(t−1))

where x̂t and ŷt are the new center of coordinate for CCi(t−1)
. TheHi(t−1)

that is the RGB color histogram
for CCi(t−1)

is applied to the current frame by Histogram Back Projection (HBP) approach [6]. Result
of this technique is a matrix that its elements are determined by,

M [x, y] = qR(bR(x, y)) × qG(bG(x, y)) × qB(bB(x, y)), (10)

where qR, qG and qB are the RGB components of Hi(t−1)
and bR(x, y), bG(x, y) and bB(x, y) are the

component values of RGB which are extracted at coordinate (x, y) space.
The CAMShift technique is used for finding the best ellipsoid fitted on the calculated matrix of Eq. (10)

and from primary ellipsoid model by center coordinate (x̂t, ŷt) and axis (AAi(t−1)
, AIi(t−1)

, then, the color
RGB histogram model from output of CAMShift ellipsoidal model Hit by center coordinate (xt, yt) and
axis (AAit , AIit) is calculated. The similarity measure between new model Hit and Hi(t−1)

is calculated
by Eq. (6). If the similarity is greater than a threshold value, the CCi(t−1)

is tracked in the current frame
and the corresponding refreshed model is,

CCit(IDi, xit , yit , AAit , AIit ,Hit , Tit = Tdefault), (11)

and, its corresponding ellipsoidal model in the Bi-level image of players is removed. If the similarity is
smaller than the threshold value, the CCi(t−1)

has not been found on the current frame, and therefore the
CCit is refreshed as,

CCit(IDi, x̂it , ŷit , AAi(t−1)
, AIi(t−1)

,Hi(t−1)
, Ti(t−1)

− 1) (12)

After tracking all CCi(t−1)
in the current frame, the modified Bi-level image of the players are processed

by step (1) and new players are entered on the current frame are detected.
3) The players that have been moved away from the camera field of view are detected. If the T i(t−1)

is
equal to zero then CCi(t−1)

is removed from tracking list of the players.
The proposed algorithm is useful for non-rigid objects tracking. Also, it has adequate robustness in

the partially occlusion between players. The performance of the algorithm is presented in the Section 6 .

4.2. Specified player tracking

In the fourth stage of our data mining framework, the non-consecutive sequence of specified template
of a player is extracted based on using the consecutive sequence of previous section, the model as
explained in Section 3, and features explained below.

In this subsection, we explain how a player, belonging to a specified team, and within a play zone,
is tracked. The diagram of proposed approach for specified player tracking is presented in Fig. 8. The
specified player is tracked by three features, which are:
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Fig. 8. The diagram of proposed approach for special player tracking.

1) The probability distribution of the specified player position in the first frame
2) The probability distribution of the specified player position in the soccer field, taking into account

attacking and defending situations.
3) The specified player team

The specified player is tracked by the CONDENSATION (CONditional DENsity propagaTION) [19]
algorithm.
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4.2.1. The soccer field model
The specified player trajectory must be extracted within the soccer field and mapped into a field model.

Hence, the soccer field must be simulated by a digital model in the system and the frames of the soccer
video broadcast must be mapped to the soccer field model correctly. Therefore, the mapping parameters
must be obtained, in order to map the frames of a soccer video broadcast to the soccer field model.
The parameters may obtained either by using some electronic equipments on the cameras or by using a
semiautomatic software and GUI on the soccer field lines.

Afterwards, the position of each extracted connected component, as explained in Section 4-1 could be
mapped to the soccer field model using the mapping parameters. In the specified player tracking section,
all coordinates are related to the soccer field model. So, all distance measures are calculated in the soccer
field model coordinate.

4.2.2. The Structure of modeling using CONDENSATION algorithm
The CONDENSATION algorithm is a probabilistic algorithm. It is an extension of particle filter

algorithm, which is used for tracking in non-Gaussian systems. The algorithm has three layers of
hierarchical structure. The lowest layer is a sample layer. The samples are structures from tracking
system model. In the proposed approach the tracking system is the specified player on the field model.
The samples have structure represented by five parameters as,

samplei(xi, yi, IDi, Leni, Pi), (13)

where xi and yi are the position of samplei in the soccer field model, IDi is the unique identifier for
the corresponding connected component model of sample i, Leni is the tracking length of samplei and
the Pi is the probability of correctness of samplei. The probability of presence of a specified player at a
specified position of the soccer field model is presented by P i.

The second layer is a sample set. In the proposed approach each sample set correspond to one frame
and it represents the probability of a specified player‘s position in that frame. The third layer is called
super sample set which its elements are sample sets related to sequence of soccer video corresponding
to the specified player tracking trajectory. The algorithm consist of the following steps:

1) Initialization of algorithm by creating the first sample set corresponding to the first frame and
calculating the probability of correctness for each sample in the sample set

2) Creation of other layers comprising of three iterative steps: Drift, Diffuse, Measure.

The details of these two steps are given in the following,

4.2.3. Initialization
The first sample set is created by the first feature of the specified player which was explained in

Section 4-2. The N points are randomly selected in the soccer field model which probability of presence
of a specified player at these points is greater than a threshold value. The probability of presence of a
specified player for each point is obtained by the first feature of the specified player. Therefore, the first
sample set is created by N samples. Thus, for each sample its x i and yi parameters are determined.

For each sample of first sample set, the shortest distance of a connected component to this sample in
the corresponding frame is selected and the unique identifier for that connected component is assigned to
IDi. The distance measure between the sample and a connected component is calculated by Euclidean
distance between that position of the sample and the center of ellipsoidal connected component model
in the soccer field model.

The Pi is obtained by calculating the similarity measure, that is Bhattacharyya coefficient, between the
ellipsoidal model of IDi and the uniform color model of the specified player team. Then, initialization
step is performed and the first sample set is obtained.
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4.2.4. creating the other sample sets
The rest of sample sets are created by two steps.

1. Drifting and diffusing
2. Measuring

The drifting and diffusing are explained first. For each sample in the previous sample set, four samples
of a neighbor are created to form the new child samples. Then, for each child sample the corresponding
connected component is obtained. If the connected component for the new sample is equal to the
corresponding connected component of its parent, the tracking length parameter of the new sample
is increased by one. Then, the correctness probability parameter of the new sample is calculated by
equation,

p(z|x) = p1(z|x) × p2(z|x) × p3(z|x). (14)

where p(z|x) is the conditional probability of observation given sample x, p1(z|x) is the similarity
measure given by Eq. (6) between the histogram model of corresponding connected components of the
sample x and the uniform color histogram of the specified player team, p2(z|x) is the correctness of
tracking for the corresponding connected component of the sample x which is explained in Section 4-1.
The p3(z|x) is calculated by the tracking length parameter of the sample x as,

p3(z|x) =

{
(1−offset)
threshold × Lenx + offset Lenx < threshold

1 Lenx � threshold
(15)

Hence, in drifting process the new sample set is obtained by previous sample set and is quadruplicated
samples greater in numbers. In measuring step, the next sample set is obtained by selecting quarter
samples from the new sample set using the conditional probability of observation.

4.2.5. Creating the graph structure from the CONDENSATION structure
The CONDENSATION algorithm is performed when the sequence of the soccer video is processed

completely. Therefore, the sample set is created by some of the frame of the soccer video. Then, the
weighted graph is created from the obtained CONDENSATION structure as following.

a) The nodes of graph are the samples of the sample sets
b) Each sample set is one layer of the graph
c) The edges of the graph connect the samples of the sample set to the samples of the next sample set

in the CONDENSATION structure.
d) The weight of each node is the correctness probability of the corresponding sample in the CON-

DENSATION structure.
e) The weight of the edges are obtained by equation,

wi,j =
{

similarity(Hi,Hj) di,j � threshold
0 di,j > threshold

(16)

where di,j is the Euclidean distance between two nodes, H i and Hj are the color histogram models of
the nodes and similarity() is the similarity measure between two models by Eq. (6). Then, the weighted
graph is created from the CONDENSATION structure.
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4.2.6. Route Extraction of the specified player
The specified player route is extracted from weighted graph using Viterbi algorithm. By repeating

the algorithm for all players, the routes of all players on the soccer field model are obtained and the
information is extracted.

5. Information extraction from specified player route

In the fifth stage of our data mining framework, useful information of a player is extracted from
obtained non-consecutive sequence of specified template. The information about the specified player
performance could be obtained from the extracted the trajectory. Some useful data that could be extracted
are:

a) The existence percentile of a specified player in different zones of soccer field is determined and is
defined by,

Ri,j =
1
n

n∑
k=1

Exs(i, j, k) × 100, i = 1, . . . , 12, j = 1, . . . , 22, (17)

where,

Exs(i, j, k) =
{

1 if player j exist in region i at frame k
0 otherwise

(18)

where j is the specified player number, i is the region of the soccer field index and k is the frame
number.

b) The traversed distance of the specified player is estimated by,

Distancej(k) =
k∑

f=2

Dj(f, f − 1), j = 1, . . . , 20, (19)

where k is the frame number and Dj(f, f − 1) is the function that calculates the traversed distance
by the specified player between frames f and f − 1 and 20 is total number of players that we
specified within a soccer field.

c) Estimation of average velocity by the specified player is determined by,

Vavgj =
1

n− 1
tfr ×

n∑
k=2

Distancej(k)
k

, j = 1, . . . , 2, (20)

where tfr is the time between two consecutive frames.
d) Measuring the obedience of a specified player from the team plan using the percentage of presence

within the prescribed soccer field zone.

6. Experimental results

The performance of our proposed system is evaluated by conducting several experiments on different
soccer broadcast video data. In this section, results for different part of our system are separately
presented. The experiments are performed on three different conditions; dummy lighting condition,
natural uniformed lighting condition and natural non-uniformed condition.
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Table 1
Value of parameters used in our experiments

Parameter Value
The threshold value on the edge image (line segmentation) 0.6*Maximum Value of

the edge image
The threshold value on grayscale intensity (line segmentation) 110

α 0.85
The threshold value on pixels’ player classification 0.98

(player local classification)
The threshold value on pixels’ ball classification 200

(ball local classification)

Table 2
Average value of measurements for player and line segmentation on 1000 nonconsec-
utive frames and 3 situations

Dummy light Natural uniformed light Natural non-uniformed light
Precision Recall Precision Recall Precision Recall

94.4% 91.5% 100% 93.3% 96.5% 97%

(a)       (b)

Fig. 9. An image with severe non-uniform natural lighting condition. (a) Original image. (b) Obtained image by applying
Bi-level image of players on original image.

6.1. Segmentation

The segmentation stage of our proposed approach has been tested using soccer video broadcasts under
variety of situations. In Figs 9, 10 and 11, the final results of segmentation under three different conditions
are presented. These conditions are natural and uniform lighting condition, natural and non-uniform
lighting and the presence of shadow due to building and artificial lighting. The performance of the
proposed approach is evaluated using 1000 nonconsecutive frames of 3 soccer videos broadcast. Two
measures are calculated for each frame. The mean values of these measures are presented in Table 1.
The values of the parameters which are used in experiments are given in Table 2.
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(a)       (b)

Fig. 10. An image with artificial lighting condition. (a) Original image notice the shadows created by the players. (b) Obtained
image by applying Bi-level image of players on original image.

(a)       (b)

Fig. 11. An image with severe uniform natural lighting condition. (a) Original image. (b) Obtained image by applying Bi-level
image of players on original image.

6.2. Uniform color model extraction

The soccer video with artificial lighting condition has been used for evaluating the performance of
uniform color model extraction. The uniform color models of two teams are automatically obtained as
well as, they are extracted manually. The quality of the uniform color model obtained automatically
is evaluated by calculating the similarity measure between manual extraction model and automatic
extraction model. The player classification using automatic extraction model is presented in Fig. 12.
Also, the calculated similarity measure between two models is presented in Table 3.
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Table 3
The similarity measure between two models

The Bhattacharyya similarity coefficients The Bhattacharyya similarity The Bhattacharyya similarity
for the automatic extracted uniform color coefficients for team B coefficients for team A

model of team A and team B
0.6 0.9 0.9

    (a)       (b)       

Fig. 12. The players classification by using the uniform color model extracted automatically from 600 consecutive frames. (a)
The players of team A. (b) The players of team B.

     (a)           (b)     (c) 

    (d)           (e)     (f) 

Fig. 13. The result of tracking the players on dummy light condition a. frame 1 b. frame 10 c. frame 31 d. frame 50 e. frame
67 f. frame 100.
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     (a)           (b)     (c) 

    (d)           (e)     (f) 

Fig. 14. The result of tracking the players on uniform natural light condition a. frame 1 b. frame 13 c. frame 27 d. frame 50 e.
frame 67 f. frame 100.

     (a)           (b)     (c) 

    (d)           (e)     (f) 

Fig. 15. The result of tracking the players on sever nonuniform natural light condition a. frame 1 b. frame 13 c. frame 20 d.
frame 50 e. frame 67 f. frame 100.
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Table 4
Four obtained metrics and statistics comparison for the performance evaluation the proposed tracking technique

Uniform Non-Uniform
artificial Natural natural

Statistics Lighting Lighting Lighting
Condition Condition Condition

The mean of the distances between positions of player on the automatic extracted
route and manual extracted route

7.76 20.3 3.24

The mean of the distances between positions of player on the automatic extracted
route and manual extracted route by spatially separated

7.76 20.3 3.24

The mean of the distances between positions of player on the automatic extracted
route and manual extracted route by temporally separated

5.3 12.4 3.23

The mean of the distances between positions of player on the automatic extracted
route and manual extracted route by temporally and spatially separated

5.3 12.4 3.23

6.3. Blind tracking of players

In this section, the results of the blind tracking of players are presented under three different lighting
conditions. Another characteristics, that the tracking sequence has is that the players are partially
occluded by other players. The results of tracking of the players are presented in Figs 13, 14 and 15 for
100 consecutive frames. In these figures, the specified player is encircled and tracking results are shown
for six different frames.

6.4. Specified player tracking

The results of our tracking algorithm for a specified player are presented in this section. The perfor-
mance of the proposed tracking approach is measured by four statistics that are presented in Table 4.
The route extracted for a specified player is presented in Figs 16, 17 and 18 for 1000 consecutive frames
under three different lighting conditions. For evaluating the performance of proposed approach, the
specified player route is extracted both manually and automatically. Then, the four metrics are applied
and comparisons are made for both extracted trajectories. The results of our comparison are presented
in Table 4.

6.5. Extraction of the data of the specified player trajectory

Data has been extracted for the specified players which have been tracked using the algorithm of
Section 6-4 are presented in Table 5 and Figs 19–21. In Figs 19–21 the presence percentile of a specified
player which are determined in 12 zones of a soccer field under three different lighting conditions are
presented. Qualification evaluation of the results is performed by manually extracting the data of the
specified players and compared them with the automatic extraction.

7. Conclusion

In this paper, a system is introduced in which the information of each players in a soccer match
video broadcast could be extracted. In the proposed system, the input video images are processed, and
all players in the field are detected and tracked separately. Tracking of players provide some useful
information such as the average velocity and the distance traversed by specified player. In order to gather
information from a video soccer game, players are first detected from non-players. Then players are
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Table 5
The information is extracted for the specified players on three verity light conditions

Artificial lighting Uniform natural Non-uniform
The data extracted condition lighting condition natural lighting

(1000 frame) (600 frame) (500 frame)
Automatic manual Automatic manual Automatic manual

the specified player average
velocity(km/h)

23.2 22.6 46.4 43.2 37.8 34.9

the traversed distance by the
specified player(m)

217 214 258 240 207 194

Fig. 16. The specified player route is extracted on 1000 consecutive frames on the dummy light condition.

Fig. 17. The specified player route is extracted on 600 consecutive frames on the uniform natural light condition.
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Fig. 18. The specified player route is extracted on 500 consecutive frames on the nonuniform natural light condition.

(a)

(b)

Fig. 19. The specified players existence percent on soccer field zones for dummy light condition. a. The automatic extracted
results b. The manual extracted results.
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(a)

(b)

Fig. 20. The specified players existence percent on soccer field zones for uniform natural light condition. a. The automatic
extracted results b. The manual extracted results.

tracked and necessary parameters are evaluated. Performance of each soccer player is evaluated based
on extracted information, i.e. velocity and traversed distance, etc. The extracted information is useful
for soccer analyzers and coaches. In our proposed system, problem that is usually categorized in image
processing and machine vision system is solved by data mining prospect.

Experimental results of our system are presented in section 6 and its capability for extracting useful
information from the soccer video broadcast is demonstrated. Our approach is robust under various con-
ditions such as players occluded with lines, player’s shadows, and severe non-uniform field’s luminance.
Our proposed approach yield accurate results under different situations without employing any special
offline modeling of objects of interest.
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(a)

(b)

Fig. 21. The specified players existence percent on soccer field zones for non-uniform natural light condition. a. The automatic
extracted results b. The manual extracted results.
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