
Transcribing speech and making it
ready for browsing.
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I Speech is not valued today as an archival information source

I because it is impossible to efficiently locate information in large audio archives. By itself,

j speech does not permit content-based searches for information like those commonly

I employed for text documents over the Internet. But now, after more than a decade of

I steady advances in speech recognition, speaker identification, and language understand-

! ing, it is possible to begin building usable automatic content-based indexing tools for spo-

I ken language by integrating these emerging technologies. Once these tools become
L___..._______________________________________________________ _.
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powerful enough, we believe the original
speech recordings will be valued and preserved
for their informative nuance and full context.

Rough'n'Ready is the name of a prototype
system under development at Bolt, Beranek
and Newman (BBN) that aims to provide a
practical means of access to information con-
tained in spoken language from audio and
video sources. It creates a Rough summariza-
tion of speech that is Ready for —
browsing. The summarization is

Daben Liu, Amit
Srivastava, and
John Makhoul

a structural representation of tbe ,-. * rr i i
content in spoken language that "^FranCtS Kubula,
is very powerful and flexible as
an index for content-based infor-
mation management. This sum-
mary, which is automatically
produced by the system, includes
extracted features such as the
names of people, places, and
organizations mentioned in the ^ ^ ^ ^ ^ ^ ^
transcript as well as the identities and locations
of tbe speakers in the recording. The system
also breaks the continuous stream of words
into passages that are thematically coherent.
Each of these passages is automatically sum-
marized with a short list of appropriate topic
labels drawn from thousands of possibilities.
Taken together, tbese capabilities effectively
impose a document model upon spoken lan-
guage, which permits it to be searched for con-
tent with the same ease as textual documents.

Each of the content-based features extracted
by the system can be used as query terms to

form selective searches over audio archives. For
instance, the term Clinton can be specified as a
person, a location, a speaker, a topic, or as an
unqualified word as is common in Internet
searches. In addition, the document structure
created by the system can be exploited for
information retrieval by using an entire passage
as a relevance-feedback query. This is possible
because the passages or stories that ate

bounded by Rough'n'Ready are
topically coherent. Using a

as query-by-exam-

sttucting complicated Boolean
queries to find all similar stories
in a large audio archive.

These powerful capabilities
are possible today by leveraging
state-of-the-art, but still imper-
fect, speech and language tech-

^^^^^^^^ nologies in an integrated audio
indexing system. Currently, the technologies
integrated into Rough'n'Ready include large
vocabulary speech recognition, speaker seg-
mentation, speaker clusteting, speaker identifi-
cation, name spotting, topic classification,
story segmentation, and information retrieval.
The integration of such diverse technologies
allows Rough'n Ready to leverage its strengths
in combination and produce a high-level struc-
tural summatization of the content of spoken
language. All of the technologies used in the
system employ statistical models whose para-
meters are estimated automatically from sim-
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ply labeled training data, such as word transcriptions
with marked names, and complete stories labeled
with topics. Non-experts can produce these materials
at predictable costs. The statistical models derived
from this data by automatic learning algorithms are
inherently robust in dealing with the extreme vari-
ability found in spoken language. They are also inde-
pendent of the language used or the domain covered.
In addition, these models can be scaled up to handle
extremely large data sets with reasonable computa-
tional costs.

Audio Browsing with Rough'n'Ready
Elements of the structural summarization produced
by Roughn'Ready are shown in Figure I. This is a
screen shot of the audio browser positioned at the
beginning ot an episode of a television news program
(ABCs "World News Tonight" from January 31,
1998). The episode is decomposed by the browser
into three columns representing the speakers, the
words spoken, and the topics under discussion.

In the leftmost column, the sequence of speakers
is shown as they appear in the audio track of the
episode. The boundaries between the speakers,
which are automatically determined by the system,
provide cues for the paragraph-I ike breaks in the
transcription to the right. The speaker segments have
been identified by gender and clustered over the
episode to group together segments from the same

Figure 1. Elements of the automatic structural summarization
produced by Rough'n'Ready.

male 2

Elizabeth
Vargas

It's a strat«gy lo pfsssure or> council making deals and it's known
sach day in Southern Calrfornia latest danger from hell.

From A8C news Worid headquarters in New Yoik January thirty
first nineteen ninety ... this is world news lonighl Saturday here's

abetti Vargas.

Good evening and defense seoretary 'MEIiam Cohen taid today
that a military strike against a rock would b* quol* tubslantial in
size and Impact but t.u)it>(i stressed that the ttrlke would not be
able lo remove Saddam Hus'. from power or eliminate his
deadly arsenal lh« defense seoretary also had strong words today
for Ihe United Nations Security Council ABCs Juhr> Mcwelhy
reports.

With more american firepower being considered lor the Persian
Gull defense secrelaiy today issued by are the
administration's toughest criticism of the UN security council
without mentioning Russia or China buying named Coh^ii took
dead aim at their retuctanoe to get lough with Iraq.

Frankly I find it... incredibly hard to accept the proposition but in
the face of 's actions and that of members of the Security
Council cannot bring themselves to to clear that this is a
fundamental or material breach ... of old conduct on his part I think
It challenges the credibility of Security Counoil.

speaker under the same label. One speaker, Elizabeth
Vargas, has been identified by name using a speaker-
specific acoustic model for identification.

Ihe automatic transcription is shown in the mid-
dle column of the browser in Figure 1. The colored
words in the transcription locate the names of people,
places, and organizations that have been found by the
system. Even though the transcript contains speech
recognition errors, the augmented version shown here
is easy to read and the gist of the story is apparent
with a minimum of effort. It is important to recall
that the raw output of the recognizer does not have
these properties—it has no punctuation, capitaliza-
tion, paragraphs, or highlighted content words. These
important features of the transcript are derived by the
system from additional integrated speech and lan-
guage technologies—speaker segmentation, cluster-
ing, and identification, and name spotting.

In the rightmost column of the browser, a set of
topic labels is shown that have been automatically
selected by the system to describe the main themes of
the first story in the news broadcast. These topic labels
are drawn from a set of over 5,500 possible topics
known to the .system. They constitute a very high-ievel
summary of the content of the underlying spoken lan-
guage. Although it is not apparent from Figure 1,
these topic labels apply to a specific span of words in
the automatic transcription. There is a different set of
topic labels specified for each story that is automati-

cally detected in the episode.
Boundaries between the sto-
ries are also located auto-
matically by the system.

Automatically breaking a
continuous audio stream of
spoken words into a
sequence of bounded and
labeled stories is a novel and
powerful capability that
enables Rough'n'Ready to
effectively transform a large
archive of audio recordings
into a collection of docu-
ment-like units. The effect
of this fundamental capabil-
ity is shown in Figure 2,
which is another screen shot
of the audio browser. In this
view, an audio archive con-
sisting of 150 hours of
broadcast news is organized
as a collection of episodes
from various content pro-
ducers. One particular

aign relations with tha
United States

Inspections

United Natiens

Iraq

[Politics and govemmeni
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The summarization is a structural representation
of the content in spoken language that is very powerful and
flexible as an index for content-based information
management.

m

episode {"CNN Headline
News" from January 6,
1998) is expanded to show
the sequence of stories
detected by the system for
this particular episode.
Each story is represented
by a short list of topic
labels that were selected by
the system to describe the
themes of the story. The
net effect of this represen-
tation is that a human can
quickly understand the
contents of a news broad-
cast ftom a small set of
highly descriptive labels.
These labels are very useful
as query search terms
because they generalize
over the content of the
story—that is, the words
in the topic labels do not
need to occur in the text of
the story for retrieval to
succeed.

The first story in the expanded episode in Figure
2 is about the fatal skiing accident suffered by Sonny
Bono. The three important themes for this story—
skiing, accidents, and Sonny Bono—have all been
automatically identified by the system. Just as
importantly, the system tejected all of tbe other
5,500 topic labels for this story leaving only the con-
cise list of four topic labels shown here to describe
the story. Note that the system had never observed
these topics together before in its training set, for
Mr. Bono died only once. Nonetheless, it was able to
select this very informative and parsimonious list of
topics from a very large set of possibilities at the
same time that it was segmenting the continuous
word stream into a sequence of stories. To our
knowledge, this powerful summarization capability
has been demonstrated for the first time in the
Rough'n'Ready audio indexing system.

The entire audio archive of broadcast news is auto-

Figure 2. A high-level view of an audio archive showing a
news episode as a sequence of thematic stories.

m^ Broadcast News

!+ Q j ABC Worid News Tonight

1+ i I ABC Prime Time

!- : ) CNN Headline News

+ i Headline News 01/04/98

+ I Headline News 01/05/98

Headline News 01/06/98

3 l Skis and skiing : Accidents and injuries ; Bono, Sonny ; Accidents

QBI Bombings : Terrorism : Criminal justice. Administration o l : Murder: Denver (Colo.) trial: Oklahoma

M I Ballooning : Fossett, Steve : Sports

iSi l Weather: Stcmis : Winter storms : Hurricanes

S l Royal household : Great Britain : History : Diana, Princess ol Wales : Elizabeth II, Queen ot the Uniti

M I Monuments: Statues : Roosevelt, Franklin D,: tvlefnorials : Royal household : Elizabeth II, Queen c

^ Hairdressing : Beauty, Personal: Lice ; Advertising

M I Investments: Slocks : Economic conditions : Stock-exchange : Eccnomtc indicators

^ Baseball: Halls of tame : Sports : Athletes

i S l Awards : Motiorvpictures : Motion-picture reviews : Actors and actresses : Academy awards (Motio

deadline News 01/08/98

L J Headline News 01/09/98

i _ | Headline News 01/10/98

matically sumtnarized in the same fashion as the
expanded episode shown in Figure 2. This means the
archive can be treated as a collection of textual docu-
ments that can be navigated and searched with the
same ease that we associate with Internet search and
retrieval operations. Every word of the transcript and
all of the structural features extracted by the system
are associated with a time offset within the episode,
which allows the original audio or video segment to
be retrieved from the archive on demand. The actual
segment to be retrieved can be easily scoped by the
user as a story, as one or more speaker segments, or as
an arbitrary span of consecutive words in the tran-
scription. I his gives the user precise control over the
segment to be retrieved.

In Figure 3, a summary panel is shown containing
a list of al! the topics found by Rough'n'Ready for the
150-bour broadcast news audio archive. The list is
sorted alphabetically in this screen shot and contains
the nutnber of times each topic occurs in the archive.
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Speech is always a rich source ofinformationy and
frequently—in telephone conversationsy voice mail atid radio
broadcastSyfor example—the only source of information.

It is possible to summarize any extracted names or
identified speakers in the same manner. Any term in
the summary panel can be inserted into the query
panel by selecting with the mouse. In Figure 3, the
topic Airplane accidents is selected in the summary list
and also appears in the query panel near the top of the
screen. This query term is in green to signify that it is
to be used as a topic term in the query. That is, it will
match terms in the topic list for each story in the
archive regardless of whether the words actually occur
in the story. This provides a powerful generalization
capability to the user.

The results from a search for all stories in the
archive with the topic. Airplane accidents., are shown
in Figure 4. The folder at the top contains 68 stories
labeled with that topic. A new query can be scoped
against this collection of stories to narrow it further or
the user can view any one of them in more detail in
the transcription view of Figure 1. Using topic labels
as search terms is a fast and powerful way to discover
the contents of a large audio archive. Rough'n'Ready
allows the user to use any of its automatically
extracted features as search terms.

Integrated Speech and
Language Technologies in
Rough'n'Ready
The architecture of the
Rough'n'Ready system is illus-
trated in Figure 5- The ovetall sys-
tem is composed of three
subsystems—the Indexer, Server,
and Browser. Features of the
Browser have been described in the
previous section. In this section,
we will briefly describe each of the
speech and language technologies
that have been integrated into the
Rough'n'Ready Indexer. We will
discuss the Server only btiefly in
this article to describe the Infor-
mation Retrieval subsystem.

Tbe Indexer subsystem is shown
on the left of the diagram in Figure
5 as a cascade of technologies that
takes a single waveform as input
and produces as output a compact

structural summarization encoded as an XML file
that is fed to the Server. The duration of the input
waveform can be from minutes to hours long. The
entire indexing process runs in four times real time on
a 45OMHz Pentium II processor. We will now briefly
describe each of the speech and language technologies
making up the Rough'n'Ready Indexer.

Speaker segmentation. The goal of speaker seg-
mentation is to locate all the boundaries between
speakers in the audio signal. This is a difficult prob-
lem in broadcast news because of tbe ptesence of
background music and noise. Accurate detection of
speaker boundaries provides the speech recognizer
with input segments that are each from a single
speaker, which enables speaker normalization and
adaptation techniques to be used effectively on one
speaker at a time. This is one example of the leverage
gained through integration—speech recognition
degrades without accurate knowledge of tbe location
of speaker cbanges in the audio stream. Furthermore,
speaker change boundaries bteak the continuous
stteam of words from the recognizer into paragraph-
like units tbat are often homogeneous in topic.

We have developed a novel two-stage approach to

Figure 3. A summary list of the topics found in an
audio archive of broadcast news.
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Speaker change detection that
is described in [1]. The first
stage is a gender-independent
phone-class recognition pass
whose primary purpose is to
label the input frames as
speech or non-speech. We col-
lapse the phoneme inventory
to only three broad classes but
we include five different mod-
els for typical non-speech phe-
nomena (music, noise,
laughter, breath, lip-smack)
resulting in a small fast
decoder that produces reliable
speech/non-speech labels at
each frame of the signal analy-
sis. Locating non-speech
frames reliably is important
since 80% of the speaker
boundaries in broadcast news
occur within non-speech
intervals. The system can con-
fidently hypothesize a speaker
boundary within a non-speech gap without risking
splitting a word in two and thereby degrading the
speech recognition that follows.

The second stage performs the actual speaker seg-
mentation by hypothesizing a speaker change bound-
ary at every phone boundary that was located in the
first stage. The decision takes the form of a likelihood
ratio test where the null hypothesis is that the adjacent
segments are produced ftom the same underlying dis-
tribution. The distance metric used here is similar to
the Bayesian Information Criterion introduced in [2].
The phone level time resolution in our approach per-
mits the algorithm to run very quickly while main-
taining the same accuracy as hypothesizing a
boundary at every frame. In addition, accurate identi-
fication of the non-speech frames allows us to omit
them from the distance calculation, which improves
discrimination between the speech samples from two
different speakers.

This approach has performed better than any com-
peting approach we have tried in the past. We define
a boundary error as any hypothesized boundary that
is more than 100ms away from a true boundary,
which is marked by hand in the test sample. 100ms is
the duration of a single phoneme and, as such, is a
very conservative tolerance for measuring speaker
change detection error. Using this stringent measure
oi accuracy, our speaker segmentation algorithm
detects 70% of the true speaker boundaries in broad-
cast news.

Figure 4. Returned results from a query for stories with
_j the topic "Airplane accidents."

68 stones about. Airplane accidenis (OR)

CM I Airplane accidents : Airlines : Acoidents : Aeronautics : Safety measures

2 y Airplane accidents Accidents : Mass media : Airiines

3 i Airplane accidents [Accidents [Airplanes, Military : Armed Forces: Foreign relations with the United States _

i Q j Hijacking of aircraft: Terrorism : Crime and criminaJs : Hoslages : Airplane accidents : Airtines

! S l Airpianes. Miiitary . Airpiane accidents : Accidents : Air pilots - Airlines : United States. Air Force

i S l United States. Dept. ol Commerce : Brown. Ron : Officials and employees Airpiane accidents

B l Aocidents ; Mudslides: Commuting traffic : Airplane accidents :Cochran. Jotinnie ; Police pursuit driving

[JM Airplane accidents : Aeronautics : Safety measures . Airiines : Accidents : Air pilots

I B I Airlines : Airpiane accidents : Aeronautics : Safety measures : Accidents : ValuJet Airiines : Air pilots : Everg

s l Airplane acoidents : Airiines : Aeronautics : Safety measures : Trans World Airlines

3 l Economic conditions : Nutrition : investments . United States : Airplane accidents i

5 y Airiines: Aeronautics: Safety measures • ValuJet Airlines: Airpiane aooider^ts

' , ^ Airplane accidents. Terrcrism . Automobiles ; Bombings

s l Outer space : Exploration : Rescue work : Airplane accidents : Accidents

f p l Rorida : Airplane accidents : Air pilots |

s l UnHed States. Air Forc« : Airpiane accidents: Accider^s: Airplanss, Military

^ {A i rp lane accidents : Trans Worid Airtines [Aeronautics : New York (State); Safety measures : Salinger. Pien.

inSpeech recognition. I he transcription
Rough'n'Ready is created by the BYBLOS large
vocabulary speech recognition system that has been
intensively developed over many years at BBN. This is
a continuous-density hidden Markov model (HMM)
system that has been competitively tested in annual
formal evaluations for the past 12 years [4]. In
Rough'n'Ready, we arc currendy running BYBLOS at
three times real time using a 60,000-word dictionary.
The acoustic models used are speaker- and gender-
independent and do not include unsupervised adap-
tation at this time. The recognition accuracy for this
configuration is given in Table 1 on the standard
Hub4 broadcast news test sets. These results are only
about 20% worse than those achieved in the 1998
Hub4 evaluation by systems running at the rate of
several hundred times real time.

Speaker clustering. The goal of speaker clustering
is to identify all segments from the same speaker in an
episode and assign them a unique label. It is a form of
unsupervised speaker identification that is useful for
News on Demand systems since it allows skimming
audio by speaker identity. One recent approach to the
problem is described in [3]. The problem is difficult
in broadcast news because of the extreme variability of
the signal and also because the true number of speak-
ers can vary so widely (anywhere from 1 to about
100). We have found an acceptable solution to this
problem using an agglomerative clustering approach
that is described in [5]. The total number of clusters
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produced is controlled by a penalty that is a function
of the numhcr of clusters hypothesized. A positive
bias is applied for segments that are adjacent to each
other in time. This algorithm has proved effective
over a very wide range oi news broadcasts. It performs
well regardless of the true numbers of speakers in the
episode.

Speaker identification. The first step is to identify
every speaker cluster by gender. This is a form of
supervised speaker identification. A Gaussian mixture
model (GMM) for each gender is estimated from a
large sample of training data that has been partitioned
by gender.

In addition to gender, the system can idenrif}' a spe-
cific target speaker if given one minute of speech from
the speaker. Again, a GMM is estimated from the given
data and this is used to identify segments of speech
from the target speaker. The general approach is
described fully in [6]. Any number of target models can
be constructed and used simultaneously in the system
to identify the speakers. To make their labeling deci-
sions, the set of target models compete with a speaker-
independent cohort model that is estimated from the
speech of hundreds of speakers. Each of the target
speaker models is adapted from the cohort model. This
results in robust target speaker models that are normal-
ized to a common base. Since every Gaussian in the
speaker-specific models is tied to a matching Gaussian
in the cohort model, the system is able to identify
beforehand the 5 most important Gaussians in the
mixture for the given speaker and cohort. This approx-
imation allows the algorithm to run very fast while sac-
rificing almost nothing in accuracy.

Name spotting. The objective of name spotting in
Rough'n'Ready is to extract important terms from the
speech and collect them in a database. Currently, the
system locates names of persons, places, and organi-
zations. Most of the previous work in this area has
considered only text sources of written language and
has concentrated on the design of rule driven
machines to locate the names. Extraction from auto-
matic transcriptions of spoken language is more diffi-
cult than written text due to the absence of
capitalization, punctuation, and sentences as well as
the presence of recognition errors. These have a sig-
nificant degrading effect on the performance of rule-
driven systems.

To overcome these problems, we have developed
an HMM-hased learning name extraction system
called IdentiEinder, which is described in [7]. The
model employs a statistical bigram language model,
part-of-speech tagging, and a set of features based on
the word orthography. Taken together, these features
allow the model to generalize from the learning exam-

ples to extract new names from independent test data.
The parameters of the system are automatically esti-
mated from a corpus of labeled data. The costs for
bootstrapping such a learning system to a new
domain are modest and predictable since non-expert
annotators easily learn the labeling task. In contrast,
rule design is a high art requiring years of experience.

IdentiEinders name spotting accuracy on written
text sources is competitive with state-of-the-art rule
based systems, which are able to detect more than
90% of the names in newswire texts. Since Identi-
Einder is a learned statistical model, it degrades very
little in the absence of case, punctuation, and sentence
boundaries—conditions that are typical of speech
recognition output. In the presence of speech recogni-
tion errors, it degrades in a predictable fashion that is
a linear function of the word error rate (75% name
spotting accuracy at 20% recognition word error).

Topic classification. We have developed a novel

Table I. BYBLOS speech recognition word
error rates on the Hub4 evaluation test sets.The

recognizer was run at three times real time.

HUB4TESTSET

1996

1997

1998 Set 1

1998 Set 2

WORD ERROR RATE

29.1

21.5

21.4

18.8

approach to topic classification that selects a set of
topics appropriate to a given document. It has been
shown to work well even when the set of possible top-
ics numbers in the thousands. Both of these attributes
are in marked contrast to nearly all of the previous
work in topic classification, which assigned a single
topic to a document from a set of a few hundred pos-
sibilities at most. In addition, our method includes an
explicit model of general language that absorbs com-
mon words that do not contribute toward a specific
topic.

Our topic classification subsystem, called
On'lbpic, is a probabilistic HMM whose parameters
are estimated from training samples of documents
with given topic labels. 1 he model allows each word
in the document to contribute different amounts to
each of the topics assigned to the document. The
algorithm is desctibed in detail in [8]. The output
from OnTopic is a rank ordered list of all possible
topics and scores for the given document. In
Rough'n'Ready, we apply OnTopic to the continuous
stream of words in the transcription to overlapping
passages of two hundred words span. The step size
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between successive passages is four
words. Hence, we obtain a ranked
list of all 5,500 topics known to the
system at four-word intervals
throughout the episode. These lists
are automatically pruned based on
their scores to preserve only the top
scoring (i.e., the most relevant) top-
ics tor the passage. This sequence of
topic vectors is used as the input to
the succeeding Story Segmentation
stage.

Story segmentation. Story seg-
mentation is the most recent tech-
nology to be added to
Rough'n'Ready. It is the vital step
that turns the continuous stream of
spoken words into document-like
units with a coherent set of topic
labels assigned to each story. The
approach, which is described in [9], begins by locat-
ing regions of topic stability by observing the relative
persistence of the topics surviving in the pruned
rank lists produced by OnTopic at four-word inter-
vals. The story boundaries are then located more
precisely between these stable regions using the loca-
tions of the topic support words as evidence. Topic
support words ate those words in the document or
passage that contribute to the score of a surviving
topic after the ranked lists are pruned. We have
observed a marked and predictable divergence in the
associations of support words across true story
boundaries. We exploit this effect to automatically
locate the story boundaries occurring between stable
topic regions identified in the transcription. We also
constrain the boundary decision to prefer a nearby
speaker boundary and to avoid splitting names. As
shown earlier in Eigure 2, this approach is very effec-
tive in summarizing an entire news btoadcast as a
small number of stories, each labeled with a small set
of informative topics.

Information retrievaL Information indexing and
retrieval take place on the Rough'n'Ready Server.
Whenever a new episode is processed by the
Rough'n'Ready Indexer, a new retrieval index is gen-
erated over the entire archive of indexed stories. The
Rough'n'Ready Browser gives the user a powerful
query-hy-example capability whereby an entire news
story is submitted to the Golden Retriever search
engine as a query to find all similar stories in a large
audio archive. This provides an effective means for a
user to find related passages once a single example of
interest has been found. This capability would not be
possible on audio sources like broadcast news without

Figure 5. Distinguished architecture of the Rough'n'Ready
audio indexing system.

Audio
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Story
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the topic classification and story segmentation capa-
bilities described previously.

Golden Retriever is a probabilistic HMM-based IR
system described in [10]. The model computes the
probability that a document is relevant, given a query,
and ranks all documents in the collection based on
this measure. It uses unsupervised relevance feedback
to enlarge the given query and improve performance.
This technology was tested for the first time the 1998
TREG7 evaluation and ranked among the leaders in
the ad hoc query track.

Future Directions
To date, Rough'n'Ready has focused completely
upon spoken language because speech is always a
rich source of information, and frequently—in tele-
phone conversations, voice mail, and radio broad-
casts for example—it is the only source of
information. It is clear, however, that a great deal of
information is conveyed by means other than speech
in a medium such as broadcast news. Gontent cues
can be extracted directly from the video or onscreen
text. In many cases, close-cap tioned text is available.
There is a great deal of research activity today that is
directed toward incorporation of all of these multi-
ple media cues into comprehensive media manage-
ment systems. Several of these experimental
systems—such as GMU's Informedia, SRI's MAE-
STRO, and MITRE's Broadcast News Navigator—
are described elsewhere in this special section.
Ro ugh'n'Ready's rich content summary of spoken
language can form an important component within
such multiple media systems or it can be used in a
standalone manner.
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One important but undeveloped area for informa-
tion management systems is overall evaluation.
Objective evaluations have been conducted for years
on the component technologies in Rough'n'Ready,
but formal testing of the integrated system has not yet
been done. In order to continue effective develop-
ment of information management systems, we will
need well-defined, repeatable, and cost-effective
designs for end-to-end system evaluations. B
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