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Abstract: Recent advancements in the multimedia technologies allow the capture and storage

of video data with relatively inexpensive computers. As the necessity to query these data

competently becomes significant, the amount of broadly accessible video data grows. As a

result, content-based retrieval of video data turns out to be a demanding and vital problem. In

this paper, an effective content-based video retrieval system is proposed. The raw video data are

segmented into shots and the object feature, movement feature and the occlusion feature are

extracted from these shots and the feature library is utilised for the storage process of these

features. Subsequently, the Kullback–Leibler distance is computed among the features of the

feature library and the features of the query clip which is extracted in the similar manner. Hence,

with the aid of the Kullback–Leibler distance, the similar videos are extracted from the

collection of videos based on the given query video clip in an effective manner.

Keywords: video retrieval, content-based video retrieval (CBVR), video sequence, shot

segmentation, object feature, movement feature, occlusion feature, query clip, similarity

measure, Kullback–Leibler distance

1 INTRODUCTION

Video retrieval is a vital technology which is used to

design video search engines which act as an informa-

tion filter and an initial set of relevant videos is sifted

out from the database.1 By matching those videos

in the database that are nearest to the query object

in high dimensional spaces with the feature attri-

butes of the query object, the process of retrieval is

performed.2 The retrieval of video data which is

based on their visual content like colour distribution,

texture and shape and which works in accord with

similarity measurement has been the main focus of a

lot of researchers.4

Low-level visual features and high-level semantic

content are the two stages in which the video content

can be grouped.10 Colour, texture and shape are the

extraction of low-level features.13 Semantic content

extraction is more complex because it is not only

based on low-level features (colour, texture, shape,

object, etc.), i.e. visual similarity, but also necessitates

domain knowledge, user interaction and semantic

extraction.12

On the basis of the video contents through user

interactions, content-based video retrieval (CBVR)

can competently aid users to retrieve preferred video

segments from a large video database.6 A very

frequent first step in the majority of content-based

video35 analysis techniques is to segment a video into

elementary shots, each consisting of a continuous

time and space.3 A series of frames with uninter-

rupted camera motion is known as a shot, while a
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series of shots that are consistent from the narrative

as well as the users’ point of view is known as a clip.19

Video segmentation is a major manoeuver in image

sequence analysis and its results are widely employed

for determining motion features of scene objects, as

well as for coding functions to decrease storage

requirements.7 Video segmentation splits a video file

into shots which is illustrated as a contiguous sequence

of video frames that are recorded from a single camera

operation.11 Edge information-based video segmenta-

tion, image segmentation-based video segmentation

and change detection-based video segmentation are

the three types of video segmentation.8 The feature

extractor, which is a real-time system, is employed to

pre-process all the videos that are stored in the

database and also store their unique features for

quicker retrieval.9 For locating contents similar to a

query video stream from video database, feature

matching is employed.15 To represent appropriate

objects which appear in those shots, the shot features

are grouped into clusters in the grouping stage.5

Frame sequence matching and key-frame-based

shot matching are the two categories in which

CBVR34 is classified.14 Frame-based approaches pre-

sume a set of key frames that can offer a compact

representation of commercial video contents.18 A

frame that can represent the significant content of a

video shot is known as a video key frame.16 The key

frames are directly extracted from the video sequence;

therefore the added computational overhead is not

necessary when compared with shot-based key frame

extraction techniques.20 Key frame extraction allows

fast video surfing and it also offers a powerful tool for

video content summarisation and visualisation.17

Generally, movement feature and object feature

play a very vital role in retrieving the similar video

clips. However, to improve the performance of the

retrieval, the features need to be enhanced. The

existing techniques extract the features by different

means. In this paper, we enhance the (1) object feature

by extracting the spatial information of the detected

object and (2) movement feature by recognising the

direction of movement of the feature of the subjected

video clip. Additionally, we extract the occlusion

feature for further improvement in the performance of

the system.

As a pre-processing stage, the raw video data are

segmented into frames. After that the frames are

grouped to their corresponding shots for the con-

secutive processes. Subsequently, for the retrieval of

the video, based on the given query video, the

features are extracted based on the object, movement

and occlusion. In order to obtain the number of

objects presented in the shots, the fuzzy K-means

clustering is utilised and to identify the location of the

objects, the spatial feature is also combined with it

and then the movement feature is extracted from the

video.

As briefed earlier, the movement feature is mainly

concentrated on the posture and movement of the

humans presented in the video, the direction and

distance are identified. Subsequently, the occlusion

feature is identified and then all these features of a

video are combined as a feature set in the feature

library. In the proposed system, the videos are

retrieved based on the query clip. For the query video

clip, the aforesaid object, movement and occlusion

features are extracted and compared with the feature

in the feature library. The comparison is achieved via

the Kullback–Leibler distance (KLD) similarity mea-

sure. Afterwards, the similar videos are retrieved from

the collection of videos.

The rest of the paper is organised as follows. A short

review of a few of the existing works in content-based

video retrieval is presented in Section 2. The proposed

effective CBVR system is detailed in Section 3. The

results and discussion are described in Section 4. The

conclusions are summed up in Section 5.

2 REVIEW ON RELATED RESEARCHES

A motion-based video retrieval technique was pro-

posed by Hsieh et al.21 for retrieving required video

sequences as per their trajectory features. Sketch-

based and string-based techniques are the two

complementary techniques that were incorporated in

this method for representing and indexing trajectories

with more syntactic meanings. Thus, diverse trajec-

tories can not only be compared from their low-level

features but also their syntactic meanings. By the

proposed technique, major developments in video

accuracy have been achieved, since most impossible

candidates can be filtered out by employing syntactic

meanings. Moreover, the problem of partial trajectory

matching has been easily solved by this technique.

A technique based on spatiotemporal independent

component analysis (stICA) and multiscale analysis

used to extract objects from video sequences has been

proposed by Zhang and Chen.22 The preliminary

source images which comprise the moving objects in
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video sequences can be extracted by stICA. To

enhance the precision of the removed object, the

wavelet-based multiscale image segmentation and

region detection techniques process the source image

data attained after stICA analysis. On the basis of

those projected techniques, an automated video

object extraction system is developed. In the con-

tent-based video processing applications, the pre-

liminary outcome illustrates huge prospective for the

projected stICA and multiscale-segmentation-based

object extraction system.

The use of motion information in the compressed

domain allows the rapid analysis of the content of

the video and this was presented by Babu and

Ramakrishnan.23 On the basis of the motion informa-

tion attained from the compressed MPEG video, a

video indexing and retrieval system was presented.

Employing the projected K-means algorithm on the

refined motion data determines the number of objects

in the video shot and by segmenting the objects by

expectation–maximisation (EM) algorithm, the object

features are attained. For the process of retrieval, the

global and object features with the user given weights

were employed. By taking into account the spatial

features such as DCT dc coefficients that can be easily

extracted from the MPEG video, the system can be

further enhanced.

The technology of moving-object tracking to

content-based video retrieval was proposed by Wen

et al.24 Background subtraction was employed to

detect moving pixels, and overcome the shadow

problem, and then connected components labelling

and morphological operations were employed to

eradicate noise and fix the moving pixels. Then, with

colour histograms, colour similarity and ‘motion

vector’, the target’s image and the information for

content-based video retrieval in the database can be

extracted. For image frame retrieval in single charge

coupled device (CCD) or multi-CCD surveillance

systems, this technique can be implied. Detection and

retrieval error for multi-surveillance retrieval can be

caused by rapid environment changes (such as light),

CCD shift, viewing angle and position.

By analysing the characteristics of spatiotemporal

volumes in videos, a strong video matching frame-

work was proposed by Basharat et al.25 On the basis

of the clustering of the interest point trajectories, the

volumes were built. Multiple features, namely colour,

texture, motion and interest point descriptors were

extracted to model the appearance of the volumes. By

resolving the utmost matching problem of the graph

that was created by the volumes, the likeness between

two videos was computed. A very capable and

aggressive performance in video matching for retrie-

val was achieved by utilising the proposed video

matching framework.

By merging the application and network level

parameters for all content types, the prediction of

video quality was proposed by Khan et al.26 First, by

employing cluster analysis, the video sequences were

classified into groups that represent different content

types. The classification of contents was on the basis

of the temporal (movement) and spatial (edges and

brightness) feature extraction. Second, the behaviour

of video quality is studied and analysed for wide

range variations of a set of chosen parameters.

Finally, two learning models which are based on (1)

ANFIS to guess the visual perceptual quality in terms

of the mean opinion score and decodable frame rate

(Q value) and (2) regression modelling to guess the

visual perceptual quality in terms of the mean

opinion score were developed.

To detect and extract the text from the video scene,

a framework was proposed by Pratheeba et al.27 By

computing the disparity between the closing and the

opening images, a morphological binary map was

engendered. Then by employing a morphological

dilation operation, the candidate regions were con-

nected and based on the incidence of text in every

candidate, the text regions are resolved. By employ-

ing the projection of text pixels in the morphological

binary map, the detected text regions were precisely

localised and finally the text extraction was con-

ducted. The projected technique was strong to diverse

character size, position, contrast and colour. It was

also language-independent. To lessen the processing

time, text region update between the frames was

deployed.

In our previous research,30 we have proposed an

adaptive system with broad features to improve the

efficiency of the retrieval system. Our proposed

system segmented a video into shots, and then a

few representative frames were generated from each

of the shot on the basis of different features such as

colour, contour, texture and motion, and these frame

descriptors were calculated for these shots and were

stored in a feature library. When a query for the clip

has been given, the features mentioned above were

extracted for the query clip and then were compared

with the features that are already stored in the feature
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library. A technique called latent semantic indexing

on the basis of similarity measure was used to

perform the comparison. Finally, videos similar to

the query are obtained from the vast collection of

videos. Our system has been evaluated with precision-

recall and F score technique and we have compared

with existing retrieval systems.

3 PROPOSED CONTENT BASED VIDEO

RETRIEVAL SYSTEM

This section mainly deals with describing the

proposed video retrieval system. The system mainly

consists of the following sections.

1. Shot segmentation.

2. Object-based feature extraction.

3. Movement-based feature extraction.

4. Occlusion feature extraction.

5. Retrieving relevant video clips.

They are detailed further. Let Vi, i51,2, …, Nv be a

database video, where Nv is the total number of videos

present in the database. The video is a collection of

frames with size M6N that can be represented by

f (i)
j (x,y), j~1, 2, . . . , N (i)

f ; x~0, 1, 2, . . . , M{1
and y~0, 1, 2, . . . , N{1, where N (i)

f is the total

number of frames present in the ith database video.

3.1 Shot segmentation

A video is a collection of a huge number of still

frames and as the continuous change of the frames

exhibits a motion like feature, it is known as video.

However, the video has different shots, which can be

defined as a sequence of frames taken by a single

camera without any major variation in the colour

content of consecutive videos. To process any video,

or to extract the features from the video, it is

necessary to segment the video by means of different

shots. As stated earlier, the database video Vi has N (i)
f

frames and the frames are grouped based on the

shots. To accomplish this, initially each frame is split

into different blocks of size m6n and DCT is applied

to every block of the frame as follows

B
(i)
j,k(c,d)~

2

m

� �1=2
2

n

� �1=2

acad

Xm{1

a~0

Xn{1

b~0

b
(i)
j,k(a,b) cos

pc

2m
(2az1)

h i
cos

pd

2n
(2bz1)

� �

(1)

where

ac~

1

2

� �1=2

ifc~0

1if 1ƒcƒm{1

8><
>: (2)

ad~

1

2

� �1=2

if d~0

1if 1ƒdƒn{1

8><
>: (3)

In equation (1), k~1, 2, � � � , N
(i)
bj

, where N
(i)
bj

is the

number of blocks present in the jth frame of the ith

video clip. Once the blocks of every frame are converted

to transform domain, Euclidean distance is determined

for the blocks of every consequent frame as follows

E
(i)
dj

~
1

N
(i)
bj

XN(i)

bj

k~1

Xm{1

c~0

Xn{1

d~0

B
(i)
j,k(c,d){B

(i)
jz1,k(c,d)

h i2

( )1=2

(4)

Based on the determined Euclidean distance, the frames

that belong to the same shots are determined. This can

be achieved using some criterions as follows: (1) if

E
(i)
dj

ƒET, f
(i)

j and f
(i)

jz1 belong to the same shot and (2) if

E
(i)
dj

wET, f
(i)

j and f
(i)

jz1 belong to different shots. Hence,

different shots are extracted from the subjected video

and so N (i)
s shots are obtained from every ith video clip.

The obtained shots are also a collection of frames and

on the basis of shot, the further process of feature

extraction is performed.

3.2 Object-based feature extraction

In Ref. 5, an object-based video retrieval system has

been proposed. The work involves extraction of

object feature from the video sequence. However, it

shows inaccuracy because it does not consider the

spatial feature, i.e. the location of the object is not

taken into account. The proposed system considers

the spatial feature and overcomes the aforesaid

practical issues. In order to extract the object feature,

the frames are identified and assembled to their

corresponding shots sa, a~0, 1, 2, . . . , N (i)
s and the

number of frames in a shot sa is determined as |sa|.

The shot sa contains |sa| frames; the initial frame f (i)
0 is

assumed as the key frame f (i)
key and each shot sa has its

own key frame. Initially, the frames f (i)
j of shot sa

which are in the RGB colour are converted to the

grey scale component

fj
(i)
gv

~0:2989|fj
(i)
r

z0:5870|fj
(i)
g

z0:1140|fj
(i)
b (5)

The above equation is the Craig’s formula for

converting RGB colour video to grey scale video.

(1)
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Then the clustering process is applied to the converted

grey scale key frame images for object identification.

The video is dynamic, so a static K value cannot be

obtained. Hence, the number of objects for the

clustering process is determined using the 3D colour

histogram. After converting the RGB colour space f
(i)

key

to the LAB colour space, the 3D colour histogram is

determined for the key frame f
(i)

key. From the obtained

3D colour histogram of the selected key frame f
(i)

key, the

number of peaks, say K, which is also the number of

objects is identified. Thus, K clusters are obtained by

the clustering process. Fuzzy K-means clustering

facilitates the identification of overlapping groups of

objects because it allows the objects to have member-

ship in more than one group. The pseudo code for the

fuzzy K-means clustering is shown below

Input: grey scale converted frames f (i)
jgv in a shot sa

K2number of clusters

Output: set of K clusters

N For each f
(i)
jgv to f

(i)
jgvjsa jN Arbitrarily select K pixels P1, P2, …, PK from f (i)

jgv

as initial centroids.

N Until there are no changes in any mean

N Use the estimated means to find the degree of

membership m(y,x) of f (i)
jgv in cluster g

N For g from 1 to K

N Replace Pg with the fuzzy mean of all of the

examples for cluster g

Pg~

P
y

m(y,x)2fj
(i)
gvP

y

m(y,x)2

N End for

End until

End for

Hence, K clusters are identified from the grey scale

converted frames of the shot sa.

3.2.1 Track frame selection

The extracted clusters of the key frame f
(i)
key are the

objects and they are compared with the other frames

of the shot for their presence in the frame. If the

object is presented in the remaining frames in the

shot, then the corresponding frame index is stored in

the TF (i)
id . This vector contains the index of the track

frame index which is having at least a single object.

This track frame selection is utilised to reduce the

computational time because a frame is said to be a

track frame where at least a single object is presented

in that particular frame. Hence in order to extract the

object-based features, rather than analysing all the

frames, these track frames are analysed. The follow-

ing pseudo code details the selection of track frames.

For each fj
(i)
gv

to fjgv

(i)

jsaj
For VP

0
g, g~1, 2, . . . , K

For ;Pg, g51, 2, …, K

L2pq~
XM{1

x~0

XN{1

y~0

P
0

g(x,y){Pg(x,y)
��� ���2� �( )1=2

If L2pq(0.6 then

TF
(i)
id ~j

End if

End for

End for

End for

3.2.2 Cluster grouping

After the selection of track frames, the clusters are

grouped by analysing the track frames and then these

clusters presented in the remaining frames append to

their corresponding clusters. Hence, the K clusters are

grouped and the cluster group is used for the further

process. The pseudo code shown below details the

process.

For each fTF
(i)
id , id~1, 2, . . . , NTF

(i)
id d

For VP
0

g, g~1, 2, . . . , K

For ;Pg, g51, 2, …, K

L2pq~
XM{1

x~0

XN{1

y~0

P
0

g(x,y){Pg(x,y)
��� ���2� �( )1=2

G(i)
g ~P

0

g(x,y)

If L2pq(0.6 then

G(i)
g |Pg(x,y)

End if
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End for

End for

End for

Then the cluster group G(i)
g (x,y) for the shot sa and

the covariance for this cluster group are computed

C(i)
sa

(x,y)~
X

x{E(x)½ � y{E(y)½ �f g=(n{1) (6)

where E(x) is the mean of x and E(y) is the mean of

the y values. Let Ob(i)
sa

(w), hence the object feature is

extracted and the drawback in this feature is that it

cannot predict the location of the object wherever the

object is identified that it marks as a feature. Hence

the spatial feature is also extracted. The object feature

and the spatial feature are combined and used as the

feature set for the further process.

3.2.3 Spatial feature extraction

The spatial feature is extracted to identify the

location of the object. The following pseudo code

details the process of obtaining the appropriate

objects to be identified as the spatial information.

For each TF (i)
id , id~1, 2, . . . , N (i)

TFid

For each Ob
(i)
TFid

(w), w~1, 2, . . . , Nw

If size Ob
(i)
key(w)

h i
wsize Ob

(i)
TFid

(w)
h i

Resample size of Ob
(i)
key(w)

Else

Resample size of Ob
(i)
TFid

(w)

End if

D
(i)
(w)~Ob

(i)
key(w){Ob

(i)
TFid

(w)

Normalize D
(i)
(w) and select minimum D

(i)
(w)

End for

End for

In order to accomplish the spatial information, the

clustered key frame f (i)
key(x,y) is re-sampled and then

M6N frame is created with each pixel of 0 values

(M5N5128). After that the frame is alienated to

blocks of M/46N/4. Each object D(i)
(w) is placed on the

empty white pixelled frame. The number of 1’s in

each block is analysed and then the index of the

block, which is of maximum number of 1’s, is stored

in the vector sp(i)
sa

(K). Hence the object feature is also

combined with the spatial feature and utilised for the

subsequent processes. C(i)
sa

(x,y) and sp(i)
sa

(K) are the

extracted object features.

3.3 Movement-based feature extraction

An enhanced object’s movement classification system

is proposed to extract the object’s movement-based

feature from the video sequences. In Ref. 28, a

posture classification system has been proposed for

the same. The work considers the posture and

movement of only humans present in the video

sequence generally. However, it shows inaccuracy

because it does not considers the location of move-

ment, i.e. whether the human is moving in front of the

screen or away from the screen and direction of

movement, whether the movement is from left to

right or from right to left as well as whether the

movement is towards the screen or away from the

screen. The aforesaid practical issues are considered

and they are overcome in the proposed system. The

proposed system extracts the features such as

skeleton, centroid context, object orientation and

direction of movement from a foreground object.

Prior to extracting the features, the video shots are

subjected to foreground segmentation using mini-

mum graph cut algorithm.29 The foreground segmen-

ted frames are subjected to extraction of the following

features.

3.3.1 Extraction of centroid feature

All the obtained objects are subjected to triangulation

so that the objects are filled up with networked

triangles. For each triangle, a centroid is determined.

The triangulated objects with centroids are given in

Fig. 1.

Hence for every frame, the foreground objects are

determined and the centroids are determined. The

coordinates of the obtained centroids are stored as

centroid features for the particular video clip.

3.3.2 Extraction of orientation and distance of object
movement feature

The distance of object movement is defined here that

at which distance from the screen, the object exhibits

movement in the video whereas orientation is defined

here that the type of movement of the object (very

specifically humans). In order to accomplish this, the

skeleton of the object is obtained from Fig. 1. With
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the reference of the skeleton, the axis of the object is

determined. The obtained skeleton and the axis

formation are depicted in Fig. 2. Trigon is formed

by resizing the frames into dissimilar sizes and

processed as per the size of the frame.

Figures 20 and 21 show the combined result for the

object feature and the spatial feature indicates that

similar frames of the input video are retrieved based

on the given query video frame and compared with

object feature-based extraction, combined feature-

based extraction has produced better results.

From the obtained axis, i.e. altitude of the object,

the decision is made. When the axis satisfies the

condition H>HTH, where H is the axis, then it is

decided that the object is moving in front of the

screen. Otherwise, the object is moving away from the

screen at a greater distance. The orientation is

determined by calculating the angle between the axis

of the object and ground plane.

In Fig. 5 RGB image and its corresponding

histogram and 3D image are showed and in Fig 6

1 Extraction of centroid feature: (a) foreground seg-

mented frame; (b) triangulised and centroid marked

frame; (c) skeletonised frame

2 Extraction of distance of movement: (a) skeleton of

the object; (b) axis formation

3 Trigon formation

4 (a–c) Different shots of elementary frames are seg-

mented amid dissimilar video sequences
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shows the Key frames and their corresponding and its

corresponding clustered frames.

3.3.3 Extraction of direction of movement

The foreground segmented frames are considered to

extract the direction of movement of the frames. The

segmented frames are subjected to derive the

direction of movement. The direction of movement

is obtained by analysing all the frames present in a

shot in four scenarios. Prior to executing the

scenarios, row and column origins Orow
ab and Ocol

ab ,

respectively are determined as follows

Orow
ab , if Fab(j,i)~1 (7)

Ocol
ab , if Fab(i,j)~1 (8)

where a~0, 1, 2, . . . , N (i)
s {1, b~0, 1, 2, . . . , N

(a)
f {1

and Fab(i, j) is the foreground segmented frame of a shot.

Scenario 1: To determine left to right movement

In this scenario, only Ocol
ab is used. If the Ocol

ab

throughout a shot is in ascending, then it is asserted

that the movement is from left to right. Once the left to

right movement is determined, a direction feature vector

is loaded with a binary value 1000, i.e. Dfeat5{1000}.

5 (a) Keyframe in RGB colourspace, and their corre-

sponding (b) histogram and (c) 3D colour histogram,

and (d) LAB colourspace of keyframe, and their corre-

sponding (e) histogram and (f) 3D colour histogram.

6 (a) Keyframes and their corresponding (b) clustered

frames

7 Spatial feature extraction: (a) keyframe; (b) corresponding re-sampled frame; (c) re-sampled

frame alienated into blocks
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Scenario 2: To determine right to left movement

Figure 7 describes spatial feature extraction corre-

sponding with keyframe, re-sampled and re-sampled

frame alienated in to blocks. Fig. 8 shows the original

image in a and in b, c, d, e, f the object is extracted

from the frame.

Similar to scenario 1, only Ocol
ab is used. If the

Ocol
ab throughout a shot is in descending, then it is

asserted that the movement is from right to left. Once

movement is determined, the direction feature vector

is loaded with 0100, i.e. Dfeat5{0100}.

Scenario 3: To determine towards the front

In this scenario, Orow
ab is used. If the Orow

ab

throughout a shot is in ascending, then it is asserted

that the movement is towards front of the screen.

Once movement is determined, the direction feature

vector is loaded with 0010, i.e. Dfeat5{0010}.

Scenario 4: To determine away from front

In this scenario, Orow
ab is used. If the Orow

ab

throughout a shot is in descending, then it is asserted

that the movement is away from front of the screen.

Once movement is determined, the direction feature

vector is loaded with 0001, i.e. Dfeat5{0001}.

8 (a) Original frame, (b) foreground extracted frame, (c, d) edge detected frame, (e) triangu-

larised frame and (f) centriod marked frame

9 (a) Left to right movement binary value of direction

feature vector51000, (b) right to left movement bin-

ary value of direction feature vector50100, (c)

towards the front binary value of direction feature

vector50010 and (d) away from front binary value

of direction feature vector50001

10 Video frame featuring left to right movement before

including the movement feature: (a) frames of the

input video sequence; (b) retrieved video frames
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Hence, based on the object movement, features

such as centroid feature, distance of movement

feature, orientation feature and direction of move-

ment are extracted and stored in the feature library.

Figures 9, 10, 11, 12 and 13 show the movement

tracking with this dissimilar frames the movement are

identified.

3.4 Occlusion feature extraction

In Ref. 32, the occluded object’s boundaries have

been detected in the grey-scaled video frames.

Converting the video frames from colour to grey

scale is a time consuming process. Hence the

aforesaid problem is overcome in our proposed

system. Occlusion, which occurs between two or

more objects, provides insufficient information about

object structure and shape, i.e. if the object is

retrieved from the occluded objects, then the shape

details will be inconsistent.

The occlusion feature is detected and recognised by

processing the consecutive frames of every shot. The

proposed occlusion detection is comprised of three

major steps. They are as follows: (1) trigon forma-

tion; (2) determining spatial and temporal deriva-

tives; and 3) scum computation.

Prior to performing the major steps for detecting

the occlusion feature, all the frames are converted

from RGB colour space to grey scale frame. The grey

scale frames are processed further to determine the

occlusion affected area.

3.4.1 Trigon formation

As primary step, a trigon is formed by resizing the

frames into different sizes and processed as per the

size of the frame. The frame of size M6N is initially

resizing into a frame of size (M/2)6(N/2). The similar

process is repeated by resizing the frame of size (M/

2)6(N/2) into (M/4)6(N/4). Repeating the process

produces the frames with different sizes. When it is

arranged in ascending order based on size, it forms a

trigon as follows.

To achieve this resizing, a structure-texture decom-

position model has been proposed.29 As per the

model, the resizing is performed and finally the trigon

of frames is formed.

11 Video frame featuring right to left movement before

including the movement feature: (a) frames of the

input video sequence; (b) retrieved video frames

12 Video frame featuring left to right movement

together with the movement feature (our proposed

work): (a) frames of the input video sequence; (b)

retrieved video frames

13 Video frame featuring right to left movement

together with the movement feature (our proposed

work): (a) frames of the input video sequence; (b)

retrieved video frames
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3.4.2 Determining spatial and temporal derivatives

Spatial derivative is defined as the change of image

intensity values as per the change that exhibits in

image position. In other words, especially in videos,

the spatial derivative is capable of determining the

change of intensity values when an object exhibits

change in position in two frames. The spatial

derivative can be expressed as

I 0(t,x)~
L
Lx

I(t,x) (9)

The spatial derivative is obtained only in the filtered

version of the frame, where the filtering is performed

using replicate filtering technique.

The temporal derivative refers to the change of

intensity values of an image with respect to a

sampling instant of time. It can be defined in other

words as the change of pixel intensity values in two

different frames. Two different frames refer to the

frames that are taken at two different instants of

time. The temporal derivative can be given as

I 0(t,x)~
L
Lt

I(t,x) (10)

Thus obtained spatial and temporal derivatives from

two different frames are utilised further in determining

occlusion. The temporal derivates are obtained after

applying linear interpolation between two frames.

Figures 15 and 16 show, with the input query

video, the frames retrieved for the object extraction

feature without including the spatial feature.

3.4.3 Scum computation

The indexes of the spatial derivatives and the

temporal derivatives are considered in determining

the scum of the frames. The scum, here, is represented

as the pixel indices which exhibit that motion is

determined. The scum is determined by finding the

14 Detection of occlusion in the subjected frames (occluded spot marked with green colour)

15 (a) Frames of input query video and (b) frames retrieved for the object extraction feature

without including the spatial feature

16 (a) Input query video frames and (b) frames retrieved for the object extraction after the inclu-

sion of spatial feature (our proposed work)
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pixel indexes which has minimal difference between

the pixel locations of the spatial derivative as well as

the temporal derivatives. The scum is nothing the

occluded portion of the object that is under motion or

occluded by the object under motion. This is finally

marked and the positions of the occluded pixels and

the locations are stored as feature set of the

corresponding frame. The feature set is stored in

the feature library for the further process of the

retrieval stage.

17 (a) Frames of the input query video 1 and (b) frames retrieved by our proposed work

18 (a) Frames of the input query video 2 and (b) frames retrieved by our proposed work
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3.5 Retrieval of relevant video clips

The above detailed video clips are subjected to the

feature extraction system and so the major feature sets,

object-based feature set, movement-based feature sets
and occlusion feature sets are extracted. The extracted
features are stored in the feature library. When a query
clip is given to the CBVR system, the clip is subjected
to the feature extraction process and all the aforesaid
feature sets are extracted in the similar fashion. Then,

each feature set of the database video is analysed by

measuring its similarity with the feature set of the

database videos. This can be accomplished with the aid

of KLD.

Figures 17–19 show the different input query video

frames retrieved by our proposed technique.

KLD-based similarity measure: In Ref. 33, the

KLL-based similarity measure has been utilised to

compare the sparse multiscale image representations.

The similarity between the query video clip and

each database video clip is determined by calculating

19 (a) Frames of the input query video 3 and (b) frames retrieved by our proposed work

20 Precision-recall values for the left to right movement

feature

21 Precision-recall values for the right to left movement

feature
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KLD between the feature sets. The KLD can be

determined as

KLD(F query,F data)~
XjFdataj{1

z~0

Fquery
z log2

Fquery
z

F data
z

� �
(11)

where |Fdata| is the feature set determined for the

database video clip. Equation (11) determines the

KLD between the feature set of the given query clip

and the feature set of a database video clip. In similar

fashion, KLD is determined for all the other database

video clips. A required number of database video

clips, which has minimum KLD, are retrieved as the

relevant videos for the given video clip. Hence with

the aid of the proposed CBVR system, relevant

videos are retrieved from the database effectively.

Figure 22 shows the comparison of precision-recall

values of our proposed work with the existing work.

4 IMPLEMENTATION RESULTS AND

DISCUSSION

Our proposed CBVR approach has been validated by

experiments with a variety of video sequences. The

proposed system has been implemented in Matlab

(Matlab7.10). We report here some results obtained

on a part of a video sequence utilised for retrieval.

The results of the object feature, movement feature

and occlusion feature are shown below individually.

Compared with existing work,31 our proposed work

has produced better results. Our proposed work has

performed satisfactorily when its movement feature

was tested on the gait database. After the inclusion of

the movement feature, based on the given query video,

the frames of the input videos are retrieved.

5 CONCLUSION

A rising research area which has been in limelight

recently among the researchers and experimenters is

the content-based retrieval of video information. In

this paper, an effective content-based retrieval of

video has presented which performs proficiently. The

first and the foremost process of the proposed

technique is that it fragmented the long video

sequence into shots. Subsequently, the object, move-

ment and occlusion features are extracted from the

obtained shots and these feature sets are kept in the

feature library for the subsequent processes. With

the aid of the KLD, the similarity measure is

evaluated among the features in the feature library

and the features of the given query clip are extracted

in a similar way. The computed distance decides the

retrieval of the similar videos from the collection of

videos; hence the effective retrieval of video based on

the content has been achieved in an effective manner.
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