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Abstract. Digital libraries serving multimedia informa-
tion that may be accessed in terms of geographic content
and relationships are creating special challenges and
opportunities for networked information systems. An
especially challenging research issue concerning collec-
tions of geo-referenced information relates to the devel-
opment of techniques supporting geographic information
retrieval (GIR) that is both fuzzy and concept-based.
Viewing the meta-information environment of a digital
library as a heterogeneous set of services that support
users in terms of GIR, we de®ne a geographic knowledge
representation system (GKRS) in terms of a core set of
services of the meta-information environment that is
required in supporting concept-based access to collec-
tions of geospatial information. In this paper, we describe
an architecture for a GKRS and its implementation in
terms of a prototype system. Our GKRS architecture
loosely couples a variety of multimedia knowledge
sources that are in part represented in terms of the
semantic network and neural network representations
developed in arti®cial intelligence research. Both textual
analysis and image processing techniques are employed
in creating these textual and iconic geographical know-
ledge structures. The GKRS also employs spreading
activation algorithms in support of concept-based know-
ledge retrieval. The paper describes implementational
details of several of the components of the GKRS as well
as discussing both the lessons learned from, and future
directions of, our research.
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1 Introduction

Digital library technology is beginning to support major
increases in both the availability and usefulness of
geospatial information [27]. In accordance with the
results of user surveys of traditional map libraries [13]
[19], digital libraries that provide access to geospatially
referenced material have become increasingly popular in
supporting users of various levels, ranging from scientists
to general users, for such diverse purposes as research,
coursework, business, and recreation. These uses require
many of the classes of multimedia documents that are
contained in the collections of such digital libraries
including: traditional, text-based geographic literature;
technical reports and surveys; maps, aerial photos,
satellite images, and digital elevation models; and a large
variety of scienti®c datasets. In relation to such materials,
the networked information systems and multimedia
technologies popularized by the Internet and the Web
have opened a ¯oodgate of expectations among users for
concept-based, geospatial access to such information and
for the analysis of such information.

There are many di�erent classes of users of geospa-
tially referenced materials, ranging from researchers and
college students to home owners and school children, and
many di�erent applications in which such information
can be used. Geoscience researchers, for example, have
begun to use various satellite-sensing data and images to
study global climatic changes and their environmental
impacts; home owners and developers can use digital el-
evation models, census data, and aerial photos to eval-
uate construction projects and perform feasibility studies;
students at various educational levels are increasingly
able to use Internet browsers in accessing various maps
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and metadata for class assignments or personal recre-
ation.

Based on several user studies, Gluck [19] suggested
that conventional map libraries, which are currently the
main providers of geospatial information, are weak in
supporting the analysis and interpretation of geo-ref-
erenced materials in these various applications. Fur-
thermore, the recent emergence of Internet-accessible
geographic information systems (GIS), that provide
support for such analysis and interpretation [22] [27]
[44], are of limited value in such environments because
they lack support for fuzzy, concept-based queries
that may be applied to multimedia, georeferenced da-
tabases.

Gluck [19] concluded that multimedia information
types are essential for supporting geospatial queries. In
particular, maps seem to provide important survey
knowledge and to expose spatial patterns, while text
supports answering factual questions and clarifying
causal relationships. Such complementary roles for text
and maps have also been con®rmed by Hill [22]. Gluck's
experiments suggest that both traditional and digital li-
braries should provide more value-added services and
products for geospatial analysis and interpretation [19].
From a system development perspective, these results
suggest the importance of creating more pro-active and
``intelligent'' digital libraries to support complex geo-
spatial retrieval and analysis.

In relation to the various classes of users and uses,
the emergence of digital libraries with geospatially ref-
erenced, multimedia content has created special chal-
lenges and opportunities. A particularly challenging
research issue relating to geospatial collections is to
develop technologies that support geographic informa-
tion retrieval (GIR) in concept-based and fuzzy terms
[27]. GIR is particularly complex owing to the diversity
of the information media and the fuzziness of geospatial
queries. The two primary classes of geospatial queries,
``What's there?'' and ``Where's that?'' involve the de-
scription of geographic locations (``Where'') using either
precise terms (e.g., coordinates) or fuzzy terms, such as
place names or features (e.g., river, Santa Barbara
county).

Traditional information retrieval techniques are
clearly inadequate since, for example, classical database
management systems feature deterministic retrieval of
complete items using structured query languages and
exact matching methods [27]. In particular, such systems
cannot address the various problems associated with text-
based geo-referencing, such as the lack of uniqueness,
spatial boundary changes, name changes, spatial and
naming variation, spelling variation, and neologisms [49].
In addition, describing geographic phenomena (``What'')
using subject terms is a classical di�culty in information
retrieval which su�ers from the vocabulary di�erence
problem [4] [26].

Since it is clearly important that retrieval support
probabilistic searches and perform partial matches of
relevant multimedia documents using fuzzy, natural
language queries, various researchers have recently begun
to address the system design issues relating to multime-

dia, concept-based GIR. Among various ongoing pro-
jects, we mention in particular

� The GIPSY Project [49], which developed an auto-
matic geo-referencing system. The system employs the
words and phrases of textual documents containing
geographic place names and geographic feature ref-
erences to extract probabilistic functions that encode
elementary spatial reasoning and approximate coor-
dinates of the location being referenced in the text [49]
[27].

� The Alexandria Digital Library (ADL) project 6 [44],
which is one of six projects funded by the NSF/
DARPA/NASA-supported Digital Library Initiative
(DLI), is developing scalable technologies to assist
users in accessing and analyzing multimedia collec-
tions for which geospatial access is of central impor-
tance. In particular, the project has developed texture
extraction and image segmentation techniques [29] for
indexing aerial photos with the goal of creating a
conceptual, iconic thesaurus that can assist users in
image-based, concept-based browsing [29].

� The University of Illinois' DLI project [8], which en-
compasses all ®elds of engineering, is investigating the
feasibility of creating textual geographic thesauri
(called concept spaces) on the basis of textual analysis
and clustering techniques. The resulting geographic
concept spaces may be used to suggest subject des-
criptors and place names for GIR.

The systems developed by these projects, although
experimental and preliminary in nature, are paving the
way for the design and implementation of ``intelligent'',
user-friendly geographic retrieval and analysis systems
that support multimedia collections in terms of concept-
based access.

In this paper, we discuss preliminary results from a
collaborative research e�ort in the area of concept-based
geospatial access between the Alexandria and Illinois
DLI projects. In particular, we discuss the application of
arti®cial intelligence (AI) based approaches that have led
to our formulation of the concept of a Geospatial
Knowledge Representation System (GKRS). The goal of
the GKRS architecture is to provide a major set of ser-
vices that support the meta-information environment of a
digital library by integrating various multimedia know-
ledge sources in order to support concept-based GIR.
Based on semantic network and neural network repre-
sentations, GKRS loosely couples di�erent knowledge
sources and adopts spreading activation algorithms for
concept-based reasoning.

The paper is structured as follows. We ®rst de®ne the
meta-information environment of a digital library in
terms of a set of services that provide users with appro-
priate access to the information in the collections of the
library. We then de®ne a GKRS as a core component of
the meta-information environment of a digital library

6The Alexandria Project is centered at the University of California at

Santa Barbara
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supporting geospatial information, and describe the
various components of an architecture for a GKRS.
Following this, we describe a GKRS testbed that is
currently under construction as part of the Alexandria-
Illinois DLI projects, ®rst in terms of a set of component
knowledge representation systems (KRS) and second in
terms of a set of procedures that operate on KRS. Fi-
nally, we discuss some preliminary results arising from
our research that relate to concept spaces, category maps,
and visual thesauri. We also indicate future directions for
our research.

2 Digital libraries and geographic knowledge representa-
tion systems

We now discuss the meta-information environment of a
digital library, which is a component enabling users to
access and manipulate geospatially referenced informa-
tion. We ®rst discuss such an environment in general
terms and then focus on a speci®c example of a meta-
information environment that we have designed and
investigated as part of the Alexandria and Illinois DLI
project research agendas.

2.1 Digital libraries as heterogeneous sets
of distributed services

We may view a digital library as a heterogeneous set of
distributed services that a user may access and integrate
in various ways in order to locate information of interest
from the set of information bearing objects (IBOs) in the
collections of the library. Such services may be imple-

mented, for example, within a distributed object frame-
work which may be based upon standards such as
CORBA [37].

A particularly important set of services relates to the
meta-information environment of a digital library [45],
which we de®ne to be

the set of all information services accessible to users of
the library, together with all available means for co-
ordinating the use of these services, that enable users to
access, evaluate, and use any information that may be
extracted from the total information resources of the
library.

Figure 1 illustrates a high-level design for a meta-
information environment for DLs. The design is intended
to be extensible and views the meta-information envi-
ronment of a DL as a set of high-level services that
provide the essential functionality of a library.

In order to characterize further the manner in which
the sets of services shown in Fig. 1 provide support for
user access to information, it is useful to introduce the
concept of a knowledge representation system (KRS). A
KRS may be de®ned as a system for representing and
reasoning about the knowledge in some domain of dis-
course, and is generally comprised of: (1) an underlying
knowledge representation language (KRL), whose ex-
pressions are intended to represent knowledge about
some domain of discourse; (2) a semantics for the lan-
guage; (3) a set of reasoning rules for drawing inferences
from expressions in the language; and, most importantly,
(4) a body of knowledge about the domain of discourse,
expressed in terms of the KRL.

We argue that an important component of the func-
tionality of the six sets of meta-information services in
digital libraries is provided by a diverse set of KRSs. In

Fig. 1. A high-level design for the meta-information environment of a DL
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particular, we may view the KRSs of a library as pro-
viding a diverse set of services that are of particular value
in modeling both the IBOs of the library's collection and
the user queries that are applied to the IBOs. For ex-
ample, KR are of particular signi®cance in supporting
the modeling of IBOs in terms of their content, since, in
principle, the content of library materials may refer to
any representable aspect of our knowledge. This know-
ledge-based system view of digital libraries appears to be
consistent with the experiences of AI and expert systems
researchers [17] [20] [21].

We brie¯y summarize the main clusters of services
represented in Fig. 1.

± A ®rst set of services provides support for the coor-
dination of interactions between the user and the
meta-information environment.

± A second set of services is employed in modeling the
user, the queries presented by the user, and the
workspace requirements of the user. The services are
intended to represent some of the functionality of a
librarian in relation to similar services in traditional
libraries. In modeling a user, for example, there may
be a service for determining a user's area of expertise
and, on this basis, choosing a KRL in which the user's
query may be expressed.

± A third set of services supports storage of, and access
to, models of the IBOs available in the collections of
the library, as well as other corresponding libraries. In
general, the models of IBOs may be interpreted in
terms of various relations between some symbolic or
iconic representation of the IBO itself and representa-
tions of the characteristics of the IBO. In particular,
the representations of the IBO itself may be provided
in terms of access paths and the representations of the
characteristics of the IBO expressed in some KRL. As
in the catalog of a traditional library, these services
support direct access to IBOs on the basis of the
characteristics of the IBOs. These services may be
generalized to provide models of aggregates of IBOs
and even of whole libraries. Such aggregate repre-
sentations are of value for realizing the e�ciencies
associated with hierarchical search [15].

± A fourth set of services supports choosing and ap-
plying appropriate matching procedures between
models of user queries and models of IBOs. The goal
of these services is to return appropriate IBOs to the
user. The matching services may involve, for example,
query translation (since the models of IBOs may be
represented in languages that are di�erent from the
languages in which the user's query is represented) or
branching by search type (such as hierarchical search
or iterative search.) Matching may employ di�erent
matching services depending on the nature of the
query using, for example, standard information re-
trieval procedures for text information or a browsing-
type search for images based on a relevance feedback
algorithm. The process may proceed iteratively and
hierarchically, by returning to the user information
that allows the user to have input into the search
process. For example, the system may present gener-

alized information about the content of various sub-
collections in order to obtain information on the most
appropriate subcollections to search. There may also
be services that support the distribution of queries
that cannot be satis®ed to other library services.

± A ®fth set of services that supports access to, and
application of, procedures that may be applied to
retrieved IBOs in order to extract useful information.
Such services may, include the modeling of proce-
dures and the modeling of the results of applying
procedures to IBOs.

± A sixth set of services that provides support for li-
brarians in creating models of IBOs. These services
may also support, the automated creation of aggre-
gate representations of collections of IBOs and of
whole libraries.

This list of sets of services is not intended to be
exhaustive.

2.2 Complex geospatial queries

The importance of supporting the analysis and interpr-
etation of geographically referenced materials, as sug-
gested by Gluck [19], for example, calls for the develop-
ment of meta-information environments supporting
access to geospatially referenced material. Such environ-
ments are required for supporting many classes of
complex, multimedia, geospatial queries, which typically
involve complex concepts that must be represented in the
KRS of the meta-information environment. Typical
examples of such queries, with their associated concepts
shown in italics, include:

� ``Find me information, in the form of texts, maps, or
images, about orchards along the Santa Cruz River in
Arizona.''

� ``What are the major valleys along the California and
Arizona borders and where are their highest points?''

� ``Could you®ndme an up-scale residential area inSanta
Barbara County which was not ¯ooded in 1994?''

� ``I am planning a ®eld trip. Could you ®nd me textual
or map information about a lake or creek that has a
lot of shade surrounding it and is close to Highway
101 and Highway 5 in Ventura County?''

� ``I am planning on moving my operation to Los An-
geles County. Please ®nd me images of a site which is
close to major highways, but with a lot of green. It
should have some existing parking lots in the area and
be close to city and federal buildings. Hopefully, the
site will not be too far from major residential areas
and schools.''

In order to answer such complex geographic queries,
multiple knowledge sources must be consulted, correlated,
and analyzed and other advanced image processing and
natural language processing techniquesmust be employed.

We now discuss the development of a meta-informa-
tion environment that involves various large-scale geo-
graphic knowledge representation systems (GKRS),
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which we de®ne to be KRSs supporting geospatial re-
trieval and analysis. We believe that such a GKRS ar-
chitecture de®nes an important approach to building
intelligent and pro-active systems that are capable of
assisting users in retrieving, analyzing, and interpreting
geospatially indexed, multimedia information on the
basis of a large set of domain-speci®c concepts.

2.3 Geographic knowledge representation systems

Based on previous research in scienti®c information
retrieval and sharing [7] [43], we have developed a
GKRS-based meta-information environment that inte-
grates multiple, multimedia geographic knowledge sourc-
es. The underlying knowledge representations are mainly
based on symbolic semantic networks [46] and probabi-
listic neural networks [28]. The semantics are provided,
for example, by textual subject descriptors and iconic
visual images, which represent textual and visual repre-
sentations of such concepts as parking lots (images),
housing developments (images), power stations (text),
and gravity dams (text). The representations rely heavily
on the use of spreading activation-type reasoning meth-
ods [7] [11]. The body of geographic knowledge to be
represented includes existing human-created geographic
subject headings and thesauri as well as automatically
generated textual and visual concept spaces. The subject
headings and thesauri are generated with the use of
selected inductive machine learning and neural network
techniques, while the concept spaces are probabilistic
networks of concepts represented by textual subject
descriptors and visual images.

We show in Fig. 2 a schematic diagram of the GKRS
architecture. The ®gure illustrates a top-down, ontolog-
ical view of knowledge structure development as well as a
bottom-up, inductive approach to extracting knowledge
from textual and image databases. In the diagram,
knowledge sources or structures are depicted by database
icons; processes and techniques are represented by rect-
angular boxes; resulting bodies of integrated geographic
knowledge are shown in ovals as loosely coupled net-
works of concepts, with alphabetic symbols representing
textual concepts and square icons representing visual
images.

We now discuss the various components of this ar-
chitecture and their role in the creation of the GKRS
component of the meta-information environment of a
digital library.

2.3.1 Existing knowledge sources: geographic
subject headings and thesauri

A variety of knowledge sources that require little
processing in order to convert them into the form of a
KRS currently exist in the domain of geospatially
referenced information. For example, various thesauri
and collections of geographic subject headings, repre-

sented on the right side of Fig. 2, have been devel-
oped manually by information specialists and domain
experts for representing bodies of general geographic
knowledge. For example, the GeoRef thesaurus con-
tains about 27000 geographic terms and place names.

Such existing knowledge sources resemble the sym-
bolic semantic network representation developed by AI
researchers [32]. Conceptual subject descriptors of place
names and geographic phenomena can be represented as
nodes in a network and their symbolic relationships
(often in terms of hierarchical broader term, narrower
term, and related term relationships) are represented as
directed links between nodes. Specialized geographic
knowledge sources may contain representations of geo-
graphic relationships such as ``is near'' or ``is contained
in.'' Relatively simple knowledge networks are capable of
capturing a signi®cant body of geographic knowledge in
terms of their nodes and links and they are especially
suited for fuzzy geographic access involving imprecise
concepts such as ``Where'' and ``What.''

Human-generated subject headings and thesauri,
however, su�er from a lack of ®ne-grained subject cov-
erage, especially for new and emerging geographic con-
cepts. Like expert system development, knowledge
elicitation and update is often a slow and painstaking
process.

2.3.2 Specialized geo-referenced materials

There also exist various specialized geo-referenced col-
lections that may be employed in creating specialized
geographic knowledge for KRS using domain-speci®c
data analysis techniques, as shown on the right side of
Fig. 2. For example, the US Geological Survey's (USGS)
Geographic Names Information System (GNIS) is a
large gazetteer containing 1.8 million place names,
organized hierarchically into 15 geographic feature
classes, with a point location for each feature; Digital
Elevation Models (DEMs) contain coordinate and ele-
vation information of various geographic regions; while
Advanced Very High Resolution Radiometer (AVHRR)
data contains information about vegetation cover, land
surface temperature, and soil temperature. DEM data
may be used to answer queries relating to the geographic
elevation of such features as valleys, rivers, and peaks
while AVHRR data may be used in answering queries
about the vegetation cover or temperature of a particular
area.

2.3.3 Textual and image databases

A variety of existing and ``lower-level'' information
sources may be employed in creating KRSs with the
application of inductive knowledge discovery techniques,
as shown at the bottom of Fig 2. Over the past several
years, various databases relating, for example, to drug
side e�ects, retail shopping patterns, tax and welfare
frauds, and frequent ¯yer patterns have been employed in
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identifying collection-speci®c knowledge [18]. While the
size of many real-life databases prohibits their analysis by
human beings, the availability of unused computing
cycles within many organizations has led to the use of
computers for knowledge discovery [38] [18]. Massively
parallel computers, and even supercomputers, have also
been employed in the analysis of large business or
scienti®c databases [43].

In the realm of geospatially-referenced information,
many of the existing textual geographic databases can be
used as knowledge sources for creating KRSs. Good
examples of such databases are the Compendex database
(covering all scienti®c and engineering ®elds including
geography), the GeoRef database, and Petroleum Ab-
stracts. In addition to these conventional textual sources,
digitized aerial photos and satellite images have become
increasingly important for supporting geospatial queries.
With scalable image extraction and segmentation tech-
niques, such images can be automatically segmented,

extracted, and indexed, a process similar to textual in-
dexing. Many image processing techniques are now suf-
®ciently mature and scalable to support indexing and
analysis of large-scale geo-referenced aerial photos and
images [29] [44].

2.3.4 Textual and image indexing

For textual knowledge sources, domain-independent
automatic indexing techniques are often adopted to
extract potentially meaningful subject descriptors [42].
More recently, syntactic natural language parsing tech-
niques have been adopted for more ®ne-grained textual
analysis [31]. For images, texture extraction, region
segmentation, and color and shape detection are tech-
niques frequently used to segment and index image
collections [29] [47] [48]. Texture extraction based on edge
and orientation and region segmentation based on edge

Fig. 2. The geographic knowledge representation system (GKRS) architecture
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¯ow and texture appear to be promising techniques for
indexing aerial photos and satellite images.

2.3.5 Inductive learning and data analysis

Various inductive learning and data analysis techniques
have been developed over the past few decades by
statisticians, information scientists, and AI researchers.
Statistical algorithms [38] are typically applied to quan-
titative data in order to (1) cluster descriptors in terms of
a relatively small set of characteristics, as in the case of
factor analysis, principal components analysis [34], and
cluster analysis [16]; (2) test hypotheses concerning
di�erences among populations, as in the case of t-tests
and analysis of variance (ANOVA) [33]; (3) perform
trend analysis, as in the case of time series analysis [34]
[35]; and to construct correlations among sets of
variables, as in the case of computing correlation
coe�cients and multiple regression analysis [33].

Recently, ``classical'' (or symbolic) AI learning algo-
rithms, such as ID3 [40] and AQ [30], as well as a new
generation of neural net learning algorithms that include
feedforward networks [41] and Kohonen self-organizing
maps [25], have provided new perspectives on knowledge
discovery. These techniques allow e�ective analysis of
both qualitative and quantitative data. Unlike the sta-
tistical approaches, which are typically based on some
underlying model involving strong assumptions and/or
stringent conditions, many AI-based techniques are more
¯exible, more powerful, and easier to use as well as
producing output that is more meaningful to users (see
[2] [14] [18] [23] for overviews of AI-based learning
techniques).

Several recent large-scale digital library experiments
have adopted cluster analysis for creating domain-spe-
ci®c concept spaces consisting of networks of terms and
their weighted relationships [8] [9]. The Kohonen self-
organizing map algorithm has been extended to create
textual graphical category maps [10] and visual geo-
graphic thesauri [29]. In our proposed GKRS architec-
ture, we suggest the use of concept spaces and category
map techniques in order to create compatible network-
based knowledge representation systems. Textual and
visual concept spaces and category maps can be extracted
from the underlying textual and image databases res-
pectively to create multimedia geographic knowledge
structures.

2.3.6 Geographic knowledge representation systems

Existing geographic subject headings and thesauri, to-
gether with automatically generated textual and visual
concept spaces and category maps, may be viewed in
terms of loosely coupled network-based KRSs that can
be selected, mixed, and matched in response to fuzzy,
multimedia geographic queries. For example, by selecting
the GeoRef thesaurus and a visual concept space

generated from selected aerial photos as the search aid,
a user can potentially query a geographic database using
a combination of subject descriptors (e.g., dams and
rivers) and image icons (e.g., orchard pattern). The
integrated Geographic Knowledge Representation Sys-
tem can thus be thought of as a knowledgeable digital
map librarian, ready to assist in the analysis and
interpretation of complex geo-referenced materials. We
suggest that the potential usefulness of such a large body
of geographic knowledge cannot be over stated in this era
of networked information systems and large-scale digital
collections.

2.3.7 Reasoning by Spreading Activation

As shown in the upper portion of Fig. 2, users are free to
use the GKRS in terms of either a user-controlled
browsing mode or a system-supported spreading activa-
tion mode. If users employ hypertext browsing to follow
manually the links of network-based knowledge struc-
tures as subject headings, thesauri, textual concept spaces
and category maps, and visual concept spaces and
category maps, they can only traverse a small portion
of a large knowledge space. In general, user-controlled,
relevance-feedback search processes have been found to
be productive, but at times cumbersome [7] [42].

In order to manage and utilize the potentially rich and
complex nodes and links in GKRS, system-aided rea-
soning methods may be needed to intelligently suggest a
small portion of the relevant knowledge to the user. For
semantic network and neural network representations,
spreading activation, which is a well-known memory re-
call process [1], appears to be well suited for the rea-
soning task [32]. Several information systems researchers
have developed symbolic, heuristic-based spreading ac-
tivation methods for information retrieval systems and
digital libraries [3] [11]. More recently, we have adopted
the serial branch-and-bound search algorithm and the
parallel Hop®eld network activation method to traverse
multiple knowledge networks [7]. Hop®eld network ac-
tivation, in particular, appears to be a robust and scal-
able technique for term suggestion and vocabulary
switching across di�erent knowledge domains.

2.3.8 GUI relevance feedback

Due to the multimedia nature of GKRS, a graphical user
interface (GUI) is needed for viewing and activating
multiple data types and the underlying geographic IBOs
such as maps and aerial photos. The Internet, Web
protocols, and Java-like languages now make it possible
to implement adequate GUIs for GKRS. In particular,
the spreading activation reasoning process of a GKRS
can be ``visualized'' using advanced graphical and
visualization techniques. We believe that making the
system's reasoning process transparent to users is
essential for the success of GIR. Such a user ``buy-in
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factor'' has been recognized in expert systems research
[21].

Despite such system-aided reasoning and visualiza-
tion, however, users still need to control the relevance
feedback process by selecting relevant and interesting
items and determining directions for search. We believe
that such a user-system collaborative process is crucial to
the success of fuzzy, concept-based geographic informa-
tion retrieval.

3. A GKRS testbed

As part of a joint project between the Illinois DLI
Interspace project [43] and UCSB DLI Alexandria
project [44], we are in the process of creating a large
testbed for implementing the proposed GKRS. The
testbed includes substantial coverage of textual and
image databases and existing knowledge structures. For
specialized geographic collections such as DEM data,
AVHRR data, aerial photos, and satellite images, our
initial focus is on having a complete coverage of
Southern California.

Our current GKRS testbed involves approximately
100 GB of storage on the National Center for Super-
computing Applications (NCSA) Unitree ®le storage
system. Several experiments are underway to generate
individual textual and visual thesauri, concept spaces,
category maps, and specialized knowledge sources. We
are also in the process of developing di�erent spreading
activation reasoning techniques for integrating these
multiple, multimedia geographic knowledge sources.

3.1 Textual databases and knowledge sources

We now describe the various components shown in Fig. 1
that have been implemented in our testbed.

3.1.1 Compendex geographic category, database,
concept space, and category map

The Compendex database consists of 3 major categories
and 43 sub-categories which are related to geoscience.
Such categories are presented as a hierarchy. In addition,
through the Illinois DLI project, about 50,000 Comp-
endex geoscience-related abstracts (70 MB, 1991±1995)
have been extracted. The title, abstract, and author ®elds
of the Compendex records are used to generate Comp-
endex-speci®c concept spaces and category maps. In the
following section, we illustrate the resulting sample
Compendex concept space and category map.

3.1.2 GeoRef thesaurus, database, concept space,
and category map

The GeoRef thesaurus was recently incorporated into
our testbed. The thesaurus contains more than 27,000

terms, with several standard symbolic relationships, such
as broader term, narrower term, related term, and use for.
It also includes usage notes, dates of addition, and
coordinates for selected place names.

In addition, we have also obtained two large collec-
tions of GeoRef records: 300,000 recent GeoRef records
(most without abstracts, 1990±1995, 300 MB), and
20,000 GeoRef records with abstracts (1981±1995, 70
MB) from the American Geological Institute. Like the
Compendex collection, the GeoRef-speci®c concept
spaces and category maps will be generated using the
title, abstract, and author ®elds of the records. Because
many GeoRef records contain both place names and
coordinates, we will also correlate this information.

3.1.3 Petroleum abstracts thesaurus, database,
concept space, and category map

While GeoRef covers many of the concepts of geography
and geology, Petroleum Abstracts (PA) covers concepts
for petroleum engineering and petroleum exploration.
The abstracts overlap with GeoRef only in relation to
earth science concepts. We have obtained the 1985±1995
collection of the Petroleum Abstracts (about 800,000
abstracts, 600 MB). Titles, abstracts, and author names
are being used to create the PA-speci®c concept spaces
and category maps. The PA thesaurus, similar to the
GeoRef thesaurus in structure, has been made available
through the University of Tulsa.

3.1.4 GNIS gazetteer

Gazetteers are useful knowledge sources for identifying
relationships between precise coordinates and fuzzy place
names. Since in our current experiment we are developing
an integrated GKRS to support queries speci®c to
Southern California, we have extracted only the Southern
Californian portion of the USGS GNIS gazetteer,
consisting of about 56,000 place names, 7 feature classes
(e.g., hydrology), and 60 feature types (e.g., canal),
organized in a hierarchy similar to that of a standard
thesaurus.

3.2 Image databases

We have been unable to identify image knowledge
sources, such as human-created visual thesauri, for geo-
referenced collections. Through the Map and Imagery
Laboratory (MIL) at UCSB, however, we have been able
to develop a substantial collection of aerial photos and
satellite images covering Southern California.

3.2.1 Aerial photos

Frames from three historically important and popular
¯ights have been scanned. These ¯ights involve 761, 1216,
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and 355 frames, respectively, and cover Santa Barbara,
Ventura, and Los Angeles counties. Each black-and-
white frame occupies approximately 30 MB of memory,
and together they constitute a database of approximately
75 GB. Identi®able visual patterns on such ¯ights include
housing developments, parking lots, schools, parks,
vegetation, highways, airports, factories, etc. Based on
the texture extraction and region segmentation tech-
niques developed earlier in the Alexandria project [29],
we are in the process of automatically indexing these
images to create visual concept spaces and category maps
for Southern California. We plan to index and analyze
these items in order to reveal meaningful, geographic
relationships between man-made and natural artifacts,
such as parks next to residential areas, vegetation next to
rivers, and factories next to highways.

3.2.2 Satellite images

Unlike aerial photos, satellite images reveal higher-level,
coarse-grained geographic features such as mountains,
populated areas, and lakes. We believe that the image
indexing techniques developed for aerial photos can be
extended to satellite images. With the help of UCSB's
MIL we have obtained a collection of nearly 200 SPOT
satellite images of California for our experiment.

It is important to note that each aerial photo and
satellite image also contains coordinate information
which may be correlated with other textual knowledge
sources. For example, the GNIS gazetteer and the Geo-
Ref thesaurus contain information about place names
and coordinates that may be used to label selected image
regions automatically.

3.3 Specialized geographic knowledge sources

While the above textual and image knowledge sources
have many common characteristics, other specialized
geographic collections need to be processed in a more ad
hoc fashion. Most of the techniques considered for such
collections are still experimental.

3.3.1 Digital elevation models

DEMs consist of sampled arrays of elevations for ground
positions that are usually, but not always, spaced at
regular intervals. A California DEM data set at 1:250,000
scale was extracted from the USGS Web site. This data
set consists of about 93 MB (70 ®les) of coordinate and
elevation information covering all of California. We are
experimenting with several heuristics-based computa-
tional models to obtain conceptual descriptors (e.g.,
valley, canyon, hill, mountain, etc.) relating to di�erent
geographic regions. This information is being correlated
with other coordinate-speci®c knowledge sources includ-
ing the GNIS gazetteer and the GeoRef thesaurus.

3.3.2 Digital line graphs

Also available from the USGS, Digital Line Graphs
contain linear map information in digital form and
include information on planimetric-based categories,
such as transportation, hydrography, and boundaries.
A California DLG data set at a scale of 1:100,000 was
extracted from the USGS Web site. This data set consists
of about 159 MB (21 ®les) of coordinate and hydrogra-
phy and transportation information covering all of
California. As in the case of the DEMs, we are
experimenting with several heuristics-based computa-
tional models to match the hydrography and transpor-
tation information with other knowledge sources such
as the GNIS gazetteer, aerial photos, and satellite
images.

3.3.3 Advanced Very High-Resolution Radiometer data

Lastly, a testbed of AVHRR data, collected from
NOAA's Polar Orbiting Environmental Satellites
(POES), was extracted to include vegetation cover, land
surface temperature, and soil temperature information
for California. For experimental purposes, our testbed
contains only monthly (8km, 5 MB) and weekly (1km,

Fig. 3. Frequency computations
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600 MB) information collected in 1995. We are also
experimenting with several heuristics-based computa-
tional models to correlate this vegetation and tempera-
ture information with conceptual descriptors (e.g., warm,
hot, green, desert, etc.) and place names (through
coordinates).

4 Algorithms: cluster analysis and self-organizing maps

In this section we summarize the nature and use of
the algorithms employed in our current prototyping
e�orts.

4.1 Cluster analysis

The speci®c steps and algorithms that were adopted to
create our textual concept space include: automatic
indexing, co-occurrence analysis, and associative retrieval.
A brief overview of these techniques, in the context of
our experiment, is presented below. For further details of
the algorithms, see [8].

4.1.1 Automatic indexing

The purpose of this step is to automatically identify the
content of each textual document. Based on a revised
automatic indexing technique [42], subject descriptors on
each document are identi®ed, and the number of times
that each descriptor appears in the entire collection of
documents is computed. A ``stop-word'' list is used to
remove non-semantic bearing words such as ``the'', ``a'',
``on'', and ``in'', after which a stemming algorithm is
applied to identify the word stem for the remaining
words. In our processes, the stop-word list was also
applied to all of the stemmed words.

4.1.2 Co-occurrence analysis

The importance of each descriptor or term in represent-
ing the content of the entire document varies. Using term
frequency (tf) and inverse document frequency (idf), the
cluster analysis step assigns weights to each term in a
document to represent the term's level of importance.
Term frequency measures how often a particular term

Fig. 4. Cluster analysis computations
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occurs in the entire collection. Inverse document fre-
quency indicates the speci®city of the term and allows
terms to acquire di�erent strengths or levels of impor-
tance based on their speci®city. A term can be a one-,
two-, or three-word phrase. We describe in Fig. 3 how
such numbers are calculated.

Cluster analysis is then used to convert these raw data
of indices and weights into a matrix showing the simi-
larity and dissimilarity of the terms using a distance
function. The distance function used in this step is based
on the asymmetric ``cluster function'' developed by Chen
and Lynch [5]. We show in Fig. 4 a more detailed de-

Fig. 5. Hop®eld net algorithm

Fig. 6. The SOM algorithm used in textual category map and visual thesaurus generation
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scription of this function. We have shown elsewhere that
this asymmetric similarity function represents term as-
sociations better than the cosine function. Using the
function, a net-like concept space of terms and their
weighted relationships can be created.

4.1.3 Associative Retrieval

In previous research, we developed two associative
retrieval algorithms, one based on the serial branch-
and-bound algorithm and the other based on a parallel
Hop®eld net algorithm [7] which, in particular, has been
shown to be ideal for concept-based information retriev-
al [6].

Each term in the network-like thesaurus was treated
as a neuron and the asymmetric weight between any two
terms was taken as the unidirectional, weighted connec-

tion between neurons. Using user-supplied terms as input
patterns, the Hop®eld algorithm activated neighboring
(i.e., strongly associated) terms, combined weights from
all associated neighbors (by adding collective association
strengths), and repeated this process until convergence
occurred. We outline this algorithm in Fig. 5.

4.2 The self-organizing map algorithm

Quillian [39] suggested that semantic networks could be
used to encode and associate word meanings and that
such networks could then be used to visualize or
construct mental models of an information space. Neural
network algorithms, in particular, appear to be a natural
starting point for organizing large amounts of informa-
tion in a manner consistent with human mental models.
After investigating several neural network algorithms

Fig. 7. Geo-Space provides 42 searchable sub-domain concept spaces in geoscience based on the Compendex classi®cation code, e.g., 441.1 Dams.

Searchers can select multiple concept spaces to identify other relevant geoscience terms
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[28], we have concluded that a variant of the Kohonen
self-organizing feature maps (SOM) appears to be the
most promising algorithm for organizing large volumes
of information. The algorithm can be used to create an
intuitive, graphical display of the important concepts
contained in textual information [10] [36].

In the algorithm's basic form, continuous-valued
vectors (of document keywords or image features) are
presented sequentially without specifying the desired
output. After a su�cient number of input vectors have
been presented, network connection weights specify
cluster or vector centers that sample the input space in
such a way that the point density function of the vector
centers tends to approximate the probability density
function of the input vectors. In addition, the connection
weights will be organized such that topologically close

nodes are sensitive to inputs that are similar. Figure 6
describes how the Kohonen SOM algorithm was modi-
®ed to create textual category maps and image-based
visual thesaurus.

5 Preliminary results: concept space, category map, and
visual thesaurus

Three GKRS components based on the Compendex
geoscience collections have been developed recently to
illustrate the concept space, category map, and spreading
activation techniques. A total of approximately 50,000
Compendex records (70 MB) in Water and Waterworks
Engineering, Engineering Geology, and Petroleum Engi-
neering were used in this experiment.

Fig. 8. Terms related to ``Gravity Dam'' and ``Power Station'' in the Dams and Reservoirs concept spaces are displayed in ranked order, e.g.,

``Concrete Gravity Dam,'' ``Hydro-electric Power Station,'' etc. A searcher can select any system-suggested terms for document searches
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5.1 The Compendex concept space

In the Illinois DLI project, a scalable concept space
generation technique was developed to create textual
thesauri automatically. Using a week of dedicated
computer time on the HP Convex Exemplar at NCSA,
concept spaces were generated for 10,000,000 journal
abstracts across 1000 subject areas covering all of
engineering and science [8]. Based on subject-independent
automatic indexing and cluster analysis techniques,
the resulting concept space represents a network of terms
(subject descriptors) and their weighted relationships,
akin to a single-layered probabilistic neural network
[8] [9].

In this experiment, we extracted 3 geoscience domains
from the Compendex collection, covering 42 geoscience
subdomains, e.g., Dams, Reservoirs, etc. By using each
subdomain collection, we generated 42 small geoscience

concept spaces (each consisting of about 5000 terms and
200,000 weighted relationships), which were placed as
online thesauri on our Web site, as shown in Fig. 7. Users
may click on the dialog boxes to select concept spaces for
consultation. As shown in Fig. 8, by clicking on the
Dams and Reservoirs concept spaces using ``Gravity
Dam'' and ``Power Station'' as the initial search terms,
the system suggests ``Concrete Gravity Dam,'' ``Hydro-
electric Power Station,'' ``Finite Element Method,'' etc,
as relevant concepts (the probabilistic weights indicate
the strengths of relevance).

Using HTML/CGI programs, the GIS space sup-
ports iteration of concepts when the user clicks on an
individual term or uses a combination of search terms.
After deciding on appropriate search terms, a user can
then employ the server in locating relevant documents.
Our previous research has shown the usefulness of such
a system-aided term suggestion tool, especially in im-

Fig. 9. Three Compendex geoscience collections have been analyzed to create category maps in Water and Waterworks Engineering, Engineering Geology,

and Petroleum Engineering, respectively. Searchers can select any of these category maps to perform a concept-based browsing of documents
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proving search recall [9]. We are currently designing a
large-scale experiment to examine the performance
of the GIS space in supporting text-based geographic
queries.

5.2 The Compendex category map

By partitioning the Compendex geoscience collection
into three main areas of Water and Waterworks Engi-
neering, Engineering Geology, and Petroleum Engineer-
ing, we generated three large category maps automati-
cally. The multi-layered self-organizing map (SOM)
techniques adopted have been shown to be an e�cient

and robust method for creating directories of categories
graphically [10] [36].

A GIS-map server has been created to support con-
cept-based geospatial browsing (see Fig. 9). By clicking
on an individual domain (e.g., Water and Waterworks
Engineering), the server brings up a graphical category
map as shown in Fig. 10.

Category maps, displayed as jigsaw puzzles, could
graphically represent the importance of a subject cate-
gory in terms of size (i.e., the larger a region, the more
important a category, e.g., the ``Water'' region on the
right side of Fig. 10 has 2956 abstracts assigned to it). In
addition, categories which are similar conceptually are
often clustered in a neighborhood, e.g., ``Treatment,''
``Water Quality,'' and ``Wastewater Treatment'' topics in

Fig. 10. Top-level SOM category map related to ``Water and Waterworks Engineering.'' Di�erent topics appear to be grouped in di�erent regions, e.g.,

``Water,'' ``River,'' and ``Drinking Water'' at the bottom-right-hand corner. ``Wind,'' ``Atmospheric Pressure,'' and ``Temperature'' are seen at the top-left-

hand corner
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the upper-right-hand corner of Fig. 10, and ``Wind,''
Surface,'' ``Atmospheric Pressure,'' and ``Ozone'' topics
in the upper-left-hand corner. Such graphical display has
been shown to be meaningful and user-friendly for
browsing [36].

By utilizing a multi-layered category map, a user can
drill down a region level by level until he/she sees the
desired documents. For example, a user clicks on the
``Wind (548)'' region in Fig. 10 and retrieves the sub-
category map for the Wind-related topics only, as shown
in Fig. 11. ``Wind Speed,'' ``Wind Field,'' ``Wind Veloc-
ity,'' ``Wind Tunnel,'' etc, are categorized in the same
``Wind'' region. Clicking on the ``Wind Speeds (30)'' re-
gion of Fig. 11 brings up 30 documents which are related
to Wind Speeds, as shown in Fig. 12. In the same ex-
periment planned for the Geo-Space, we will also evalu-
ate the performance and usefulness of the GIS-Map as a
browsing tool.

5.3 A SOM-based visual thesaurus for aerial photos

Using an aerial photo testbed made available through the
Map and Imagery Lab at UCSB, we have developed a
prototype system to assist in image-based visual thesau-
rus browsing. Approximately 950 � photos were scanned
and each frame was represented as a 5000� 5000 pixel
image ®le (approximately 50 MB per image). A 1994
aerial survey ¯ight had covered all of Santa Barbara
County. Each image was then partitioned into about
1600 �40� 40� small image blocks and indexed using
Gabor ®lters (represented by 60 image features) [29].
Figure 13 shows one partitioned image, processed and
displayed by a Java-based prototype system. Using the
Gabor ®lters and a simple Euclidean distance similarity
function, we were able to perform an image-based
similarity search. After clicking on any small image
block, the system displays the best matches, in di�erent

Fig. 11. Second-level SOM category map related to ``Wind.'' Secondary wind-related topics were identi®ed (e.g., ``Wind Speeds,'' ``Wind Field,''

``Wind Tunnel,'' etc.)
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aerial photos or di�erent parts of the same photo, to
selected image patterns in the ®rst image displayed.
Figure 13, for example, illustrates image blocks repre-
senting residential areas. Our prototype system cur-
rently supports image-based similarity search of aerial
photos.

A second prototype system was later developed to
support image-based visual thesaurus browsing. Using
the same 60 image features as the input vector and the
SOM algorithm described earlier, we clustered similar
image patterns (e.g., residential areas, vegetation, park-

ing lots, farm lands, etc.) in a graphical two-dimensional
display. As shown in Fig. 14, similar image patterns
were grouped together in di�erent regions of the (se-
mantic map) display, e.g., vegetation patterns at the
bottom-right-hand corner. Clicking on each representa-
tive image brought out another window that displayed
other image patterns that were classi®ed as similar (see
Fig. 15). By mapping each image's coordinate to the
GNIS gazetteer, we are able to suggest place informa-
tion matching the geographic location of each image, as
shown in Fig. 13.

Fig. 12.Documents classi®ed under the ``Wind Speeds'' region. Documents are ranked and displayed in order and topic terms (``Wind Speeds'') in abstracts

are highlighted
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6 Conclusion and discussion

Developing scalable techniques to support fuzzy, con-
cept-based retrieval from multimedia geo-referenced
information (GIR) is a pressing research issue for digital
libraries. We are investigating technical and research
issues relating to GIR on the basis of an integrated and
scalable AI approach.

In this paper, we have proposed a Geospatial
Knowledge Representation System (GKRS) architecture
which comprises the major component of the meta-in-
formation environment of a digital library serving geo-
spatial information. The GKRS integrates multiple
knowledge sources concerning such multimedia items as
images and text in response to concept-based, geographic
queries. Based on semantic network and neural network
representations, GKRS loosely couples di�erent know-
ledge sources and adopts spreading activation algorithms
for concept-based knowledge reasoning. Our preliminary
experiments using the Compendex collection have yielded
promising results concerning geographic concept spaces,

graphical category maps, and a Java-based visual the-
saurus for airphotos. Our extensive multimedia testbed of
textual, image, and specialized geographic collections will
allow us to continue to expand on our techniques and
gradually evolve toward an intelligent and complete
Geographic Knowledge Representation System.

Our ongoing research e�orts mainly involve:

� conducting an experiment on the performance and
usefulness of the geographic concept spaces, category
maps, and vocabulary switching system;

� performing concept space and category map genera-
tion for other textual collections, e.g., GeoRef and
Petroleum Abstracts;

� experimenting with automatic region segmentation
techniques for aerial photos and satellite images;

� developing special-purpose computational models for
specialized geographic collections, e.g., DEM, DLG,
and AVHRR data sets;

� designing a fully functional Java-based system to in-
tegrate all GKRS components.

Fig. 13. Each aerial photo is partitioned into 40� 40 small image blocks and indexed by Gabor ®lters. After the user clicks on an image block, the Java-

based system pops out a separate window to display the image block (the top-leftmost image in the popped-out window) and its similar blocks (seven similar

image blocks displayed in ranked order from left to right and top to bottom)
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