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Broadband access networks, traditionally deployed for data services,
increasingly need to support streaming services as well. Some papers have
predicted the bit rate an access link should be able to carry in order to
support a future mix of all services. These predictions typically take two
trends into account: the fact that the information is offered in ever more
detail (e.g., the use of high definition instead of standard definition video)
drives the bit rate up, while improvements in codec technology have a
tendency to decrease the bit rate. In this paper, we estimate the bit rate a
user is likely to consume based on the limits of human perception. From this
estimation, we infer what an access link in principle should be able to carry
and how far the current wire-bound network technologies are from this
ideal situation. © 2009 Alcatel-Lucent.

Ovum details the highest access bit rates currently

offered by various access providers in the top ten most

competitive access network markets in [26]. Where

fiber to the premises (FTTP) is widely deployed,

100 Mbps is a common downstream access bit rate,

while where digital subscriber line (DSL) or cable is

still predominant, the downstream bit rate offered is in

the range of 20 Mbps to 50 Mbps.

Some studies [6, 10, 24] have investigated how

the bit rate of the last mile link should evolve in order

to support a future mix of broadband services. These

predictions typically make a distinction between the

portion needed for streaming services and the por-

tion needed for data services. For the former service,

often two competing trends are taken into account.

On the one hand, a user consumes the streaming

services at higher resolution requiring a larger bit rate,

while on the other hand, multimedia compression

Introduction
While broadband access networks were originally

designed to support web browsing and email, today a

richer set of services, e.g., instant messaging, voice

calls, exchange of large files, and streaming multime-

dia services (in particular, television services), need

to be supported. In order to offer the users of these

services a good quality of experience, all stages of the

network should be well dimensioned. In the aggrega-

tion, metro and core network statistical multiplexing

can be exploited, relying on the fact that not all users

are active at the same time. In this paper, however, we

concentrate on the last mile link. The last mile link

provides a user (or a household of users) access to

these services and should be dimensioned such that it

can accommodate the peak bit rate.

In anticipation of the richer set of services a user

is likely to consume, the access bit rates offered by

access providers to residential users are increasing.
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techniques continuously improve, thus driving the bit

rate requirement down. For the latter service it is

taken into consideration that typical data file sizes

keep increasing, while the user’s patience for the file

to download is wearing thinner as he or she becomes

used to high-speed Internet access.

The argument presented in this paper differs from

these traditional predictions in three important

aspects. First, we estimate the bit rate required per

user while the traditional studies assess the bit rate

per household. To tie our result in with the traditional

studies, the required bit rate per user obtained in this

paper needs to be multiplied by the number of (simul-

taneously active) users in the household. Second,

rather than observing the current tendencies, we

assess if the two competing trends, i.e., the increase in

resolution of the multimedia objects and the increase

in compression gain, will find some balance. In order

to identify this balance, we start from the limits of

human perception. Third, we make no distinction

between streaming and data services. The traditional

studies assume that for data services a data file needs

to be completely downloaded before the user can

access (e.g., manipulate, view, or listen to) it. We argue

in this paper that if the information in the data file is

organized properly in what we will refer to as a pro-

gressive file format, the requirements for supporting

data services become very similar to the ones for

streaming services. That is, sustaining an adequate bit

rate is sufficient as long as the first relevant, intelligi-

ble part of the information stored in the data file is

presented to the user fast enough. For that reason, we

will consider delay requirements as well, on top of bit

rate requirements.

The per-user bit rate requirements we identify are

lower bounds to support high quality services con-

sumed by humans. Although currently most stream-

ing services are designed with these bounds in mind,

data services typically are not. In this paper, we argue

that as the size of the data objects increases, the

boundary between both types of services blurs, and

hence, that it is beneficial to design data services with

these bounds in mind too. Note too that similarly to

the traditional studies, we only concentrate on ser-

vices to be consumed by humans and as such we do

not take traffic associated with machine-to-machine

communication (e.g., sensor networks) into account

in this paper.

Panel 1. Abbreviations, Acronyms, and Terms

3D—Three dimensional
ADSL—Asymmetric DSL
AVC— Advanced video coding
CIE—Commission International de l’Eclairage
CM—Cable modem
CMTS—CM termination system
DSL—Digital subscriber line
DSLAM—DSL access multiplexer
DOCSIS—Data Over Cable Service Interface

Specification
FEC—Forward error correction
FTTP—Fiber to the premises
EPON—Ethernet PON
GPON—Gigabit PON
HD—High definition
HG—Home gateway
HRTF—Head-related transfer function

IEEE—Institute of Electrical and Electronics
Engineers

ITU—International Telecommunication Union
ITU-T—ITU Telecommunication Standardization

Sector
IP—Internet Protocol
IPv4—IP version 4
IPv6—IP version 6
MAC—Medium access control
OLT—Optical line termination
ONU—Optical network unit
PON—Passive optical network
SD—Standard definition
SHV—Super hi-vision
TV—Television
VDSL—Very high speed DSL
WER—Word error rate
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Limits of Human Perception
Networked applications to be consumed by

humans all currently rely on the exchange of audio-

visual information. Although there have been some

experiments with haptic interfaces, the sense of touch

is not yet widely used in networked applications. The

other traditional human senses, i.e., the senses of taste

and smell, are even further from being supported in

networked applications.

Note that in this paper we take the broadest 

definition of audiovisual information: all pieces of

information that need to be viewed and/or listened

to are considered to be audiovisual information. As

such, text, pictures, audio clips, and video footage 

are regarded as audiovisual information. Typically, we

concentrate on large pieces of information that 

are likely to put a high demand on the network.

Traditionally a distinction is made between stream-

ing services, where the information is offered to the

user under the form of a stream, and data services,

where the user interacts with a file containing the

information. Data exchanged between computers, not

destined for human consumption, is not considered in

this paper.

Human perception is not perfect, as witnessed

most prominently by optical illusions. In the next

paragraphs we describe the limits of human percep-

tion relevant in the context of networked applica-

tions.

Vision
First, we consider the limits of the human visual

system. Figure 1 shows a sketch of how the human

eye processes visual information. Visual information

consists of an evolving light intensity pattern that

depends on two place coordinates and one time coor-

dinate. It is customary to express a location on the

retina by specifying the horizontal and vertical angle

the line from the optic center to that particular loca-

tion on the retina makes with the line between the

optic center and the fovea (i.e., the most sensitive part

of the retina). As such locations on the surface of the

retina, i.e., the place coordinates, are expressed in

degrees. The dashed lines in Figure 1 illustrate that

there is a horizontal visual angle of about 15 degrees

between the fovea and the center of the blind spot

where the optic nerve leaves the retina and which is

insensitive to light. In the nasal and temporal direc-

tion, the retina is sensitive to light up to 90 degrees

Fovea

Retina Blind spot

Optic nerve

Optic filtering

Lens

Optic center

Photo detection
and image processing

Information transport
to human brain

Figure 1.
Symbolic representation of the working of the human eye.
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and 70 degrees, respectively. The visual angle of one

eye is about 160 degrees horizontally and 170 degrees

vertically, while binocular vision has a horizontal and

vertical visual angle of 120 degrees and 135 degrees,

respectively [33].

A light pattern entering the eye is projected on

the retina. Since the opening of the eye is not infinites-

imally small and the lens is not perfect, this is equiva-

lent to a linear filtering. The retina consists of three

layers of cells [21]. A first layer is made up of two

types of photoreceptors, i.e., rod and cone cells. The

rods are mainly responsible for vision under low light

conditions (i.e., night vision), while the three types 

of cones enable color vision under normal lighting

conditions. Since the density of the cones is highest

in the fovea and falls off rapidly away from the fovea

(i.e., outside the disk with diameter 10 degrees there

are practically no cones), cones are mainly responsible

for central vision, while since the density of the rods 

is highest in the periphery, rods are mainly responsi-

ble for peripheral vision. The second layer of cells in the

retina is made up of bipolar, horizontal, and amacrine

cells, while the third layer consists of ganglion cells.

These two layers sequentially process the information

picked up by the photoreceptors. The output of the

ganglion cells is communicated over the optic nerve to

the brain.

Although the retina around the fovea has a resolv-

ing power of about 0.4 arcmin (with 1 arcmin being

1/60 of a degree), the optical system of the eye has

some limits too. A person with “20/20 vision” is just

able to discern a detail of 1 arcmin in his or her central

vision [18]. This corresponds to the ability to separately

distinguish the (five) segments of an “E”-shaped letter

of 9 millimeter (mm) height at 20 feet. Outside this

small angle of central vision, the acuity is a lot smaller.

However, using saccadic motion (i.e., small, rapid,

unconscious eye movements) the eye scans the envi-

ronment and thus builds an internal picture of the out-

side world, such that this high resolution is required in

a larger visual angle.

As the retina cannot follow rapidly changing light

patterns, it acts as a temporal filter. Typically the

response of the retina starts to decrease at 30Hz and

any frequencies beyond 50Hz cannot be discerned [18].

The Commission International de l’Eclairage (CIE)

has defined a “standard colorimetric observer” [11].

This standard states that in order to completely deter-

mine a color, three values have to be specified.

Various three-dimensional color spaces were defined

consisting of the CIE-XYZ, CIE-LUV, and CIE-Lab

color space. Moreover, the Weber-Frechner law states

that the ratio of a just noticeable increment �I of a

stimulus and the intensity I of that stimulus is con-

stant over a whole range of intensities: . It fol-

lows that human perception is logarithmic. Taking

into account the dynamic range of the human eye,

quantizing each of the three color components with a

logarithmic quantizer with 1,024 levels (requiring 10

bits) is sufficient to keep the quantization error below

the visible threshold, although 256 levels (requiring 8

bits) are often used too.

Taking all these considerations into account, a

conservative estimate for the bit rate associated with

the evolving light pattern falling on the retina can 

be made: for example, assuming a visual acuity of 1

arcmin; a horizontal and vertical viewing angle of

120 and 90 degrees, respectively; a refresh rate 

of 50 Hz ; and 8 bits for each of the three color com-

ponents yields an information flow of about 47 Gbps

entering each eye.

The three layers of the retina process this infor-

mation flow and transport a reduced information flow

over the optic nerve to the brain. The bit rate associ-

ated with the output of the ganglion cells, i.e., the bit

rate traveling over the optic nerve, has been estimated

in [20]. By measuring the bit rate produced by various

types of ganglion cells and counting the number of

ganglion cells of each type in the human retina

(which contains about 1,000,000 ganglion cells in

total), the authors claim that natural images yield an

information flow of about 10 Mbps over each optic

nerve. This means that the retina compresses the

visual information it receives by a factor more than

1,000.

The two information flows traveling over the optic

nerve, one associated with each eye, cross at the chi-

asm, where some nerve fibers cross over and others do

not, such that the left part of the observer’s visual field

is sent toward the right part of the brain, and vice

¢I
I � c
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versa. There is no visual processing, neither in the

nerves nor in the chiasm. Besides the preprocessing

in the retina, most visual processing is performed in

the visual cortex at the back of the head.

Under normal circumstances, there is considera-

ble correlation in the signals of both eyes: the images

contain the same objects, but these objects are slightly

shifted with respect to each other in the left and right

eye. This correlation is used in the visual processing in

the visual cortex to extract depth information [2].

How the information flows through various parts of

the visual cortex and the bit rate associated with these

flows is currently unknown.

Audition
Second, we consider the limits of the human

aural system. Figure 2 shows a sketch of how the

human ear processes aural information. Aural infor-

mation consists of pressure vibrations in the air: an

aural signal presented to one ear depends only on 

the time coordinate. The aural signal is picked up 

by the pinna (i.e., the auricle) and travels in the aural

canal to hit the tympanic membrane (i.e., the ear-

drum). Through a series of small bones, this signal is

transferred to the cochlea. This process is equivalent

to a low-pass filtering.

The human ear is sensitive in the frequency range

from 20 Hz to 20 kHz, such that a sampling rate of at

least 40 kHz is required. The Weber-Frechner law

applies to audition as well and the dynamic range of 

the human ear spans 140dB. At least 256, and prefera-

bly 1,024, logarithmically spaced levels (i.e., 8 to 10

bits per sample, respectively) are needed for the quan-

tization error to be indiscernible to a human listener.

Taking these considerations into account, a rough esti-

mate of the information flow presented to one of the

human ears contains about 0.5 Mbps (with sampling

rate of 50 kHz and 10 bits per sample).

The cochlea acts as a spectral decomposition filter

[3]: each part of the cochlea is tuned to a specific 

frequency. Ganglion cells inside the cochlea pick up

the band-pass signals and feed them into the aural

nerve. To our knowledge, there has been no detailed

study estimating the bit rate associated with the signal

traveling over the aural nerve. However, if these

cochlear ganglion cells produce about the same bit

rate as the retinal ganglion cells—and taking into

account that there are about 30,000 ganglion cells in

Cochlea

Aural nerve

Tympanic
membrane
(eardrum)

Pinna
(auricle)

Aural
canal

Malleus

Staples

Incus

Acoustic filtering Filter bank of
band-pass filters

Information transport
to human brain

Figure 2.
Symbolic representation of the working of the human ear.



78 Bell Labs Technical Journal DOI: 10.1002/bltj

the cochlea—the cochlea does not compress the aural

information very much. Note that the cochlea has a

second function, i.e., providing a sense of balance,

which we do not discuss in this paper.

Further processing of the aural signals of both ears

occurs in various parts of the brain, e.g., in the pri-

mary aural cortex at the side of the head. There is

currently no body of knowledge on the bit rates

involved in the internal transport of this processed

information.

Reaction
Finally, we discuss the limits of the human reac-

tion. The proverbial “blink of an eye” has been meas-

ured to last about 300 milliseconds (ms) [34].

Although reflex reactions take less time, i.e., tens of

milliseconds, reactions where the human brain needs

to process some information before taking action typi-

cally take a few hundred milliseconds as illustrated

by the following examples:

• Trained sprint athletes are assumed to be cheating

if they exert pressure on their starting blocks 

any time before 100 ms after the starting shot

sounds.

• According to [14], most applications will experi-

ence “transparent interactivity” if the one-way

delay is smaller than 150ms. This means that if a

user takes an action (e.g., asks a question) he or

she does not expect a reaction (e.g., a reply) before

300ms after he or she took the action.

• In [22], some experiments are reported related to

the quality perceived by a user changing channels

on a television system. In order to have a “good”

quality of experience, the first image of the new

channel needs to appear about 300 ms after the

user took action to change channel.

In addition to this bound on reaction time, the

human brain is unable to process stimuli in rapid suc-

cession. In particular, when a user is concentrating

on a specific stimulus, he or she is capable of discern-

ing other stimuli up to 180 ms after the first stimulus

and from 450 ms onward of this first stimulus, but the

human brain is unable to process stimuli in the time

frame between 180 ms and 450 ms [27]. This phe-

nomenon is referred to as the “attentional blink.” 

A similar mechanism exists in audition, but the period

of “deafness” starts immediately after the aural stimu-

lus the user was paying attention to. This phenome-

non is referred to as temporal masking.

Technological Aspects of End Devices
In this section we discuss how the limits of

human perception can be exploited in transducers

(e.g., displays and speakers) and compression tech-

nology.

Transducers
First we discuss audio transducers (e.g., speakers

and headphones). Their ultimate aim is to present

both ears of a listener with signals that are indistin-

guishable from the signals that the listener would hear

when he or she was really present at the scene where

the sound was produced. The considerations of the

previous section provide guidelines on the required

spectrum, the quantization, and the dynamic range

of the signals.

The two signals presented to both ears (e.g., via

earphones) are very similar. The small differences in

these two sounds allow the human brain to deter-

mine the spatial location from where the sound is

originating. Not only the fact that one signal is slightly

delayed and attenuated with respect to the other, but

also the fact that sounds are filtered by the shape of the

human head and auricle provide cues with respect to 

the spatial location. The head-related transfer func-

tion (HRTF) [35] describes how a sound stemming

from some location is altered (i.e., filtered) by the

human head before the filtered version is presented to

one of the ears. As the HRTF contains a filter for both

ears and for each possible location, it is in fact a filter

bank. A recording with two microphones spaced apart

as far as the human ears are apart is not enough: in

such a recording one signal is only slightly delayed and

attenuated with respect to the other and this allows

some spatial localization, but it does not allow a 

listener to discriminate between a sound being pro-

duced in front of or behind the head. To allow this dis-

tinction, the sound needs to be recorded with two

microphones embedded on the place of the ears in an

artificial human head thus mimicking the HRTF.

Alternatively, the sound only needs to be recorded

with one microphone if the HRTF is known. From this
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which conclude that an HD screen needs just more

than 1,000 lines per screen height. In [25], a super

hi-vision (SHV) display was introduced with more

than 4,000 lines per screen height to be viewed at a

distance of 0.75 of the screen height. Table II shows

the visual angle that these displays cover, under

assumption of square pixels.

All these displays present the same image to the

left and right eye, and as a result, the viewer has no

intense depth perception. In order to convey a sense

of depth, the images to be presented to the left and

right eye need to be slightly different. More or less,

the same objects should be depicted in the images,

but they need to be projected on slightly different

locations on the retina. This difference in location,

referred to as parallax, allows the human visual sys-

tem to infer depth [4]. Three-dimensional (3D) dis-

Vertical Horizontal
angle angle

(degree) (degree)

SD screen viewed at 6 screen 
height with aspect 4:3 ratio 10 13

HD screen viewed at 3 screen 
height with aspect 16:9 ratio 19 33

SHV screen viewed at 0.75 
screen height with 16:9 
aspect ratio

67 100

Table II. Visual angle of an SD, HD, and SHV display.

HD—High definition
SD—Standard definition
SHV—Super hi-vision

Resolution Unit

Visual acuity 0,4 1 Arcmin

Sheet of paper (of 11� � 8.5�) viewed at arm’s length (30cm) 728 291 dots/inch

SD screen viewed at 6 screen heights with 4:3 aspect ratio 1432 573 lines/height

HD screen viewed at 3 screen heights with 19:9 aspect ratio 2865 1146 lines/height

Table I. Examples of visual acuity of a person with normal vision.

cm—Centimeter
HD—High definition
SD—Standard definition

single recording and the spatial location of the source,

the two signals to be presented via earphones to the

human ears can be calculated via a filtering operation

with the HRTF.

Offering the two correct signals to both ears of

the listener with speakers instead of earphones

requires a careful setup of an array of speakers. The

“5.1 surround sound” arrangement with a speaker

left front, center front, right front, left back, right

back, and an additional speaker for low frequencies is

commonly used in movie theaters at the moment. In

[25], a “22.2 surround sound” system was proposed to

create an acoustic image with 22 speakers in a three-

dimensional arrangement with two additional speak-

ers for low frequencies.

Next, we discuss video transducers (e.g., displays,

goggles). Their ultimate aim is to present both eyes

of a viewer with images that are indistinguishable

from the images that the viewer would see if he or she

were present at the scene in person. The requirements

are that the images are projected onto the retina with

enough spatial and temporal resolution and that the

color space is quantized adequately.

Current displays do not cover the complete view-

ing angle. Although there is no universally accepted

definition of standard definition (SD) and high defi-

nition (HD), we define SD as a screen with a 4:3

aspect ratio that is to be viewed at six screen heights,

while HD is a screen with a 16:9 aspect ratio that is to

be viewed at three screen heights [13]. Table I pro-

vides some examples of how the visual acuity of a

regular person determines the required resolutions

for displays. This is corroborated by [8] and [32],
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plays that present both images on the same screen

and rely on glasses (to be worn by the viewer) to fil-

ter the correct image from the mix of two have been

around for a long time. Recently, 3D displays based on

a grating of lenticular lenses became available [19].

The latter displays typically provide more than two

views, so that it is not as critical where the observer

assumes a position in front of the screen.

Compression Technology
Up to this point, we have discussed how to pre-

sent both ears and both eyes of a human observer with

the adequate stimuli such that he or she does not

observe unnatural artifacts such as frequency aliasing

or quantization artifacts. If these artifacts are to be

avoided, the transducers need to output the bit rates

derived in the previous section. We also discussed that

the human brain processes these stimuli, and that in

processing these stimuli, the information content is

reduced. Although the most striking example is the

retina compressing the information contained in the

light pattern projected on it by a factor of more than

1,000, it is very likely that deeper in the brain, simi-

lar processes compress (and separate) the video and

audio information even further.

The aim of video and audio compression is to rep-

resent the signals destined for the human eyes or ears

in signals of a lower bit rate, such that a decoder can

reconstruct close copies of the original signals from

these compressed signals. Since the compressed sig-

nals contain less information, the original signals can-

not be decoded with infinite fidelity. In other words,

compression inherently introduces distortion. The aim

of compression is that the decoded signal is free from

unnatural artifacts and contains the essential infor-

mation that the producer of the original signal wanted

to convey. Most state-of-the-art codecs transform the

input signals into semantically more meaningful sig-

nals (mimicking what the human brain does) and

remove the redundancy in those resulting signals

without introducing unnatural artifacts. Remark that

most state-of-the-art codecs use prediction to attain a

high compression gain. This introduces some delay in

the encoding and decoding process.

It is not always necessary to reproduce the origi-

nal information with the highest fidelity in the sense

that the reconstructed signal needs to be perceptually

indistinguishable from the original signal. Often the

reconstructed signal is perceptually very different

from the original one, while the observer still experi-

ences it as quite natural. In this section, we discuss

the possible gradation in fidelity of audio and video

information and the state of the art in compression

technology.

For an audio signal, it is sometimes only necessary

that the message it contains can be understood. In

[29], it was shown that a typical English text contains

about 1 bit per letter of information. At a speaking

rate of about 4 to 5 words per second, and with an

average of about 4.2 letters per word, this yields a bit

rate of a mere 20 bps, so that conveying a verbal mes-

sage requires a very limited number of bits. Speech-

to-text algorithms can be viewed as encoders in this

context. Although advancements are continually

being made, for systems that are not trained a priori

for a specific speaker, the word error rate (WER) is

still 10 percent and higher [31]. If on top of compre-

hending the verbal message, the listener also needs

to be able to identify the speaker, the pitch and into-

nation of the speech signal need to be conveyed in

the compressed signal too, which is what a voice

coder typically does. State-of-the-art voice coders can

encode the human voice at a few tens of kbps [1],

but are not suitable for encoding audio signals that

are not produced by the human vocal tract (e.g.,

music). For such signals (another codec and) a larger

bit rate is needed. In [30], it is demonstrated via sub-

jective experiments that a state-of-the-art audio codec

requires about 100kbps for stereo music. As explained

earlier, the two signals to be presented to both ears (or

the multitude of signals to be presented to the speak-

ers in a surround sound system) should not be

encoded separately. In fact, only one signal and its

spatial location together with the HRTF need to be

known at the decoder, the latter of which does not

need to be transmitted, but can be permanently stored

in the decoder.

Next, we consider video signals. Here too it is often

not necessary to present the signals to the human eyes

with the highest fidelity. Monochromatic television,

which was common up to the last part of the last 
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century, is an example of representing the signal with

a minimal fidelity. Even in current color television

systems, there is no full fidelity. First, state-of-the-art

displays still do not cover the complete color space.

Second, as shown in Table II, video signals commonly

transported today (when viewed at the distance they

were designed for) only cover a part of the visual field

of a viewer. Finally, in most of the cases the depth

information is not conveyed. In [9] it is shown via

subjective experiments that an HD display (to be

viewed at three screen heights, with a 16:9 aspect ratio

and with more than 1,000 lines) requires about

8 Mbps with a state-of-the-art codec for the most dif-

ficult sequences. In order to convey depth information

as well, at least two images (i.e., a left and right view)

need to be transported. Here again, these two signals

do not differ much, so it is more economical to send a

central view, depth information (in the form of a par-

allax field), and information pertaining to the parts of

the scene that are occluded in the central view, but

are visible in the other view [4]. To transport depth

information in this format typically requires an addi-

tional bit rate of 10 percent.

Requirements for Audiovisual Information
From the preceding discussion we can draw the

following conclusions. Aural information in the high-

est fidelity currently needs about 100 kbps. This is less

than what travels over the aural nerve. This is due

to the fact that state-of-the-art codecs take into

account processes (e.g., masking) that occur beyond

the stage of the cochlea in the human brain. A state-

of-the-art video codec can represent visual informa-

tion in a visual angle (33 degrees horizontally and 19

degrees vertically) with about 8 Mbps. Such a visual

angle covers most of the cones, but only a fraction of

the rods. Since, as we discussed, all rods and cones

together produce about 10 Mbps, there is probably

some room for improvement in video codec technol-

ogy, especially if aspects of the human visual system

beyond the retina are taken into account. As specified

earlier, conveying depth information (i.e., two views)

typically requires an additional bit rate of 10 percent.

Finally, if the requested information flow can be

switched to the user in a time frame expiring 300 ms

after he or she took the action to assess it, the user

will experience transparent interactivity with the

information.

In the remainder of this paper, we will refer to

these bit rate values (around 100 kbps for aural infor-

mation and about 10 Mbps for visual information,

augmented with 10 percent for conveying depth

information) as the “audiovisual bit rate bounds” and

to a response time below 300 ms as “a blink of an

eye.” In the next paragraphs we assess for the two

types of services, i.e., streaming and data services,

whether or not they are designed with these bounds in

mind and, if they are not, how they still could bene-

fit from doing so. Since we only discuss the last mile

link in this paper, we assume that the desired infor-

mation (i.e., stream or file) is readily available in the

access network. How to dimension the aggregation,

metro, and core network to achieve this is beyond

the scope of this paper.

Streaming Services
High fidelity streaming services pose the highest

demands on the current access networks. As such, any

improvement in codec performance currently is read-

ily embraced in order to transport these services more

efficiently. It is very likely that these services will con-

tinue to be designed with the audiovisual bit rate

bounds in mind for some time to come. However, in 

a more distant future, there still exists the possibility

that the resolution (and frame rate) might be set higher

than strictly needed, in effect wasting transport capac-

ity on unobservable details. Additionally, some studies

(e.g., [24]) have argued that in the future a user will

consume several visual information flows simultane-

ously, in the same view. Even if this is the case, this

does not necessarily mean that a bit rate much higher

than our audiovisual bit rate bound is needed. In fact,

one specific information flow out of the set of all simul-

taneous information flows will cover only part of the

complete visual angle of the observer. The angle cov-

ered will be smaller than the one used when the

observer would view that particular visual flow alone.

Since the (spatial) resolution of this specific informa-

tion flow is smaller, in principle, a lower bit rate is

required for that flow, such that the bit rate of all flows

together will be close to the specified audiovisual bit
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rate bound. Finally, in 3D applications, more views

might be transported than the two views a user con-

sumes (one for each eye) in anticipation that the user

might rapidly shift his or her attention from one view-

point to another. If this shift of attention cannot 

be detected and reacted to in less than a blink of an

eye, these additional viewpoints really are needed.

(Remember, however, that in this paper we discuss

the required bit rate per user, and that views con-

sumed by different observers are counted in the

budget of each person individually).

Data Services
Up to now, data services have not been designed

with the audiovisual bit rate bounds in mind and it is

less likely for streaming services that they ever will

be. For current data services, a file, e.g., a text docu-

ment, a presentation, or an e-mail message, that hap-

pens to reside in the network needs to be downloaded

completely to the device on which the user wants to

manipulate (i.e., view, listen, edit) it before he or she

can do so. For small objects, this method of operation

generates only a small bit rate, and hence, this pre-

sents no problem. However, for larger objects, e.g.,

objects containing a large number of images, or for

video footage, this results in lengthy download times,

which may become unacceptable in the future. One

way to solve this is to increase the access bit rate, but

there is also an alternative option. If data files were to

be organized such that only the part the user manipu-

lates would be transported in a blink of an eye to 

his or her local device, this prohibitively long down-

load time would no longer pose a problem. In fact,

with such file formats, the difference between data

services and streaming services is blurring. In order

to make the user manipulations transparently inter-

active, the effect of these manipulations needs to have

an audiovisual effect in a blink of an eye, which can

be done if the information is suitably compressed, pro-

vided the access link can support a bit rate just larger

than the audiovisual bit rate bounds.

Progressive File Formats
If the observer wants to manipulate the visual

information in his or her visual field of view in a very

flexible way, e.g., to scale various pieces of visual

information up or down, and if this information

needs to be readily available (i.e., in a blink of an

eye), codecs that encode the audiovisual information

such that multiple resolutions are easily accessible

are helpful. These codecs, referred to as scalable

codecs, exist:

• The adaptive multi-rate wideband (AMR-WB)

speech codec is a standard for speech signals [1],

• JPEG-2000 [12] describes a standard way of

accessing multiple spatial resolutions and levels

of color fidelity for still images (with an exten-

sion to sequences), and

• Annex G of ITU-T H.264 [15] (of which [28] pro-

vides an overview) was recently adopted to

encode video sequences in such a way that mul-

tiple spatial and temporal resolutions, as well as

various levels of color fidelity are easily accessible.

State-of-the-Art Access Network Technologies
In this section, we briefly describe commonly

deployed access networks. A more in-depth analysis is

outside the scope of this paper but can be found

(including wireless access technologies) in [7]. We

assess how much delay is introduced on and which bit

rate can be reached over the last mile. On top of the

delay in the last mile there is some additional delay in

the network (and codec). For a well-designed net-

work, the queuing delay should be small, such that

the only delay that matters is the propagation delay of

about 5 ms per 1000 km.

Before we discuss the access technologies, we

point to the difference between the net and gross bit

rate.

Overhead Bit Rate
The bit rates mentioned in previous paragraphs are

net bit rates. In order to transport these net bit rates

over a packet-based network, an overhead bit rate is

required.

A first type of overhead bit rate stems from the

fact that each packet needs:

• An address, typically 20 bytes in the Internet

Protocol (IP) version 4 (IPv4) and 40 bytes in IP

version 6 (IPv6),

• An identifier to distinguish the packets from vari-

ous applications running on the same computer,

and
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• Often a time stamp and sequence number to

identify the temporal relation of the packets and

to detect packet loss respectively.

For the transport of video information, the pay-

loads of the packets are typically just less than 1,500

bytes, such that the overhead bit rate is limited to a

few percent. However, for low bit rate audio services

where the packetization delay plays an important role

[16], this overhead can be substantial.

A second type of overhead is needed to protect

the information flow from errors incurred during

transport. Often transport channels are prone to bit

errors due to noise, which can in turn cause packet

loss. In order to correct bit errors or to recuperate

lost packets, additional bit rate is needed. Either a

retransmission or forward error correction (FEC)

scheme can be used [5]. The overhead required to

protect the packet flow depends very much on the

statistics of the bit error and packet loss process.

Overhead bit rates of up to 10 percent are not

uncommon.

DSL
Digital subscriber line technology enables bi-

directional transport of broadband traffic over the

legacy twisted pairs that were traditionally used for

offering telephony services. Figure 3 shows the DSL

network architecture.

In the downstream direction, the DSL access mul-

tiplexer (DSLAM) routes the packets destined for each

specific home gateway (HG) and modulates this bit

stream (over a high frequency band) on the twisted

pair. During transport of the bits, errors may occur

due to the cross-talk between the twisted pairs in the

same binder or due to impulsive noise. There are vari-

ous ways to keep the bit errors and associated packet

loss under a desired bound [5]. Typically, they intro-

duce an overhead bit rate of a few percentage points

and a delay of 10 to 20 ms. In the upstream direction,

the transport of the packets over the associated bit

stream is very similar to the downstream direction,

only a different frequency band is used.

Various versions exist for DSL. While the original

asymmetric DSL (ADSL) could support a bit rate 

of about 8 Mbps downstream and 1 Mbps upstream,

its enhanced version increases the downstream bit

rate to more than 20 Mbps by doubling the down-

stream frequency band. The very high speed DSL

(VDSL) increases the downstream and upstream 

bit rate to even higher values by using a wider fre-

quency band and allowing a flexible way to distribute

the frequency bands both upstream and downstream.

The bit rate that can be reached very much depends 

on the length of the twisted pair. In-house VDSL 

can support up to 100 Mbps symmetrically, while

today’s commercial offerings range from 20 Mbps to

DSLAM

HG

HGTwisted
pair

DSL—Digital subscriber line
DSLAM—DSL access multiplexer
HG—Home gateway

Aggregation
network

Internet

Figure 3.
DSL access network.
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50 Mbps downstream, and a few megabits per second

upstream.

DOCSIS
The data over cable service interface specification

(DOCSIS) allows bi-directional transport of broadband

traffic over a coaxial cable that was normally used for

the transport of analog television signals. Figure 4
shows the DOCSIS network architecture.

In the downstream direction, the cable modem ter-

mination system (CMTS) broadcasts the packets des-

tined for all cable modems (CMs) in one or more

frequency bands normally used to carry analog televi-

sion (TV) signals. Each CM only picks out its own pack-

ets. Currently about 32Mbps to 40Mbps can be carried

per frequency band and this needs to be shared by all

CMs on this frequency band. A coaxial cable is less

prone to noise than a twisted pair, such that a correc-

tion scheme does not need to be very strong, thus

yielding only a low overhead bit rate.

In the upstream direction, all CMs make use of

the same upstream frequency band. As such, a

medium access control (MAC) mechanism is required

to regulate the requests from all CMs served by the

CMTS. This has two consequences. First, the upstream

bit rate has to be shared, and as such, depends on the

number of CMs a CMTS serves, often referred to as

the number of homes passed. Second, the delay intro-

duced on an upstream packet is variable. In [17], it

was shown through measurements that although the

minimal delay is about the same as in DSL, the delay

variation is quite large (up to 100 ms).

PON
The high level architecture of the passive optical

network (PON) is shown in Figure 5. The downstream

and upstream direction use different wavelengths for

the transport of bits. Various versions of PON exist, of

which the most prominent are Gigabit PON (GPON)

standardized by the International Telecommunication

Union (ITU) and Ethernet PON (EPON) standardized

by the Institute of Electrical and Electronics Engineers

(IEEE).

In the downstream direction, the optical line ter-

minator (OLT) broadcasts packets destined for all opti-

cal network units (ONUs). The splitter copies all

received bits over its outgoing fibers. Each ONU only

picks out its own packets.

The upstream direction is shared by all ONUs. Just

as in the DOCSIS-based system, a MAC protocol is

required to regulate the requests of ONUs for sending

upstream packets. However the PON bit rates are so

large that the resulting delay and delay variation are

low enough [23].

CM
Coax
cable

CMTS

CM—Cable modem
CMTS—Cable modem termination system
DOCSIS—Data over cable service interface specification

Aggregation
network

Internet

CM

Figure 4.
DOCSIS access network.
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PON uses some FEC, but much less than DSL.

The bit rates offered to the ONU by a PON sys-

tem depend on the splitting factor, which is typically

32 but can be up to 128. As the bit rate on an optical

fiber is typically 1 Gbps to 2.5 Gbps, PON can offer a

bit rate of up to 100 Mbps per ONU, over lines of typi-

cally 10 to 20 km.

Access Technology Summary
If the access technologies are used properly, they

all can attain the desired sustainable bit rate to serve

at least one user and often more users. In DSL, the

twisted pairs should not be too long (1 km or so), a

good protection scheme should be used, and the

VDSL version should be used. In DOCSIS, the number

of homes passed should be kept low, and similarly in

PON, the splitting factor should be small.

None of the access technologies has a problem in

attaining a 300 ms round-trip delay, provided the traf-

fic load on the aggregation network is not too high,

and provided that the information the user wants to

access is not too far away for the propagation delay of

5 ms per 1,000 km to become unworkably large.

Conclusions
In this paper, we have used the limitations of

human perception to estimate the bit rate a human

observer in principle needs to view and listen to

audiovisual information at the highest quality. We

argued that with perfect codecs, a net data rate on

the order of 10 Mbps for visual information and the

order of 100 kbps for aural information per user are

sufficient to provide the user with a signal that is per-

ceptually virtually indistinguishable from the signals

that he or she would perceive if he or she was really

present at the scene. When a user wants to manipu-

late information, we have shown that a round-trip

delay of 300 ms is low enough to provide full trans-

parent interactivity for practically all applications.

We further claimed that while currently only

streaming services are designed with these bounds in

mind (because they put the highest demand on the

current networks), future data services, where large

objects are manipulated, could also benefit from

respecting these bounds, provided that the data files

are properly organized. More specifically, the audio-

visual information the user is manipulating should be

stored and organized in such a way that each part can

be easily extracted. Standards that aim to achieve this

goal were discussed.

Finally, we considered commonly deployed wire-

bound access network technologies and came to the

conclusion that state-of-the-art access networks when

properly designed can easily offer the bit rate needs

and delay bounds necessary to serve at least one

simultaneous user.
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