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Introduction
Code division multiple access (CDMA) technology

has gained significant attention in recent years as a

prominent technology for wireless networks,1,2,3 and

it forms the basis for the IS-95 digital cellular systems

now being introduced worldwide. Compared to other

technologies, CDMA has many characteristics that

make it very attractive for voice telephony. In contrast

to orthogonal systems, such as time division multiple

access (TDMA) and frequency division multiple access

(FDMA) technologies, CDMA requires neither fre-

quency planning among cells nor orthogonality coor-

dination among users within a cell. In addition,

CDMA systems have inherent frequency diversity to

counteract multipath impairments, as well as the abil-

ity to exploit the advantages of voice activity factor

and antenna sectorization. Because of these advan-

tages, the cellular industry—both vendors and service

providers—has invested heavily in CDMA technology.

This paper discusses enhancements to existing CDMA

systems that enable bandwidth-on-demand multime-

dia applications. The goal is to work within the frame-

work of existing CDMA systems without making

significant changes that would require costly hardware

or software modifications.

The initial motivation is to provide a cellular digi-

tal packet data (CDPD)-like capability—that is, a

packet data overlay on the analog cellular network.

Many services have been identified, and while some

of them require rates in excess of 100 kb/s, it is recog-

nized that wireless data rates in the range of 56 to 64

kb/s are of great importance and interest. These rates

are well above the 19.2-kb/s rate (10 to 12 kb/s actual
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throughput) CDPD provides, and they match the

data rates on the public switched packet data net-

work (for example, X.25). Moreover, with the

emerging availability of a mobile video telephony

coder at 28.8 kb/s, such as H.324m,4 a true multime-

dia connection can be enabled at 56 kb/s. Finally, at

these rates, Internet surfing over a wide-area wireless

network becomes viable.

At the request of cellular and personal communi-

cations services (PCS) providers, the CDMA develop-

ment group (CDG), with representatives from

various sectors of the CDMA industry, is working on

a higher speed data-service option under the existing

IS-95 infrastructure. The CDG has established 64-

kb/s high-speed data as the first targeted enhance-

ment.

The multicode CDMA (MC-CDMA) system5 is a

packet-based wireless network that accommodates

multimedia traffic. It was conceived to provide a

smooth migratory path to PCS either from a digital

cellular system (IS-95) or from a wideband CDMA

system to serve both isochronous and asynchronous

applications. MC-CDMA maintains a large spreading

gain even for users having a very high application

data rate. The additional processing required as com-

pared with a conventional CDMA system is primarily

in the baseband. The subcode concatenation scheme

not only eliminates a user’s self-interference but also

simplifies code negotiation by building on the stan-

dardized user long-code assignment procedures in 

IS-95.

Few constraints are imposed on MC-CDMA

technology in terms of the baseline CDMA system.

However, considering what exists today and the PCS-

spectrum license regulation, the two natural candi-

date baseline systems are the IS-95 1.25-MHz CDMA

system and a wideband 5-MHz CDMA system.6 This

paper focuses on IS-95 evolution through MC-

CDMA, exploring both high-level system design

issues and lower-level hardware implications.

One of the major challenges in cellular CDMA

systems supporting mixed traffic is the potentially

high outage probability.7 This problem is a result of

large intercell interference variations caused by high

data-rate users. To remedy such problems, a demand

assignment access scheme was proposed, called the

load- and interference-based demand assignment

(LIDA ).8 This paper discusses the LIDA access con-

trol mechanism and shows how multimedia traffic

can be supported in an enhanced IS-95 system by

extending the pilot measurement and soft hand-off

functionality. 

From a hardware standpoint, the mobile termi-

nal’s design is the most challenging. Unlike the base

station, the mobile terminal does not already have

multichannel processing capability. The paper pre-

sents some enhancements and optimizations that

minimize the impact of MC-CDMA on the mobile

terminal’s design. It highlights, for example, an effi-

cient MC-CDMA receiver design that minimizes

increased complexity.

The sections that follow introduce the MC-

CDMA system, briefly explain the physical-layer

implementation aspects of the base station, and dis-
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cuss LIDA. Mobile terminal enhancements are pre-

sented, including the MC-CDMA rake receiver and

forward-link  interference cancellation. The paper

concludes with a synopsis of the impact MC-CDMA

has on existing mobile terminals, some specific design

examples, and a summary of our research to date.

MC-CDMA
Because many services (for example, voice, data,

image, and perhaps video) are expected to be imple-

mented in future wireless networks, users having dif-

ferent time-varying source rates must be

accommodated. A CDMA-based system called MC-

CDMA was recently proposed.5,6 The system provides

a smooth migratory path from existing CDMA systems

by maintaining much of the existing physical-layer

protocols, and it can also be adapted to other proposed

wideband CDMA systems. MC-CDMA is a wireless

system whose rates and services are dynamically

matched to users’ needs. It can evolve from existing

IS-95 CDMA systems, and it differs in that multiple

code channels and, hence, increased data rates can be

assigned to a single user. By allocating these codes to

users as needed, a unified digital bandwidth-on-

demand platform can be realized.

When an MC-CDMA user needs (and is allowed

by the controller) N times the basic source rate, it con-

verts its signal stream—serial to parallel—into N basic

rate streams, encodes each stream with a different

code, and superimposes them before upconverting for

radio transmission. The scheme retains the CDMA

advantage in counteracting multipath distortion and is

compatible with existing base station hardware.

The next two subsections present the transmit-

ter architectures of both coherent MC-CDMA (typi-

cally for the forward link) and noncoherent

MC-CDMA (typically for the reverse link), as well

as their key features.

MC-CDMA Forward Link
In current IS-95 CDMA systems, a base station

transmits data to each mobile user over one of 64

orthogonal Walsh channels. Applying MC-CDMA to

this link can be accomplished by simply grouping mul-

tiple Walsh channels for mobile users that require

higher data-rate services. No hardware changes are

required at the base station transmitter. Figure 1, a

simplified block diagram, depicts a user who has been

allocated four basic-rate forward Walsh channels.

Sequences PNI and PNQ are codes used to identify

the base station. All users in a cell have the same pair

of base station codes. N is a variable that denotes the

data rate transmitted to a user as a multiple of the

basic rate (N = 1 means that the base station is trans-

mitting at the basic rate). N also represents the number

of parallel Walsh channels that are grouped together

to serve a high-rate mobile user. Multiple Walsh chan-
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Figure 1.
Simplified block diagram of an MC-CDMA forward link transmitter (N = 4).



Bell Labs Technical Journal ◆ Autumn 1996 63

nels grouped for a user can be any subset of the 64

channels. Judicious selection of Walsh channels can

reduce mobile receiver complexity.9 However, this

may also increase system-level complexity related to

additional intra-sector handoffs. In the “Fat Fingers”

subsection, we present mobile receiver designs both

with and without the advantages of such judicious

selection of Walsh channels.

A more futuristic version of the MC-CDMA for-

ward link may use quadrature phase shift keying

(QPSK) modulation instead of the current binary

phase shift keying (BPSK). Again building on IS-95, a

configuration similar to that shown in Figure 1 can

support a user at 2N = 8 times the basic rate.

MC-CDMA Reverse Link
In contrast to the forward link, which uses

orthogonal codes and coherent detection, the IS-95

reverse link employs nonorthogonal codes and non-

coherent detection. Users (channels) are distin-

guished by adopting different pseudo-random codes.

Building on a conventional CDMA system, Figure 2

illustrates the MC-CDMA reverse-link architecture. N

denotes the data rate transmitted by a user as a mul-

tiple of the basic rate, and it is also the number of

active parallel branches.

In Figure 2, sequences Ci’s are the random spread-

ing codes a user employs in parallel when transmitting

at a rate higher than the basic rate. These codes can be

generated either by code aggregation or subcode con-

catenation as defined below:

• Code aggregation. A simple method of imple-

menting MC-CDMA is to allocate multiple

long PN code masks to a single user. We refer

to this approach as code aggregation because it

simply aggregates multiple non-orthogonal

basic rate channels to that user. Code aggrega-

tion has an advantage in that it requires no

modification to existing receiver hardware at

the base station. However, a performance

penalty due to self-interference results because

the aggregated codes are not orthogonal to one

another.

• Subcode concatenation. To avoid the self-interfer-

ence that an MC-CDMA user may incur, we

propose a subcode concatenation scheme.5

Each user admitted into the system has a

unique primary code, such as the long PN

code, assigned to it. The primary codes of dif-

ferent users are PN codes—that is, they are not

orthogonal among different users. The multi-

ple codes from one user can and should be

made orthogonal. If C1 is the primary code of a

user and the user requires a higher rate, the

additional codes, Ci, are derived from C1 by

Ci = C1 ⊕ Di, where Di ⊥ Dj, i ≠ j. Obviously,

Ci ⊥ Cj, i ≠ j.

Figure 2.
Simplified block diagram of an MC-CDMA reverse-link transmitter (N = 4).
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Figure 3 depicts a simple subcode generator

with N = 4, which can be implemented in fewer

than 100 logic gates. Its complexity is extremely

low. The orthogonality is maintained at the receiver

because the propagation variations on the parallel

codes are the same. In addition to eliminating self-

interference on the same path, this scheme simpli-

fies dynamic access since explicit multiple code

negotiation is not needed. 

Both code aggregation and subcode concatenation

transmit a signal that is the superposition of several

basic rate offset QPSK (O-QPSK) signals. Such a signal

has a greater peak/average ratio and thus requires a

more linear power amplifier. For the case of N = 4

basic rate O-QPSK channels, the power amplifier

must have a linear range that is 2.7 dB greater than

current amplifiers.

Given all the variables for implementing an MC-

CDMA system, several viable candidate systems have

been investigated.6 Table I shows six candidate MC-

CDMA systems. We assume that the reverse link

employs subcode concatenation for all six systems.

The maximum data rate for each system is deter-

mined by the orthogonality requirements among the

multiple codes. We concentrate on candidate system

Q3, which offers a maximum data rate of 57.6 kb/s

for the reverse link by using N = 4 subcodes.

Figure 4 shows a corresponding reverse-link

receiver architecture at the base station. This archi-

tecture requires simply the addition of a subcode

generator to the existing hardware. The search finger

of only one basic receiver must be active or one may

jointly run the N searcher fingers for improved effi-

ciency.

MC-CDMA Features
To facilitate the receiver design, we observe the

following key features5 of the MC-CDMA architec-

ture. Although also true for the reverse link, they are

particularly important for the forward link.

• Rate quantization. On the transmitter side, the
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Figure 3.
Subcode generator.

Candidate System Q1 A1 Q2 A2 Q3 A3

Bandwidth (MHz) 1.25 5 1.25 5 1.25 5

Vocoder (kb/s) 8 8 8 8 13 13

Voice ECC rate 1/3 1/3 1/3 1/3 1/2 1/2

Voice path Walsh 64 64 64 64 64 64

Voice QOS (dB) 7 7 7 7 7.5 7.5

Basic data rate (kb/s) 9.6 9.6 19.2 19.2 14.4 14.4

Data ECC rate 1/3 1/3 1/2 1/2 1/2 1/2

Data path Walsh 64 64 16 16 64 64

Data QOS (dB) 9 9 10.5 10.5 9.5 9.5

Max. data rate (kb/s) 38.4 153.6 153.6 614.4 57.6 230.4

Table I. Candidate MC-CDMA configurations.

ECC – Error correction code

QOS – Quality of service
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actual user rate does not have to be an integer

multiple of the basic rate. Each code in MC-

CDMA carries a basic rate. N codes in parallel

will provide a single user N times the basic rate

capability. If one of the codes (that is, the pri-

mary code) is equipped with subrate capability

(for example, variable spreading gain to provide

1/2 rate or 1/4 rate as for voice in IS-95), then

much finer quantization is possible in terms of

the rate offering to a user. Because the frac-

tional rate is always carried by the first (pri-

mary) code, the additional codes carry data

only at the full rate. By doing so, the rate detec-

tion algorithm for multiple rate detection is

needed only on the primary channel.

• Synchronization/acquisition. On the receiver side,

the synchronization/acquisition subsystem is

very demanding even for regular CDMA sys-

tems. The good news is that the MC-CDMA

receiver does not require an N-fold complexity

increase in synchronization/acquisition.

Because the parallel codes all suffer the same

impairments, one searcher circuit will suffice

for all the parallel codes. We will elaborate on

this point in the section “Performance and

Complexity Optimizations for the MC-CDMA

Mobile Receiver.”

Dynamic Access Control
The dynamic packet-like capacity access enabled

by MC-CDMA allows users to access the base station

at different data rates. Additionally, MC-CDMA will

provide peak rate access to a single user when other

users are idle. With appropriate access control, it will

enable efficient delivery of all services made possible

by digital cellular, CDPD, and other PCS technologies.

Two fundamentally different approaches can be

used, however, for dynamic access between bursts in

an MC-CDMA system—namely, probabilistic access and

demand assigned access. Taking a probabilistic approach,

adaptive access control, which has been proposed,10

can be employed. The base station broadcasts the cur-

rent uplink load information. Users having bursts to

transmit will then make probabilistic decisions on

whether to transmit, either to optimize the conditional

expected load or the conditional probability of the

system overload given the current load. Priority for
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users with ongoing bursts over users with new bursts

can be incorporated in this control mechanism.10

Furthermore, instead of a decision on whether or not

to transmit given the current load information, a user

can decide to transmit at a lower yet nonzero rate.

The probabilistic approach is attractive in that

user access can be instantaneous, and no central con-

troller is required to assign spectral resources dynam-

ically among users in a cell. Users can reserve

common codes for burst access (as in IS-95 access

channels). This scheme can be inefficient, however,

because the time needed to reacquire synchroniza-

tion and power control for every burst may be long.

For example, the initial access burst in IS-95 has an

acquisition preamble that is 20- to 80-ms long.

Taking a demand assignment approach, users

with bursts to transmit or those with increased data

rates must make requests and wait for assignment. In

orthogonal systems, the assignment (for example,

with RAMA/TRAMA access protocols11-13) is to spec-

ify time slots and/or carriers to the user. As discussed

in the “MC-CDMA” section, each user has a unique

primary code assigned at call setup time. Thus, only

the number of codes must be dynamically assigned.5

When a user is idle, a very low fractional-rate signal-

ing channel is maintained using its primary code to

facilitate synchronization and power control proce-

dures. The primary channel is also used to make

burst access requests prior to a burst transmission.

On receiving the rate assignment from the base

station, the user adopts subcode concatenation to

generate locally the corresponding number of codes

for its transmission while the receiver at the base sta-

tion does the same. The user, then, transmits at a

power level adjusted according to the number of

codes used, as well as the QOS required. The low-

rate maintenance channel assures continuous syn-

chronization and power control and provides a

dedicated signaling (access request) channel with low

overhead.

LIDA
This subsection discusses the LIDA network con-

trol scheme,7,8 which protects voice users in a public

network with burst-level demand assigned access for

high-bandwidth users.

We begin by examining mobile terminal-assisted

soft hand-off in current CDMA systems. The base sta-

tion provides the mobile terminal with a neighbor list

of pilots. The mobile periodically measures the pilot

strength on its neighbor list and transmits it to the

base station. If the pilot strength of a base station to

which the mobile is not connected is greater than a

threshold Tadd, the base station initiates a soft hand-

off to the strong base station for the mobile station.

The “Burst request” subsection extends the use of

pilot strength measurements to access control of

high-data-rate users.

Burst request. The control flow of LIDA is

shown in Figure 5. A unique primary code is

assigned to each admitted user at call setup. When a

user is quiescent, a very-low-rate (say, eighth rate)

signaling channel is maintained using the primary

code. This subrate channel helps maintain synchro-

nization and coarse power control. It is maintained

whether the user is “connected’’ to one base station

or is in soft handoff with multiple cells. Because the

transmission during eighth-rate frames is intermittent,

both the synchronization and power control may be
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inadequate if the quiescent period is long. Hence, any

transmission from the mobile terminal after a long

quiescent period may be lost. This can be fixed easily

by requiring the mobile terminal to transmit one (or

more) idle basic-rate frames at the end of a long quies-

cent period. Following the idle frame(s) that give the

receiver time to synchronize and provide power-con-

trol feedback, the mobile terminal signals a request for

data transmission using signaling messages over the

basic-rate channel. Alternately, instead of the idle

frames, the mobile terminal could be required to trans-

mit the request multiple times.

The access request from the mobile terminal con-

tains both the data rate and burst length requested.

The maximum burst length that may be requested is

specified by the system (and is chosen to best coordi-

nate shared access between users). In addition, to pro-

vide interference information to the base station, the

mobile terminal must include pilot strength informa-

tion (for cells in its neighbor list) within the access

request. The inclusion of the pilot strength measure-

ments within the access request is independent of (and

in addition to) any such reports used for handling soft

handoffs. The pilot strength measurements received

from the mobile terminal indicate to the base station

the interference levels that will be seen at both the

base station and its neighbors due to transmissions

from the mobile terminal. This measure of interference

accounts for both distance loss and shadow fading.

Thus, the interference level is a measure of radio dis-

tance, which is used to make access control decisions

in LIDA.

Bandwidth tradeoffs. Simulation and analysis of

bandwidth tradeoffs have been undertaken. Providing

four multiple codes to a single user without appropri-

ate control may incur a capacity penalty in the range

of 10 to 15% from a straightforward outage computa-

tion. LIDA maintains sufficient voice capacity per sec-

tor by controlling the burst access of higher data-rate

users, and its algorithms provide sufficient network

control to achieve favorable tradeoffs among voice and

data users. Further results will be presented in a subse-

quent paper.

Classification of LIDA Algorithms
Once the burst request is received at the base sta-

tion, the network must coordinate access with other

requests, as well as with the voice load already offered

to the system. We have defined several access-control

mechanisms having varying amounts of complexity

using the LIDA procedure. The simplest process is

implemented autonomously by each base station.

More general procedures require access coordination

between neighbor base stations, including instanta-

neous loading information about neighbor cells. Light

loading in neighbor cells can be exploited to permit

higher-rate access while still meeting interference con-

straints. To allow burst access at rates up to N times

the basic rate, LIDA algorithms are generally based on

three factors:

• Load information in the cell and its neighbors;

• Pilot strength measurements provided by the

mobile terminal; and

• Coordination of the burst rate, burst length,

and burst starting time between neighbor cells.

A brief description of some LIDA algorithms hav-

ing various levels of complexity follows. Additional

details, however, are available.8 Throughput and delay

performance, as well as implementation and complex-

ity issues, are the subjects of ongoing research.

• One threshold, basic rate in soft handoff. If the pilot

strength measurements for all neighbors are

below a high-rate data access threshold TN that

indicates the mobile terminal will not cause

any excess interference to neighboring base

stations, then the mobile terminal is permitted

to transmit at N times the basic rate. If any one

of the neighbor pilots is higher than the

threshold, the mobile terminal is permitted to

transmit only at the basic rate. To accommo-

date high-rate data users, the number of voice

users per cell may be reduced.

• M thresholds, basic rate in soft handoff. By creating

multiple thresholds, we can increase the cover-

age area for higher-rate data users such that

rates 2, 3, ... times higher than the basic rate

can be assigned. N pilot strength thresholds are

defined corresponding to different multiples of

the basic rate.

• Neighbor-coordinated access control. If the base

station “knows” the load at the neighbor cells,



68 Bell Labs Technical Journal ◆ Autumn 1996

instead of fixed thresholds, the base station can

make rate assignment decisions by determin-

ing the largest multiple of the basic rate that

satisfies the interference constraints at all

neighbor base stations. In this case, additional

communication is required for the neighbor

cells to provide periodic updates of their cur-

rent load.

• Soft hand-off coordination. When the mobile ter-

minal is in the soft hand-off state, each con-

nected base station performs similar threshold

comparisons or computations as discussed

above to determine the maximum permitted

rate. Base stations then forward this value to

the central controller for the call. The con-

troller compares the assignment made by each

base station, chooses the minimum rate assign-

ment, and transmits it to the mobile terminal

in soft handoff.

Performance and Complexity Optimizations for
the MC-CDMA Mobile Receiver

The implementation and hardware design of an

MC-CDMA system is more challenging at the mobile

terminal than at the base station because of the limited

computational resources at the former. In this section,

we first discuss methods that minimize the computa-

tional complexity of an MC-CDMA receiver at the

mobile terminal. Next, we show how interference can-

cellation techniques can improve detector perfor-

mance and thereby increase capacity. Specifically, we

show how low-complexity cancellation techniques

increase the downlink capacity of a conventional

(non-MC) IS-95 system by 12.5% and an MC-CDMA

system by 17.5% at 3 3 10–3 BER.

Fat Fingers
As previously suggested, the receiver of a multi-

code user does not need N times the complexity to

support N times the basic data rate. In particular, the

same synchronization and timing circuitry is shared

among multiple codes. Thus, neither the rake receiver

nor the fingers that constitute the rake need to be

replicated for each code. To minimize receiver com-

plexity in terms of hardware cost, power consump-

tion, and design effort, we propose three designs

that exploit characteristics available in all MC-

CDMA systems. In all three designs discussed in this

subsection, the computational savings translate into

hardware and/or power savings that are important

for a mobile terminal.

The first design, known as the fat finger, tracks and

acquires multiple Walsh code channels with a single

timing and synchronization unit. It employs fingers

with multiple complex correlators, adding one com-

plex correlator per finger for each additional Walsh

code channel being received. This design saves 2(N – 1)

complex correlators in a coherent receiver compared

to a more straightforward implementation, which

might use a larger number of conventional fingers. A

similar approach can be applied to noncoherent

receivers with slightly different results. A specific

example of this design is presented in the section “MC-

CDMA Handset ASIC at 56 kb/s.”

The second design, called the skinny fat finger,

allows for further complexity reduction assuming the

N codes are chosen to satisfy the following relation-

ship. Because generalizing to other N (where N is an

integer power of 2) is straightforward, we simply con-

sider the N = 4 MC channel case. Let w(n) be the nth

(n = 1...4) Walsh code of length Nc (the number of

chips per bit interval). The Walsh codes for the four

MC channels are assigned by the base station such that

the four-chip sub-sequences in each of the codes sat-

isfy the following order-4 Walsh-Hadamard (WH)

relationship:

(1)

where x represents an arbitrary Nc /4 length subse-

quence and represents its modulo-2 inverse. For a

given bit interval, a single matched filter correlates the

four Nc /4-chip groups of the received signal with the

subsequence x. To obtain the overall correlation out-

put for each MC channel, the N intermediate correla-

tion results are appropriately combined using additions

and subtractions according to their respective Walsh

code subsequences. Because the Walsh sequences

were chosen to satisfy the specific WH relationship in

(1), the combining for the N final correlator results can
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be computed efficiently using a fast WH transforma-

tion of order N16 on the N intermediate correlation

results. Compared to the fat finger receiver, which

requires N . NC complex additions per symbol period,

the low fat finger requires only NC + N . log2N com-

plex operations per symbol.

A third mechanism for reducing the hardware

complexity of an MC-CDMA rake receiver finger is to

share common logic among the complex correlators

within a finger and time-multiplexing the use of a sin-

gle adder to implement the accumulators for multiple

complex correlators. This is done by exploiting the fact

that existing timing generators for a finger divide a sin-

gle chip into several higher frequency ticks to account

for multipath delays, which are fractions of a chip

interval. One accumulation for a complex correlator

can occur during each of these ticks. This sharing

mechanism, which replaces N chip-rate adders with

one adder operating at N times the chip rate, can be

implemented both for systems having arbitrary Walsh

codes and for those having Walsh codes chosen to sat-

isfy the skinny fat finger code relationships in (1).

Interference Cancellation at the Mobile Terminal
Recently, multiuser detection via interference can-

cellation at the base station has been an active area of

research in the CDMA community.15-17 In general,

these techniques use the knowledge of several users’

codes in detecting a given desired user. The circuitry

required is usually much more complex than that of a

conventional single-user detector. Hence, applications

of multiuser detection tend to focus on the base station

receiver, which can readily handle this added com-

plexity, rather than on the mobile terminal. Our use of

multiuser detection is unusual in that it occurs at the

latter, and we will demonstrate how relatively low-

complexity methods can improve performance signifi-

cantly over conventional detectors.

The forward link traffic channels for each mobile

user are mutually orthogonal to one another and to

the pilot signal. As long as multipath dispersion is pre-

sent, however, there will be interference at the

receiver output due to a variety of multipath compo-

nents. Specifically, for a given multipath component of

a desired traffic channel at the receiver, the corre-

sponding finger’s matched filter output will have

unwanted contributions due to other multipath com-

ponents of itself, the other channels, and the pilot

signal. In the case of an MC receiver, part of these

contributions amounts to self-interference among the

multiple code channels it detects. The conventional

rake matched filter does not account for interchannel

multipath interference, and its performance can be

improved if the mobile receiver takes advantage of

the fact that signals from multiple codes are jointly

detected.

To do so, we propose simple, yet effective, meth-

ods for multicode self-interference suppression that employ

interference subtraction and subspace projection. The

subtraction method uses existing estimates of the 

multipath channel parameters to reconstruct each

multipath baseband pilot signal and to subtract it from

the demodulator finger inputs corresponding to the

other multipath components. The subspace projection

method (based on the decorrelating detector15) makes

use of the information about the N multicodes. For

each of the N MC signals  we wish to demodulate, the

received signal is projected onto the null space of the

other N–1 received multicode signal vectors.

Considering their minimal implementation require-

ments, these methods provide significant gains in the

downlink capacity of a MC-CDMA system. Note that

the subtraction method applies to conventional CDMA

handsets as well. In the appendix, we derive BER

expressions for detectors that employ these interfer-

ence suppression techniques.

Current IS-95 mobile receivers use the pilot signal

to obtain amplitude and phase estimates of the chan-

nel for coherent detection. Because the relevant multi-

path pilot parameters (delay and complex amplitude)

are already estimated by the conventional receiver and

because its code is known, the pilot signal for each

multipath component can be reconstructed easily and

subtracted from the demodulator inputs of the other

multipath components to eliminate interference. This

scheme differs fundamentally from cancellation

schemes that remove the interference from other data

channels because the latter schemes require estimating

the interferers’ data bits prior to cancellation. The pilot

signal is not data modulated and our subtraction

scheme does not require this extra step. Thus, its
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implementation is simpler and it avoids the problem of

error propagation due to incorrect bit estimates.

For reference, Figure 6 shows a block diagram

of a conventional rake finger for demodulating path

l (l = 0...L – 1). The L fingers demodulate the L

strongest multipath signals whose delays have been

estimated using a pilot searcher. For processing the

nth symbol, the received signal, denoted here as

, is an oversampled complex QPSK direct-

sequence CDMA baseband signal having γ samples

per chip. The on-time selector picks out every γ
samples from corresponding to the delay of

path l. These Nc samples are collected by the on-

time selector to create the chip-rate vector ,

and they are multiplied with a properly aligned

short-code PN-sequence to remove the pilot

spreading for path l. The upper branch obtains an

estimate of the current channel state, , via an

accumulation over one symbol. This estimate can

then be further refined in a channel-estimation

algorithm (CAL) block by considering previous

accumulator outputs. For example, in a slow fading

channel, may be the weighted average of the

current and previous accumulator outputs. By cor-

relating with the Walsh code of channel

k, the lower branch recovers the complex amplitude

of the data of path l. Multiplying by the complex

conjugate of the channel estimate, the real part of

the product is delivered to a multipath com-

biner and then to the Viterbi decoder. The bit decision

for the coded data on channel k is the hard limit of the

sum of the L demodulator outputs

.

We now elaborate on the interference subtraction

(IS) scheme that uses the previous channel estimate to

reconstruct and cancel the pilot interference from the

current symbol’s received signal. Because the fading

rate is much slower than the symbol rate in IS-95 and

the channel will not change appreciably between sym-

bols, it is reasonable to perform cancellation using a

delayed channel estimate. Figure 7 illustrates the

structure of this detector for an L = 2 path case. This

method is recursive in that it performs subtraction

prior to channel estimation. Therefore, interference

subtraction improves both signal demodulation and

channel estimation. Without loss of generality, we

focus on the relatively simple two-path signal in the

figures because extending the schemes for more than

two paths is straightforward. The upper reconstruction

low-pass filter (RLPF) generates the samples of pilot

with respect to the multipath delay of path 1.

These samples are weighted using the 

current channel estimate of path 0, , and sub-

tracted from the on-time samples of path 1, , dur-

ing the next symbol interval. Similarly, the pilot

samples of are reconstructed with respect to the

multipath delay of path 0, weighted using and

subtracted from .

Note that the additional hardware required,

shown in the shaded area of Figure 7, is minimal.

The RLPF can be implemented either as a four-tap

finite impulse response filter whose coefficients

depend on the relative delay between the two mul-

tipath components or as a look-up table. Note also

that because IS occurs prior to both channel estima-

tion and data signal demodulation, each process

benefits from the subtraction.

As with the conventional rake receiver, the L fin-

ger outputs are added to form the decision variable

, (2)

which is the input to the soft Viterbi decoder. In our

performance analysis, however, we again consider the
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BER for the coded data bits based on the hard decision

of the decision variable .

More complex IS detectors can be devised to

buffer the received signals so that subtractions can be

completed using channel estimates from the current

symbol instead of the previous one. Such buffering

methods may be attractive in extremely fast fading

channels in which the channel amplitudes vary signifi-

cantly from symbol to symbol. For IS-95, however—

even with very fast Doppler fading (100 Hz)—the

fading rate is still relatively slow compared to the bit

rate (9,600 b/s), and no performance advantage is

realized using the more computationally complex

buffered detector. In fact, the fading is relatively slow

so that the nonbuffered method, which has the advan-

tage of interference-subtracted channel estimates for

pilot reconstruction, outperforms the buffered method.

We now discuss the MC interference suppression

technique via subspace projection, which is based on

the decorrelating detector16 and which we call partial

decorrelation (PD). Whereas the interference suppres-

sion via subtraction applies to any mobile receiver

regardless of the number of data channels it demodu-

lates, PD applies specifically to MC receivers which

demodulate N > 1 data channels.

Figure 8 shows the partial decorrelator for an N-

code MC-CDMA receiver. The received signal is first

processed by a bank of N rake-matched filters (imple-

mented as L fat fingers) and L interference subtraction

processors. The output of each enhanced rake filter,

(k = 1...N) given by (2), ideally will not contain

pilot multipath interference in any of the N outputs.

However, there will be multipath interference due to

the other N – 1 MC channels and due to the remaining

K – N data channels (K ≥ N is the total number of data

channels). Using knowledge of the MC codes, the PD

applies a linear transformation to the N-vector

of rake filter outputs. Ideally, the components of the

N-vector
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resulting from the linear transformation will be par-

tially decorrelated from one another in that the kth

component will contain no interference from the N–1

MC channels j = 1…N, . This component, how-

ever, may contain interference from the K – N data

channels not associated with this MC user. The bit

decision for the kth MC channel is .

The linear transformation is represented by the

matrix inverse of the correlation matrix of the

MC channels ; hence, the partial decorrelator out-

put vector is . In the absence of

interference from the K – N data channels, the PD is

the maximum likelihood detector that has relative but

not absolute knowledge of the multipath amplitudes.

In practice, because the channel estimates are not per-

fect, the estimated correlation matrix is not

exact. Consequently, at the output of the PD, there

will be residual MC interference in . In addi-

tion, there will still be some MC intersymbol interfer-

ence induced by the multipath delays.

Because the channel spreading codes change

between each symbol interval, the correlation

matrix and its inverse must be recom-

puted on each interval. Because the matrix inverse

may be too computationally intensive for a mobile

receiver, we are motivated to find an approximation

to , which is easier to calculate. An approxi-

mation based on the matrices of the diagonal and

off-diagonal terms of M(n) was analyzed for real

channels.18 As the appendix shows, a similar

approximation can be made for the partial decorre-

lator for multipath channels. This approxi-

mation, , can be easily calculated using

knowledge of .

The potential drawback of using the partial decor-

relator to mitigate MC interference is that it can

enhance background noise due to intercell interfer-

ence and thermal noise.15 In the following subsection,

we show that despite the residual data channel inter-

ference and enhanced background noise, the com-

bined IS-PD detector (and its approximation )

provides significant performance gains over the con-

ventional detector.

Performance analysis. This subsection discusses

performance improvements of our enhanced receivers

using interference cancellation over conventional

detectors. The analysis applies the general result from

the appendix to a specific system composed of K = 16

data channels with 100% voice activity. In terms of

total interference, this is equivalent to a typical IS-95

system having 40 voice channels, each with 40%

activity. Assuming all channels are of equal power,

A1 = ... = A16, and the pilot signal is 20% of the total

downlink power, the pilot amplitude A0 is such that

, or .

Consider a three-path Rayleigh fading channel

with multipath delays of one and two chips with

respect to multipath component 0. We assume the

Doppler frequency is 100 Hz, which is considered the
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worst-case fast-fading channel for IS-95. On each iter-

ation of the simulation, we calculate the BER for a

given set of random interferer bits and a given

Rayleigh channel realization with noisy channel esti-

mates. These BERs are then averaged over 10,000 iter-

ations, and Figure 9 shows the results. The 

signal-to-noise ratio (SNR) on the x-axis is defined by

, (3)

where σ2 is the variance of the additive white

Gaussian noise, which accounts for interference due to

signals from other cells and from thermal noise and

where—for IS-95—the chip-rate to bit-rate ratio

is 64. The top curve corresponds to the con-

ventional receiver with no interference cancellation

enhancements (see (10) in the appendix.). A BER of 

3 3 10-3 (which approximately upperbounds the tar-

get 1% frame error rate) occurs at Eb / N0 = 7.90 dB for

the conventional detector. From (3), this requires a

transmit SNR of The next curve cor-

responds to the conventional receiver with interfer-

ence subtraction (see (15) in the appendix). At 3 3

10-3 BER, an improvement of 0.40 dB is indicated.

Therefore, for Eb / N0 = 7.50 dB and a fixed transmit

SNR of (3) gives K = 18.0.

Consequently, at 3 3 10-3 BER, the IS detector

increases the downlink capacity by 12.5% over the

conventional detector.

The next two curves shows the BER for one data

channel of an N = 4 MC receiver that uses the com-

bined IS and, respectively, the partial decorrelator

(see (23) in the appendix) and approximate

partial decorrelator (27). Except at high SNR,

there is no noticeable performance loss in using the

more easily calculated approximate PD. Despite the

fact that the decorrelation occurs for only one quarter

of the 16 data channels, a noticeable performance

improvement still results. The required Eb / N0 for 3 3

10-3 BER drops another 0.15 dB to 7.35 dB, and the

IS-PD provides a 17.5% increase in downlink capacity

over the conventional detector. For N = 8, partial

decorrelation accounts for the MC interference due to

half the data channels. At 3 3 10-3 BER, there is a

0.78 dB performance gain over the conventional

detector, and like the case of N = 4, there is negligible

performance loss in using the approximate PD. Finally,

if all 16 data channels are demodulated by a single

MC user, the performance gains are tremendous if

the PD is used. In such a case, however, the

required 16 3 16 matrix inversion for computing

is costly. Alternatively, most of the perfor-M( )n −1
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mance gains can be achieved using the approxima-

tion .

Recall that each data channel is received with the

same power. A common misconception of multiuser

detectors is that they provide performance improve-

ments only in near-far environments in which the

received power of a desired channel is lower than that

of the interferers. However, our results show that even

in environments having perfect power control, multi-

user detection techniques such as those proposed in

this section can provide significant performance gains

over conventional detectors with minimal added com-

plexity. The performance improvement of the IS and

PD interference suppression techniques increases with

because of improved channel estimates. Thus,

applications that demand low BERs and high SNRs

gain the most.

MC-CDMA Handset ASIC at 56 kb/s
This section discusses the impact of MC-CDMA on

a typical IS-95 CDMA mobile terminal. Base station

hardware requires only minimal changes when

upgrading to MC-CDMA specifications. Unfortunately,

this is not the case for the mobile station. Base stations

already support multiple (up to 64) code channels per

carrier but existing handsets support only one. Our

basis for comparison is a typical IS-95 physical-layer

application-specific integrated circuit (ASIC) that

implements the baseband portions of the IS-95 CDMA

physical layer in conjunction with a digital signal

processor (DSP).

To support a 56-kb/s rate, we must implement 

MC-CDMA with N = 4 to quadruple the basic IS-95 rate

(14.4 kb/s). As a first approximation, it might be

expected that this will quadruple the number of gates in

the ASIC. We determined, however, that it is possible to

achieve significant sharing among functions. In some

areas, we find that simply increasing clock speed boosts

throughput. Additionally, power consumption of the

ASIC scales in direct proportion to the data rate

when implementing the modifications we propose.

As a result, operation at the basic rate does not
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require significantly more power than the existing

ASIC design. Based on our estimates, adding MC-

CDMA (N = 4) support to the ASIC will increase the

gate count by only 55%—significantly less than the

anticipated factor of four.

Figure 10 is a block diagram of a typical dual-

mode IS-95 ASIC. The ASIC comprises approxi-

mately 70,000 digital logic gates, a 2,000-word static

random access memory (SRAM), and several analog-

to-digital converter cells. Blocks requiring changes for 

MC-CDMA are shaded.

The three subsections that follow discuss each

main functional block affected by the changes: the

rake receiver, Viterbi decoder, and CDMA transmit-

ter. Each subsection discusses the impact of the

changes, suggests alternatives, and estimates the

increase in gate count.

Rake Receiver
To take advantage of the inherent diversity in a

multipath environment, CDMA receivers typically

use a structure known as a rake, which has several

mostly identical fingers. Each finger de-spreads and

demodulates a single multipath component of the

received signal.

Figure 11 shows a typical four-finger rake

receiver for a mobile terminal. In addition to the fin-

gers, this rake receiver has a microprocessor interface,

a common timing generator, and a received signal-

strength indicator (RSSI). One finger, which is used as

a high-speed pilot searcher, has a small amount of

extra logic. The RSSI block calculates an estimate of

total received power, which is used for automatic gain

control (AGC) and reverse-link power control.

For the MC-CDMA forward link, all Walsh chan-

nels received on a single multipath component arrive

simultaneously so that a single finger tracking a given

pilot acquires the necessary timing to de-spread all the

Walsh channels. Therefore, the problem of pilot track-

ing and acquisition is not exacerbated by having to

demodulate multiple Walsh channels. As a result, the

changes needed for MC-CDMA are confined to the

three identical data fingers while the search finger,

INTEN

Timing
generator

control logic

RSSI
∑I2 + Q2

Finger 1

Finger 2

Finger 3

Finger 4
(and search logic)

IIN

ITEST

ALIGNO

DSPINT

QIN

QTEST

DSP bus

A/D – Analog to digital
DSP – Digital signal processor
MUX – Multiplexer
RSSI – Received signal-strength indicator

4-bit
A/D

4-bit
A/D

M
U

X
M

U
X

Figure 11.
Typical rake receiver.
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RSSI block, and much of the common logic require

no modifications.

Figure 12 illustrates a rake finger as modified for

MC-CDMA. The unshaded blocks represent the parts

of a rake finger needed to receive and de-spread a sin-

gle Walsh channel. It includes three complex correla-

tors: one for pilot on-time, one for pilot early/late, and

one for data on-time. The DSP performs optimum

combining using the output of the data and pilot on-

time correlators from each finger. It also compares the

output of the pilot on-time and pilot early/late correla-

tors for pilot tracking and automatic frequency control

(AFC). For MC-CDMA having N simultaneous Walsh

channels for a single receiver, N – 1 complex correla-

tors must be added to each finger, one for each addi-

tional Walsh channel. Thus, the shaded blocks in

Figure 12 show the additional logic required for the

case of N = 4.

This logic is contained entirely within the fin-

gers of the rake receiver, and the fingers are similar
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to a single channel finger (but larger). Therefore,

we call this structure a fat finger. In fact, the fat fin-

ger differs from a regular finger only in the number

of data on-time correlators. By sharing the pilot cor-

relators, the fat finger saves 2(N–1) complex correla-

tors for an MC-CDMA system supporting N times

the basic rate. In addition, further enhancements20

are possible, such as the skinny fat finger described

earlier. The savings in the number of required com-

plex correlators reduce the number of operations

needed for such a receiver and translate directly

into power savings for the mobile terminal.

The digital logic for the rake receiver requires

about 30,000 gates. Breaking this number down into

components, we find that a finger is 6,000 gates and a

complex correlator (within a finger) is 1,800 gates. For

MC-CDMA (N = 4), we must add nine complex corre-

lators (three per finger for three fingers), totaling

16,200 gates, which we round up to 20,000 gates.

Thus, a rake receiver for MC-CDMA can be imple-

mented with about 50,000 gates, a 60% increase over

a conventional IS-95 CDMA receiver.

Viterbi Decoder
Both the forward and reverse links of the IS-95

CDMA system employ a convolutional encoding

scheme for error protection. Using received channel

symbols, the Viterbi decoder traces a path through the

state trellis to determine the nearest possible correct

path and reconstructs the original bit stream from this

path. The algorithm evaluates all possible states at each

point in time so that if 2C–1 possible states and M sym-

bols per frame are available, the complexity of the

algorithm is O(M 2C–1).

The variable C is called the constraint length, and

it is determined by the order of the polynomial used in

the convolutional encoder. For IS-95, the constraint

length is 9, and a 20-ms frame has 384 symbols.

The complexity of the Viterbi decoding process

and the high throughput requirements dictate that

the decoder in existing mobile terminals be imple-

mented in custom hardware. However, improve-

ments in DSPs soon may enable a software

implementation of the Viterbi algorithm, obviating

the need for specialized hardware.

In a typical IS-95 ASIC, the Viterbi decoder is

implemented as a coprocessor to the DSP, taking a

frame of symbols from the DSP and returning the

decoded bits. The decoder comprises 10,000 gates of

logic and a 2,000-word SRAM. Assuming a 20-MHz

system clock, it takes approximately 10 ms to decode a

full-rate 20-ms data frame.

One approach to increasing the speed of a Viterbi

decoder is simply to increase its clock frequency

within the inherent constraint of the chosen ASIC

technology. Because it is reasonable to expect that

current ASIC technologies can support operation at

40 MHz, which is two times the typical clock

speed—we can easily achieve an improvement fac-

tor of two in throughput.

The remaining bottleneck in the decoding process

is the evaluation of the path metrics for each state in

the trellis. Due to similarities between the Viterbi algo-

rithm and the computation of the fast Fourier trans-

form, some common techniques19 can be employed

using minimal additional hardware to alleviate this

bottleneck and further double the decoder through-

put. Specifically, this process requires the addition of a

second path metric processor and replacement of a

small part of the scratch pad RAM with a 256-word

dual-port memory. The additional path metric proces-

sor requires about 2,000 gates, so the increase in both

logic and memory is about 20%.

Figure 13 illustrates a possible implementation of

the Viterbi decoder with the above enhancements.

Note that the number of operations it performs is

directly related to the amount of data processed, so the

power dissipation scales similarly.

MC-CDMA Reverse-Link Transmitter
Typically, the final digital stages of an IS-95

CDMA transmitter from Walsh modulation through

digital-to-analog conversion are implemented as part

of the ASIC. Conceptually, this represents all subsym-

bol operations following the interleaver. Figure 14

shows a possible implementation of a transmitter for

the MC-CDMA reverse link with subcode concatena-

tion. Support for MC-CDMA with N = 4 requires the

addition of three Walsh modulators, three direct

sequence spreaders, and three quadrature spreaders.

These modifications are straightforward and rela-

tively minor. If the reverse link uses subcode con-
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catenation, then we must also add a subcode genera-

tor (shown in Figure 3). If the reverse link uses code

aggregation, then three additional long PN code gen-

erator masks are needed. The net effect of both these

additions is relatively minor because the operations

involved (2-bit counter and/or several xor gates) are

comparatively simple. The bulk of the logic for the

transmitter is found in the I and Q FIR filters, which

are discussed next.

Figure 15 illustrates a possible implementation of

an FIR filter for an MC-CDMA system. For typical 

IS-95 CDMA ASICs, the input to each transmit FIR is a

2-bit signal that permits multiplier-less implementa-

tion. This is a significant hardware optimization that

should be preserved in enhanced implementations.

One bit of the 2-bit filter input is the transmitted data

and the other bit is a control signal that enables or dis-

ables transmission of data. The effect of this control

signal is to allow smooth transitions between the

active and idle states for each channel as required to

comply with IS-95 standards. For MC-CDMA, how-

ever, four 2-bit inputs to the FIR must be added.

Because the FIR filter is a linear operation, we can

perform the addition of these signals either before or

after the filter. By choosing to filter each channel

independently and adding the results afterward, we

maintain the advantage of the simple multiplier-less

structure for the MC-CDMA implementation. We

then quadruple the FIR throughput by increasing the

clock speed, which is reasonable because the fre-

quencies involved are relatively low. We can further

improve this scheme by scaling the clock frequency

based on the instantaneous data rate so that the

power dissipation of the filter is directly proportional

the amount of data transmitted.

A typical CDMA transmitter requires approxi-

mately 25,000 gates with the majority in the FIR fil-

ters. For MC-CDMA, 5,000 gates must be added to the

FIR filters and 2,000 gates must be added for the

Walsh modulators, subcode generators, and other

logic. The net addition to the transmitter is about

7,000 gates, an increase of only 28%.
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Symbol processor
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Figure 13.
MC-CDMA Viterbi decoder.
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ASIC Modifications
In our discussion of the impact of MC-CDMA on

the design of a mobile terminal, we mentioned power

dissipation issues only briefly and focused instead on

the increase in logic complexity. While the power dis-

sipation of an MC-CDMA mobile terminal clearly will

be greater than that of a conventional terminal, it will

not increase in direct proportion to the data rate

because much of the fixed overhead remains the same

for both. Moreover, we have attempted to minimize

the increase wherever possible as discussed in the ear-

lier “Rake Receiver,” “Viterbi Decoder,” and “MC-

CDMA Reverse-Link Transmitter” subsections.

Modifications to the digital logic required to sup-

port MC-CDMA (N = 4) represent an increase of about

30,000 gates and the addition of a small dual-port

RAM. This is an increase of less than 55% compared

to a single-channel IS-95 ASIC, and it results in a rela-

tively small increase in hardware complexity for such

a significant extension of data-rate capability.

DSP and RF Implications
DSP processing is not as important an issue at the

base station as it is at the mobile terminal because it is

not as constrained in terms of power and size. We

expect that roughly 25% more DSP processing would

be required at the mobile terminal to support MC-

CDMA with N = 4 times the basic rate. This increase is

relatively small because many of the physical-layer

algorithms for IS-95 CDMA—for example, timing

acquisition, AGC, and AFC, are unchanged for MC-

CDMA. As for the RF section, little if any change is

required at the base station whereas the linearity of

the mobile terminal power amplifier must be

improved by 2.7 dB.

Conclusion
As part of an effort to provide multimedia ser-

vices to CDMA cellular and PCS users, MC-CDMA

provides a logical extension to existing IS-95 systems.

It bridges the gap between today’s standards and

future service needs through a simple enhancement

of the current architecture, requiring little or no

change to existing hardware.

At the system level, true multimedia services

require bandwidth-on-demand access control. The

LIDA access control mechanism allows dynamic rate

allocation for mixed traffic in a cellular CDMA envi-

ronment. LIDA builds on existing pilot-measurement

and soft hand-off protocols, and it can be integrated

easily with IS-95.

At the physical layer of the mobile tranceiver, to

minimize receiver complexity in terms of hardware

cost, power consumption, and design effort, we pre-

sented three fat finger enhancements of the rake

receiver exploit the inherent timing and synchroniza-

tion characteristics available in all MC-CDMA systems.

Interference suppression techniques presented here

were shown to increase downlink capacity by 17.5%
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Figure 14.
MC-CDMA reverse-link transmitter (N = 4).
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for a N = 4 multicode system at 3 3 10-3 BER.

Applications demanding low BERs gain the most from

such techniques. Finally, we presented an efficient

implementation of a 56-kb/s MC-CDMA mobile

transceiver design with minimal complexity and

hardware costs.

MC-CDMA is readily applicable to existing IS-

95 systems. In conjunction with the LIDA access

control scheme, interference suppression, and fat

finger mobile receiver, MC-CDMA provides a sim-

ple and effective transition to future high-speed

wireless services.

Appendix. Performance Analysis of IS-95 Detectors
with Interference Cancellation

We derive analytic expressions for the bit error

rates of the conventional detector, the interference

subtraction detector, and the combined interfer-

ence subtraction and partial decorrelating detector.

Numerical results based on these analytic expres-

sions are presented in the “Performance Analysis”

subsection.

Definitions
Consider an L multipath downlink signal, which

contains the pilot signal and K traffic/sync channels.

Subchip rate samples of the complex baseband

received signal are obtained by sampling at a rate of γ
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samples per chip interval. We assume that the channel

amplitude remains constant over a symbol interval but

that it can vary from symbol to symbol. Likewise, 

IS-95 dictates that the pilot and data channel codes

(which are component-wise products of Walsh

sequences and the short code sequence) vary from

symbol to symbol. During bit interval n, the receiver

processes complex-valued samples,

where Nc is the number of chips per symbol and δl is

the delay of multipath signal l (l = 0... L – 1) in terms

of integer subchip intervals. Without loss of generality,

we order the delays such that .

The received samples are collected to form a complex

-vector 

(4)

where is the complex channel amplitude of multi-

path signal l during symbol n; A0 and Ak, respectively,

are the real amplitudes of the pilot signal and data sig-

nal k; is the data bit of channel k during symbol n

(in our bit error rate analysis, we assume without loss

of generality that the bit value of the desired user k is

one: .); is complex zero-mean additive

white noise vector whose real and imaginary compo-

nents are i.i.d. with covariance , where Iq

is a q 3 q identity matrix and σ2 is the noise variance

as defined in (3); and (l = 0... L – 1), respec-

tively, are the complex pilot subchip-rate spreading

code and the kth data channel subchip-rate spreading

code of multipath signal l during symbol n. These

-vectors are padded with zeros so that

their nonzero signal components are appropriately

aligned to the corresponding multipath delay. In

other words, for and , the first δl elements

are zero, followed by the γNc nonzero subchip-rate

signal components corresponding to multipath l,

followed by zeros. The remaining terms in

(4) correspond to the intersymbol interference caused

by signals on symbol intervals (n – 1) and (n + 1).

Specifically, the first δl elements of and

(l = 1 ...L – 1; the “L” in brackets denotes the

“left”-side interference) are the last δl nonzero ele-

ments of and , respectively, and the

remaining elements are all zero. Similarly, the last

elements of and 

(l = 0 ...L – 2; “R” in brackets denotes the “right”-

side interference) are the first nonzero ele-

ments of and , respectively, and the

remaining elements are all zero.

Let be the chip-rate output of the l th on-time

selector. In other words, it is an Nc-vector containing

elements of whose ele-

ments are numbered 0, 1, ..., γNc + δL–1 – 1. Thus, 

where is defined as the Nc-vector whose ele-

ments are those of corresponding to the output of

the on-time selector for multipath l. Hence, con-

tains elements of , and we

use as shorthand for . We also define the

analogous Nc-vectors as the Nc-vector whose

elements are those of corresponding to the

output of the on-time selector for multipath j.

Similarly, , , and denote the analo-s
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gous chip-rate Nc-vectors for the data channel spread-

ing codes. The on-time spreading code sample vector

is the component-wise product of the correspond-

ing pilot vector and the Nc-length Walsh code vec-

tor of channel k ( ): .These chip-rate

spreading code vectors are normalized such that

, where denotes the

inner product between complex vectors x and y.

Conventional Detector

Using the conventional detector, the output of the

pilot correlator’s l th finger accumulator is . To

simplify the analysis, we assume that the channel esti-

mation algorithm block in Figure 10 uses only the cur-

rent accumulator output for the channel estimate.

Therefore, the channel estimate is the accumulator

output normalized by the pilot amplitude

.

Note that in the actual implementation, normal-

ization is not necessary. We use it in the analysis,

however, so that if the channel estimates are perfect

(that is, there is no background noise and no multi-

path interference), we have . The output of

demodulator finger l for channel k is the correlation of

the received signal and the kth spreading code

weighted by the conjugate of the l th channel estimate

. (6)

We now introduce some matrix notation that will

allow us to write explicit expressions for the channel

estimates and demodulator finger outputs. Let be

the L 3 L correlation matrix among the L paths of data

channels j and k—that is, element (u, v) of is

. Let be the L 3 L correlation matrix

among the multipaths of the pilot signal and of the

data channel k—that is, element (u, v) of is

. Similarly, element (u, v) of is

, and element (u, v) of is .

Analogous matrices are defined to denote the corre-

lations between the signals during symbols n and

n ± 1 as follows: element (u, v) of is

; element (u, v) of is

; element (u,v) of is

; and element (u, v) of is

. Finally, we define the following

L 3 (K + 1) L matrices:

Using these definitions, we can write the collection of

L channel estimates as

where, if we let be the vector of the L

complex channel amplitudes, is the

(K + 1)L 3 (K + 1) matrix of complex channel ampli-

tudes (X ⊗ Y denotes the Kronecker tensor product of

matrices X and Y), A is the (K + 1) 3 (K + 1) diagonal

matrix of real amplitudes whose kth diagonal compo-

nent is Ak (k = 0 ...K), and b(n) is the K-vector of data

channel bits for symbol n. The noise vector is an
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zero-mean complex Gaussian L-vector whose real and

imaginary components have the distribution

where 0L is an L-vector of zeros, is the

Hermitian part of X and is the skew-

Hermitian part of X.

The rake matched filter output is the sum of the L

demodulator finger outputs in (6) as given by

, (7)

where the noise vector has distribution

(8)

and where

(9)

is the L vector signal component of the combiner

input. The bit decision for data channel k is

. Consequently, from (7) and (8) and set-

ting , the bit error probability for the conven-

tional receiver is

. (10)

Interference Subtraction Detector

Using the interference subtraction receiver,

assuming perfect channel estimates, the input to the

channel estimator and data demodulator contains no

pilot signal contributions corresponding to the interfer-

ing multipath components. As Figure 7 shows, the

pilot signals are reconstructed using the channel esti-

mate from the previous symbol interval.

Ideally, the pilot signals should be reconstructed from

the received signal using more recent channel esti-

mates. The fading rate is typically slow enough, how-

ever, so that the channel does not change appreciably

from symbol to symbol. The collection of L channel

estimates is

,

where is the input to demodulator finger l ,which

is given by

(11)

The demodulator finger output for path l weighted by

the channel estimate for this path is

. (12)

Accordingly, the rake matched filter output for chan-

nel k is

,(13)

where

,

is defined in (9), and the complex noise vector

has real and imaginary components with distribution

. (14)
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(15)

Combined Interference Subtraction and Partial
Decorrelating Detector

Lastly, for the combined interference subtraction

and partial decorrelating detector shown in Figure 8,

we assume that the desired user demodulates N ≤ K

multicode data channels. To provide motivation for

the decorrelator, we assume that no background noise

is present and that pilot cancellation is done using per-

fect channel estimates from the appropriate bit inter-

val. Thus, (11) becomes

We define the NL 3 NL matrix,

,

for symbol n and the analogous matrices for

symbols n ± 1. We can use (13) to write the collection

of decision statistics for the N multicode channels as an

N-vector given by

(16)

where is the NL 3 N (perfectly esti-

mated) complex channel amplitude matrix for symbol

n and AN is the diagonal N 3 N matrix of real ampli-

tudes, where is the N vector of data channel bits

for symbol n. Because the channel estimates were

assumed to be perfect, no pilot signal contributions

exist in . Notice that because elements of the

matrices are predominately zeros, by taking a lin-

ear transformation of with the matrix 

where , the kth element of the

resulting N vector is simply plus some residual

terms due to both the intersymbol interference and

the other K – N channels. As a result, the linear trans-

formation decorrelates the MC channels from each

other. For a large number of MC channels, this matrix

inversion may be too computationally intensive for a

mobile handset to calculate during each symbol.

Because of the random spreading codes for the data

channels, the correlation matrix is strongly diago-

nal. Consequently, the correlation matrix of the com-

bined multipath signals is also strongly diagonal,

and the decorrelator can be replaced by an

approximation that is more easily computed. First, let

be the diagonal matrix whose terms are

the corresponding diagonal components of . Let

be the off-diagonal terms of . Then

a first-order approximation of is

.

The performance of this approximate decorrelator was

analyzed for the case of N = K.19

Because the kth diagonal term of F is 

and because is strongly diagonal with ones on

the diagonal, is well-approximated by .

Therefore, . Because the bit deci-

sion is independent of any scaling factors, we can dis-

regard the common factor , leaving us with a

second approximation to the decorrelator
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Returning to the practical case of imperfect pilot

cancellation and background noise, the linear trans-

formation will no longer decorrelate the MC chan-

nels perfectly. In addition to the residual terms

mentioned above, contributions will be made in the

decorrelator output due to the other MC channels,

uncanceled pilot signals, and background noise. In

general, however, the contributions due to the MC

channels will be greatly reduced at the decorrelator

output compared to the input. Rewriting (16) for

this case, we have from (13)

, (18)

where

is the NL-vector input to the N multipath combiners,

(and ) are no longer noiseless, 

is the (N + 1) L 3 (N + 1) complex channel amplitude

matrix for symbol n (and similarly for symbols n ± 1),

the NL 3 L correlation matrices are defined as

and the noise vector has distribution

. (19)

Using the decorrelator , the output is 

, (20)

where

(21)

and where the noise vector has distribution

. (22)

The bit decision for channel k is 

.

Using (21) and (22), the bit error rate for the combined

interference subtraction and decorrelating detector is

(23)

where is the kth diagonal element of X.

Turning our attention to the approximation of the

decorrelator defined in (17), the output of the

linear transformation is

, (24)

where

(25)

and where the noise vector has distribution

. (26)

The bit decision for channel k is

. Using (24) and (26), the

bit error rate for the combined interference subtraction

and approximate decorrelating detector is

(27)
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