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Abstract: Owing to the existence of noticeable concentrated periods of contention and idleness,
self-similar traffic can greatly increase packet delay and loss probability and thus reduce system
resource utilisation. The development of efficient congestion control mechanisms plays a central
role in the improvement of network quality of service (QoS), in particular for real-time multimedia
applications. By exploiting the property of scale-invariant burstiness and correlation inherent in
self-similar traffic, the authors propose an effective congestion control scheme, named adaptive
wavelet and probability-based scheme (AWP), which concurrently operates over multiple time
scales. AWP adopts the extended multifractal wavelet model (EMWM) for analysing estimated
traffic volume across multiple time scales. Furthermore, a new auto-correction algorithm based on
Bayes’ theory for confidence analysis is employed to examine the validity of the predicted
information. The analysis results can be used to enhance the adaptability of the prediction
algorithm. In particular, the AWP framework can be easily extended to more than two time scales
by increasing the level of wavelet transforms, which brings AWP a natural advantage in
implementation and scalability. A series of simulation experiments have demonstrated that the
proposed AWP scheme is superior to TCP and TFRC as it can greatly improve the QoS of
multimedia data transmission while avoiding congestion collapse on the network.

1 Introduction

Recently, the internet has been experiencing an explosive
growth in multimedia applications, such as voice-over-IP
and video conferencing, which require high bandwidth for
maintaining desired quality of service (QoS) including an
upper bound on end-to-end latency and jitter. However, it is
impossible for the current internet to guarantee the QoS for
multimedia applications as the influx of large amounts of
multimedia traffic into the internet may cause serious
network congestion. To resolve these problems, many
congestion control schemes have been proposed and can be
divided into two basic categories: windows-based conges-
tion control [1] and rate-based congestion control [2, 3].
Current real-time streaming applications in the internet
typically rely on rate-based congestion control including
TCP-friendly rate control (TFRC) owing to its ability to
generate smooth and TCP-friendly data flow [4]. Never-
theless, most of the research work on rate-based congestion
control is performed to improve smoothness of output rate
and TCP friendliness, but pays inadequate attention to the
exploitation of traffic characteristics for improving the
performance of congestion control mechanisms.

Many recent high-quality measurement studies [5–7] have
demonstrated that internet traffic exhibits noticeable self-
similar properties (i.e. scale-invariant burstiness and correla-
tion). Due to the existence of noticeable concentrated
periods of contention and idleness, self-similar traffic can
greatly increase packet delay and loss rate and thus reduce
system resource utilisation. The objective of this paper is to
exploit the self-similar properties of network traffic for the
design of a novel rate-based congestion control scheme in
order to maximise the QoS of multimedia applications while
preventing congestion collapse of the network.

To improve the performance of congestion control of
self-similar traffic, Park et al. [8] proposed a two-level
multiple time scale congestion control protocol (MTSC)
which experiences congestion control across typically two
time-scales. Although self-similar properties are applied for
the development of such a congestion control scheme, it
does not take the demand of multimedia data delivery into
account and relies on empirical calculation when handling
network traffic. Ribeiro et al. [9] developed a model-based
technique called Delphi algorithm for inferring the instan-
taneous competition volume of traffic across an end-to-end
network path. It uses the multifractal wavelet model
(MWM), a parsimonious multifractal parametric model,
to capture multi-scale statistical properties and queuing
behaviour of network traffic. This algorithm provides
accurate cross-traffic estimation when the bandwidth
utilisation is high; however it overestimates the cross-traffic
when the bandwidth utilisation becomes low. As a result,
the MWM cannot respond properly to severe network
traffic changes due to lack of adaptation to network
variation.

Building upon the aforementioned research efforts, this
study proposes a novel adaptive scheme for congestion
control of multimedia traffic across multiple time scales,
which is called the adaptive wavelet and probability-basedE-mail: h-yin@mail.tsinghua.edu.cn
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(AWP) scheme. AWP refers to the framework of MTSC
and enhances its performance by adding the new adaptive
mechanism, an improved traffic prediction model and a rate
control algorithm. As a consequence, AWP not only
provides better controllability and adaptability but also is
more appropriate to multimedia data delivery. Further-
more, AWP extends the traditional MWM model using an
adaptive algorithm proposed by this research. This extended
multifractal wavelet model (EMWM) is able to predict
available network bandwidth over multiple time-scales and
can improve the flexibility of AWP under various network
environments.

AWP is a two-level multiple time-scale congestion control
scheme for self-similar multimedia traffic in modern high-
speed networks. On the normal time-scale (20–200ms),
implicit prediction of available bandwidth obtained from
feedback is used to support smooth and TCP-friendly rate-
based feedback congestion control; on the large time-scale
(1–5 s), explicit prediction for detecting bandwidth changes
in overall network contention is applied to modulate the
rate control exhibited on the normal time-scale. Unlike the
aforementioned MTSC scheme, AWP adopts the wavelet
transform-based EMWMmodel for analysing the estimated
traffic volume across multiple time-scales. Furthermore, a
new auto-correction algorithm based on Bayes’ theory for
confidence analysis is employed to examine the validity of
the predicted information. The analysis results can be used
to enhance the adaptability of the prediction algorithm. In
particular, the AWP framework can be easily extended to
more than two time-scales by increasing the wavelet
transform level, which brings AWP a natural advantage
in implementation and scalability.

A series of simulation experiments have been carried out
in order to compare the relative performance merits of
AWP, TCP and TFRC. The results have shown the unique
advantages for AWP including: (1) the network bandwidth
utility is greatly improved along with the low packet loss
probability since the self-similar properties of network
traffic are exploited in the design of the congestion control
scheme; (2) AWP contains good adaptation to the variation
of network environments; (3) AWP preserves smoothness
and TCP-friendliness of output rate, which are very
important for the QoS improvement of multimedia
application and network stability.

2 Overview of AWP congestion control scheme

This section outlines the framework of the AWP scheme.
The detailed algorithms to implement this scheme will
be presented in the next section. The AWP consists of the
sender side and the receiver side, as illustrated in Fig. 1,

where MTS stands for multiple time-scale and DB for
database.

2.1 Sender functionality
The overall congestion control starts with the sender side to
collect the feedback information from the receiver side on
the normal time-scale at millisecond level. The feedback is
used to estimate the available end-to-end bandwidth.
According to the TCP throughput formula, the available
bandwidth A (in bytes/s) is a function of packet size s,
round-trip time R, steady-state loss event probability p, and
the TCP retransmission timeout value tRTO. The available
bandwidth can be expressed by [4]

A ¼ s

R
ffiffiffiffiffiffiffiffiffiffiffi
2p=3

p
þ tRTOð3

ffiffiffiffiffiffiffiffiffiffiffi
3p=8

p
Þpð1þ 32p2Þ

ð1Þ

The estimated instantaneous available bandwidth A is
imported into the multiple time-scale approximation
(MTSA) module where an extended multifractal wavelet
model (EMWM) is used to inosculate current and past
available bandwidth. The inosculation results are inputted
to the multiple time-scale prediction (MTSP) module for
predicting future network traffic on the large time-scale at
second level. The instantaneous volumes of A form a series
of available bandwidths AðtÞ at different instants t:

AðtÞ; t ¼ o; oþ e; . . . ; oþ T ; o � 0; T � 0 ð2Þ
where o is the start time of the ith control interval, e is the
sample period of estimating the available end-to-end
bandwidth, and T is the duration in which MTSA is
performed. T also represents the granularity of the large
time-scale of congestion control. The time schedule of
control intervals at the sender is depicted in Fig. 2.

AWP runs control intervals periodically. Each control
interval consists of the time T for running MTSA module,
d1 for MTSP and d2 for the congestion control module,
where d1 þ d2oT . At time oþ T of the ith control
interval, the work of MTSA is completed. Based on the
inosculation results produced byMTSA, the MTSP module

Fig. 1 Brief view of AWP framework

Fig. 2 Time schedule of control intervals of AWP

676 IEE Proc.-Commun., Vol. 153, No. 5, October 2006



starts to generate a new time series BðtÞ, which involves the
values of predicted available bandwidth for the (i+1)th
control interval:

BðtÞ; t ¼ oþ T ; oþ T þ e; . . . ; oþ 2T ; o � 0; T � 0

ð3Þ

The congestion control module of the ith control interval
starts to work at time oþ T þ d1, whereas the MTS
approximation of the next control interval begins at time
oþ T: AðtÞ is stored in the bandwidth information
database for further use for confidence analysis, and B(t)
is stored in the prediction information database for the
purpose of congestion control and adaptation of the MTS
approximation.

Adaptation is another important feature of AWP. It is
achieved through confidence analysis based on Bayes’
theorem [10, 11]. By analysing the series A(t) and B(t), the
confidence analysis module generates the confidence level
denoted by a, which is used to evaluate the confidence of the
predicted available bandwidth from the MTSP module. a is
then transferred into both the congestion control module
andMTSPmodule, in order to guide the congestion control
algorithm in the congestion control module and to auto-
correct parameters used in the prediction algorithm in the
MTSP module.

AWP performs congestion control at time oþ T þ d1
(as shown in Fig. 2). On the large time-scale, the congestion
control module makes the control decision according to
confidence parameter a and the expectation of B(t). The
control strategy is:

if a4y then � ¼ EðBðtÞÞ

else wait for next prediction

9=
; ð4Þ

where y is a threshold to decide whether the prediction
information provided by B(t) is credible, L is the expected
throughput on the large time-scale for the next control
interval (the (i+1)th control interval in Fig. 2), and EðBðtÞÞ
is the expectation of B(t). On the normal time-scale, the
congestion control algorithm performs TCP-friendly and
smooth rate control, and the controlled throughput l
is kept consistent with L. The choice of y and the
detailed congestion control algorithm will be discussed in
Section 3.3.

2.2 Receiver functionality
The receiver side needs to estimate the probability p of
packet loss. Assume that N packets are sent out within a
round-trip time (RTT) and individual packets follow a
Bernoulli loss model. In such a model, each link
independently drops packets with a fixed probability P loss.
The probability of successful packet delivery is

1� p ¼ ð1� plossÞN . The probability of packet loss can
be further written as [4]

p ¼ 1� ð1� plossÞN ð5Þ

The receiver then sends the feedback information including
the packet loss probability and the time stamp of the latest
received packet to the sender. The packet loss probability p
is essential for the control procedure. The sender will use the
feedback information to calculate the RTT and estimate the
available bandwidth at the sender side, as shown in (1).

3 Algorithms for implementing AWP

This section will present the key algorithms of AWP
including: (1) multiple time scale prediction, (2) confidence
analysis, and (3) congestion control algorithm.

3.1 Multiple time-scale prediction for
self-similar traffic
The self-similar properties of network traffic are related to
scale-invariant burstiness and correlation, long-range de-
pendence (LRD) and heavy-tailed distribution of file sizes
on the networks [12, 13], which can cause significant
increase in queuing delay and packet loss. Therefore it is
necessary to take self-similar properties into account when
designing a network traffic model.

An important contribution of this study is to propose a
new extended multifractal wavelet (EMWM) model for
approximating the network traffic. Based on the Haar
wavelet system [14], the EMWM can properly portray the
self-similar properties of network traffic [9]. Figure 3 shows
a part of the binary tree of scaling coefficients from normal
time-scale to large time-scale of the EMWM. The root node
(denoted by U0;0 in Fig. 3) represents the scaling coefficient

on the large time-scale, and the leaf nodes Ujþ2;4kþi; ði ¼
0; 1; . . . ; 2dlog2ðLÞeÞ represent the scaling coefficients on the
normal time-scale. The scaling coefficient is a measure of
the local mean of available bandwidth over the correspond-
ing time-scale.

As defined in Section 2.1, A(t) is the estimated available
bandwidth series. If A(t) contains L elements, the binary
tree depth is log2 2Lþ 1 because the left half of the binary
tree leaf nodes is about the data source of MTSA
(corresponding to A(t)) and the right half is the prediction
result of MTSP (corresponding to B(t)). Using the following
equations we can apply wavelet transform [15] onto A(t):

Uj;k ¼ W ðAðtÞÞ ¼
Z

AðtÞ � 2j=2fj;kð2jt � kÞdt ð6aÞ

AðtÞ ¼ W �1ðUj;kÞ ¼
2�j=2

fj;kð2jt � kÞ �
dUj;k

dt
ð6bÞ

Fig. 3 Binary tree of scaling coefficients from normal time-scale to
large time-scale
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where Uj;k measures the local mean of available bandwidth
around time 2�ik and fj;kðtÞ is the bandpass wavelet

function. Thus Ujþ2;4kþi; ði ¼ 0; 1; . . . ; 2dlog2ðLÞeÞ are the
scaling coefficients of A(t). Note that if L 6¼ 2m

ðm ¼ dlog2ðLÞeÞ, then zero elements are appended to A(t)
until L reaches 2M . In the binary tree structure, the
following equations hold [9]:

Uj;k ¼ Ujþ1;2k þ Ujþ2;2kþ1 ð7Þ

Ujþ1;2k ¼ Bj;k � Uj;k; Ujþ1;2kþ1 ¼ ð1� Bj;kÞ � Uj;k ð8Þ
Equations (7) and (8) show that the coefficients on the large
time-scale (denoted as parent node) can be calculated by the
sum of those on the normal time-scale (children nodes), and
the coefficients on the normal time-scale can be obtained by
splitting the parent node with random multipliers Bj;k. For
the sake of simplicity, symmetric beta distribution is chosen
for Bj;k [10, 14]. To ensure that the prediction result from
the MTSP module is reasonable, the independent random
variables Bj;k should be limited to the area [� 1, 1].

Given that A(t) contains L elements, from the ith ð1 �
i � log2 LÞ scale of the binary tree it takes L=2i steps of
calculation in the bottom-up accumulation procedure. The
total number of computational steps required from the left-
half leaves to the root node is therefore

L
2
þ L
22
þ L
23
þ � � � þ L

2log2 L
¼
X1
i¼1

L
2i
�

X1
i¼log2ðLÞþ1

L
2i

¼ L 1� 1

L

� �
¼ L� 1

The number of computational steps of the prediction
procedure varies according to the prediction resolution.
Supposing the prediction resolution is j (1 � j � log2 L),
e.g. the jth scale down from the root, then the number of
computational steps is 2þ 22 þ � � � þ 2j�1 ¼ 2j � 2.

In the MTSA module, the coefficients of A(t) on the
normal time-scale are accumulated upward using (7) to
obtain traffic load information on the large time-scale.
Meanwhile, the scaling coefficients at different scales in the
binary tree structure are used to obtain the parameters j and
k of the random variable Bj;k. The inosculation results are
then sent to the MTSP module.

In the MTSP module, the coefficient on the large time-
scale is split downward by the obtained random multipliers
Bj;k to calculate those on the normal time-scale. These
coefficients are applied by the inverse wavelet transform to
generate the prediction series B(t). In Fig. 3, the right half of
the binary tree represents the predicted scaling coefficients
of B(t) after the wavelet transform is carried out. With the
inverse transform using (6b), the elements of B(t) are
converted from the wavelet domain to the time domain,
which is available bandwidth predicted on the normal time-
scale for congestion control purposes.

However, the prediction results from the EMWMare not
always valid as the aggregation level of dataflow in
the network varies from time to time. It is necessary to
make corrections to adjust the prediction results by virtue of
the history information, so as to maintain the error of the
predicted series at an acceptable level. The coefficients on
the normal time-scale are adjusted by referring to the
confidence parameter and the latest predicted information:

Bðt þ T Þ ¼ a� W �1ðUjþ2;4kþiÞ þ ð1� aÞ � BðtÞ;
t 2 ½o;oþ T �; i 2 ½2j�1; 2j � 1� ð9Þ

where Bðt þ T Þ is the predicted available bandwidth series
from time t ¼ oþ T to oþ 2T . W �1ðUÞ is the inverse

wavelet transform of U. Equation (9) shows that the new
prediction series weights more in Bðt þ T Þ as the confidence
a approaches 1, whilst the history prediction series weights
more as a approaches 0; we can find that Bðt þ T Þ ¼
W �1ðUjþ2;4kþiÞ if a¼ 1, and thus Bðt þ T Þ ¼ BðtÞ if a¼ 0.

The overhead of corrective actions is mainly determined
by the inverse wavelet transform. The cost of this transform
is dependent on the exponential computation evolved in
(6b), which can be easily implemented by the shift of binary
operation. As a result, the overall overhead of the corrective
operation is acceptable for online estimation.

3.2 Confidence analysis
The confidence analysis of bandwidth prediction in AWP is
conducted using Bayes’ theorem [10] which has the
following form:

P ðM jDÞ ¼ P ðDjMÞPðMÞ
P ðDÞ ¼ P ðMÞ P ðDjMÞ

P ðDÞ ð10Þ

AWP is designed for the network environment where the
traffic exhibits self-similar properties and the EMWM is
effective under this traffic condition. Through experimental
analysis, we found that the EMWM holds validity for more
than 80% of the overall running time of the experiments, so
the prior probability P ðMÞ, which is determined by the
theory model EMWM, is set to a constant value (i.e. 0.8),
for a default high validity of the model.

P(D) is the probability that A(t) exhibits second-order
self-similarity. For the discrete time series A(t) with length
L, the R=S plot method [12] is employed to determine the
Hurst parameter H. Define the ratio R/S as

R
S
¼

max
1�j�L

Xj

t¼1
ðAðtÞ �MðLÞÞ

" #
� min

1�j�L

Xj

t¼1
ðAðtÞ �MðLÞÞ

" #
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1=LÞ

PL
t¼1
ðAðtÞ �MðLÞÞ2

s

ð11Þ

with MðLÞ ¼ ð1=LÞ
XL

t¼1 AðtÞ being the average value of

time series A(t). For self-similar processes, R=S � ðL=2ÞH
when L is large. H is the Hurst parameter of self-similar
traffic. Assuming that AWP has run for time S, and a new
Hurst parameter is estimated for every interval T, then the
total number of H values becomes n ¼ bS=T c, and P(D)
can be calculated using (12) as follows. It gives the average
count of series A(t) that exhibits self-similar behaviours per
control period.

P ðDÞ ¼ 1

n

Xn

i¼1
mðHiÞ; mðHiÞ ¼

1; if 0:5oHio1

0; otherwise

�

ð12Þ
P(D7M) is the probability that B(t) inosculates the
estimated available bandwidth. Define the error rate,
Erri, as

Erri ¼
jBðiÞ � AðiÞj

AðiÞ ð13Þ

where BðiÞ is the ith value of the predicted available
bandwidth and AðiÞ is the corresponding estimation value.
Similar to (12), we have

PðDjMÞ ¼ 1

n

Xn

i¼1
tðErriÞ;

tðErriÞ ¼
1; if Errio0:09

0; otherwise

�
ð14Þ
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Since the average error rate was found to be 0.0868
through experimental observation (see Section 4.2.3), the
error rate threshold y is set to 0.09.Thus the confidence
parameter a, which is the posterior probability P(M7D), can
be obtained from (10). It denotes the degree to which the
EMWM matches the real network environment based on
observed data. The parameter a is used both in the
congestion control module and the MTSP module to
enhance the performance of AWP.

3.3 Congestion control scheme

3.3.1 Threshold for large time-scale rate
control scheme: In the current design, the threshold
y in (4) is set to 0.5. If a falls in the closed interval [0.5, 1], it
means that B(t) has the accuracy of over 50% and AWP
accepts the prediction information B(t). Otherwise it implies
that the prediction is not creditable. In order to efficiently
avoid making fault control decisions under this situation,
AWP makes no change of rate control on the large time-
scale and waits for the next valid prediction.

3.3.2 Normal time-scale rate control scheme: To
prevent network congestion it is necessary to reduce the
sender transmission rate once the queuing delay or RTT
increases. To do this the sender maintains an estimated
long-term RTT and modifies its transmission rate accord-
ing to how the most recent sample of the RTT differs from
such an RTT value. The long-term RTT sample, R, is set
as follows [4]:

R ¼
ffiffiffiffiffiffiffiffiffiffi
RTT0

p
ð15Þ

R ¼ q � Rþ ð1� qÞ
ffiffiffiffiffiffiffiffiffi
RTTi

p
; i ¼ 1; 2; . . . ð16Þ

Equation (15) takes effect when no feedback is received
and (16) works as soon as the first feedback is received
where RTTi corresponds to the RTT value obtained from
the ith feedback. Thus R gives the exponentially weighted
moving average of the square root of the RTT samples.
AWP is not sensitive to the value of constant q, and the
recommended default value is 0.9 [16]. When

ffiffiffiffiffiffiffiffiffi
RTTi
p

is
greater than R, it is deemed that the queue is increasing
and the transmission rate should be reduced in order to
maintain network stability.

On the normal time-scale, AWP employs one scheme out
of the class of non-linear TCP-compatible congestion
control called as binomial congestion control schemes,
which are well suited for real-time multimedia applications
[17, 18]. This scheme can modify the throughput smoothly
in comparison to the sharp changes of the actual available
bandwidth:

l0 ¼
lþ d if EðlÞo�

l� 0:6�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l=RTTi

p
if

ffiffiffiffiffiffiffiffiffi
RTTi
p

4R

8<
: ð17Þ

where l0 is the new throughput on the normal time scale, l
is the current throughput, d is an additive linear increment,
RTT is the round-trip time, and L is the expectation of the
predicted series B(t). With the rate control scheme revealed
by (17), AWP increases its throughput on the normal time-
scale when current throughput is less than the expected
value on the large time-scale, and decreases its throughput
on the normal time-scale when current throughput has
caused increasing queuing length in the network environ-
ment. In such a way, the AWP throughput can follow the
burstiness and idleness behaviour of self-similar traffic while
keeping a relatively smooth output transmission rate, which
is important for multimedia streams.

4 Performance evaluation of AWP scheme

To evaluate the performance of the AWP congestion
control scheme, we have run extensive experiments built
upon the network simulation (NS) platform [19] with
multimedia applications and self-similar traffic conditions.
We have compared the performance of the proposed AWP
scheme to that of both the TCP and the well-known TCP-
friendly rate control (TFRC) scheme. The results reveal that
AWP is able to support higher available bandwidth utility
and lower packet loss probability; meanwhile, it maintains
smoothness and TCP-friendliness at a good level.

4.1 Experiment scenarios
We simulated a network environment where four con-
current connections are multiplexed over a shared bottle-
neck network link. Figure 4 shows the network topology. It
comprises four client nodes, four corresponding sinks and a
bottleneck link connecting gateways Router1 and Router2.
The queue management scheme at Router1 of the bottle-
neck link is random early detection (RED), which alleviates
the unbalanced problem between TCP-friendliness and
compatibility by explicitly equalising packet loss probability
across traffic flows [20]. The bottleneck link bandwidth is set
to 10Mbps with latency set to 40ms. The rest link
bandwidths are 100Mbps with latency 10ms.

In our experiments, the performance of TFRC and AWP
was evaluated separately. Node 0 (in conjunction with sink
Node 7) ran TFRC protocol and Node 1 (with sink Node
6) ran AWP protocol. Each simulation experiment was run
for 200 s; it was observed that all simulations reached their
stable state. At Node 2 (with sink Node 5), we set up 16
UDP agents that transfer files with Pareto distributed sizes
[7] and act as infinite sources. Another 16 UDP agents with
the same traffic were deployed to act as finite sources
running from the 50th second to the 150th second, to
generate traffic with higher burstiness. The Pareto distribu-
tion parameter of file sizes was set to 1.05, 1.25, 1.65 and
1.85 to generate different distribution shapes. There is an
FTP source transferring packets with the size of 1400 bytes
at Node 3 (with sink Node 4) using the TCP mechanism,
with maximum window size of the bottleneck link

AWP
100Mbps

100Mbps

10Mbps

10ms
100Mbps

10ms

100Mbps
10ms10ms

40ms

TFRC TFRC-Sink AWP-Sink

Router2Router1

TCP-Sink Pareto-SinkPareto TCP

1
0

3
2

4

7
6

5

Fig. 4 Network topology for NS simulations with bottleneck link
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bandwidth. For each simulation, the traces were collected at
0.3 s granularity. This potentially yields 667 data points for
a single run of the simulation which can help us to obtain
reliable performance results even under high variability
associated with Pareto file distribution.

4.2 Experiment results

4.2.1 Average bandwidth utilities at various
time-scales: The first performance measure we present
here is the average bandwidth utility over different time-
scales. The range of time-scales considered here is from 0.5 s
to 5 s, with a step interval of 0.5 s. Figure 5 shows that AWP
has the highest bandwidth utility of 87.47% on average,
whereas TFRC makes use of 81.93% of available
bandwidth on average, and TCP reaches 76.69% only.

4.2.2 Dynamic available bandwidth utility: We
further examine the dynamic available bandwidth utility
of AWP on a chosen time-scale of 3 s, in contrast to those
of TFRC. The choice of 3 s is because this value can
maintain the balance of a high available bandwidth utility
and also a low packet loss probability.

In Fig. 6, ABW, AWP, and TFRC stand for the actual
available bandwidth, and available bandwidth utility
achieved by AWP and TFRC respectively. Figure 6 shows
that the dynamic available bandwidth utility of AWP
follows the change of the actual available bandwidth more
rapidly and closely than TFRC, especially when the
network condition changes sharply. This property ensures
a swift and adaptive response of AWP to various network
conditions.

4.2.3 Accuracy of prediction: One of the most
important features of AWP is its predictability. The
congestion control is made according to prediction
information. Figure 7 illustrates the prediction trace against
the real traffic. In order to demonstrate the prediction
accuracy numerically, the error rate is defined using (13).
The calculation reveals that the mean error rate is 0.0868
and the standard variance is 0.0744. These results reveal
that the prediction process can predict the forthcoming self-
similar network traffic with high accuracy.

4.2.4 Packet loss probability: The packet loss
probability is calculated using (5). Figure 8 illustrates the
packet loss probability of AWP with comparison to TFRC.
On average, AWP has a slightly higher packet loss
probability than TFRC, but the difference is very trivial.
More specifically, AWP causes only 2 more packet loss
events out of 10,000 than TFRC on average. It is worth
noting that the impacts caused by a few more drops can be
eliminated by an error control mechanism for multimedia
transmission. Therefore, it can be concluded that AWP has
similar packet loss performance to TFRC.

4.2.5 Standard variance of RTT: Figure 9 depicts
the standard variance of the round-trip time (RTT) of
AWP, TFRC and TCP, respectively. A low level of
variance accounts for relatively steady transmission RTT.
We can find that the standard variance of the RTT achieved
by AWP is almost half as much as that of TCP across all
the time scales. Moreover, the variance value has a descent
trend as the large time-scale increases. TFRC has the lowest
variance of RTT, which is consistent with its smoother
transfer property.
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4.2.6 Transfer rate smoothness: Let Rj
tcp; Rj

awp;

Rj
tfrc denote the jth sampled transfer rate for TCP, AWP

and TFRC, respectively, and let Rawp; Stfrc; Stcp represent
the total number of samples. Define DAWP , DTFRC, DTCP
as follows:

DAWP ¼
XSawp

j¼1
jRj

awp � Rj�1
awpj DTFRC ¼

XStfrc

j¼1
jRj

tfrc � Rj�1
tfrc j

DTCP ¼
XStcp

j¼1
jRj

tcp � Rj�1
tcp j ð18Þ

to express the aggregated absolute value of rate differ-
ence [21].

Assuming that the smoothness degree of TCP is 1, we
define relative smoothness degree of AWP and TFRC
against TCP as

Sawp ¼
DAWPi

DTCPi
Stfrc ¼

DTFRCi

DTCPi
ð19Þ

Using (18) and (19), the degree of transfer rate smoothness
can be calculated and shown in Fig. 10.

Note that the lower the result of (19) is, the smoother the
corresponding mechanism is. In Fig. 10, AWP and TFRC
are both smoother than TCP. Note that AWP has shown to
be less smooth than TFRC because AWP makes higher
utility of dynamic available bandwidth and thus results in
more changes of throughput. However, AWP is still much
smoother than TCP and is close to the performance of
TFRC.

4.2.7 TCP-friendliness of AWP: Finally we inves-
tigate the TCP-friendliness of AWP. Let T awp, T tfrc and T tcp

denote the average throughput of AWP, TFRC and TCP,
respectively. The friendliness is then defined as [21]:

Fawp ¼
Tawp

Ttcp
Ftfrc ¼

Ttfrc

Ttcp
ð20Þ

With this definition, the friendliness of TCP is set to 1. The
closer to 1, the more TCP-friendly the mechanism is.
Figure 11 reveals that AWP is more friendly than TFRC on
average, which means AWP has preserved TCP-friendliness
during transmission. This advantage is very important when
different network transmission protocols (e.g. TCP or
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TCP-compatible protocols) are running concurrently in one
network environment.

5 Conclusions

Traffic self-similarity (i.e. scale-invariant burstiness and
correlations) demonstrated by many high-quality measure-
ment studies on the modern internet has a detrimental
impact on network performance, including a great increase
in both packet delay and loss rate. This paper has proposed
a novel adaptive scheme for congestion control of multi-
media self-similar traffic over multiple time-scales, which we
refer to as adaptive wavelet and probability-based (AWP)
scheme. On the normal time-scale, implicit prediction of
available bandwidth obtained from feedback is used to
support smooth and TCP-friendly rate-based feedback
congestion control; on the large time-scale, explicit predic-
tion to detect persistent changes in overall network
contention is applied to modulate the rate control exhibited
on the normal time-scale.

Unlike the existing congestion control schemes for self-
similar traffic reported in the current literature, this
proposed AWP scheme is more suitable for multimedia
transmission as it uses a TCP-friendly and smooth rate
control scheme. Moreover, it directly exploits traffic self-
similar properties in congestion control in conjunction with
the extended multifractal wavelet model (EMWM). In
particular, AWP is adaptive to network environment
changes by virtue of confidence analysis and auto-correction
algorithm during the process of analysing network available
bandwidth.

A series of simulation experiments have been carried out
in order to compare the relative performance merits of
AWP, TCP and TFRC. The results have shown the unique
advantages for AWP including: (1) the network bandwidth
utility is greatly improved along with the low packet loss
probability since the self-similar properties of network
traffic are exploited in the design of the congestion control
scheme; (2) AWP contains good adaptation to the variation
of network environment; (3) AWP preserves smoothness
and TCP-friendliness of output rate, which are very
important for the QoS improvement of multimedia
application and network stability.
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