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Abstract Multimedia broadcasting is a popular application in an ad hoc wireless
network, itself composed of battery-operated nodes. Hence, energy conservation and
avoidance of frequent re-construction of broadcast paths are crucial to ensure robust
and uninterrupted service of multimedia broadcasting applications. This paper in-
troduces a class of distributed broadcast algorithms based on variations of Relative
Neighborhood Graphs (RNG). In contrast to the original RNG-based algorithms, the
proposed algorithms consider the remaining battery energy of nodes and the distance
between nodes as criteria for determining the relative neighborhood of a node. This

This work is a significant improvement of the RNG-based broadcasting algorithms proposed
in (Proc. CyberC (Intl. Conference on Cyber-Enabled Distributed Computing and Knowledge
Discovery), pp. 94—100, 2010; Proc. National Symposium on Telecom. (NST), pp. 1-5, 2010).
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approach is intended to boost the resiliency of the broadcast path by avoiding the
choice of nodes with low remaining battery capacity as rebroadcast nodes. Exten-
sive simulations are conducted, demonstrating that the proposed algorithms improve
over the original RNG in several aspects, including the reduction of broadcast storms,
longer path lifetime, and shorter broadcast latency.

Keywords Multimedia applications - Broadcasting - RNG - Forbidden set -
Modified RNG - Simulation

1 Introduction

Wireless ad hoc networks have witnessed growth in popularity and diversity of ap-
plications. Typically, such networks have dynamic topologies without the support
of an infrastructure. Moreover, connectivity is maintained in a decentralized fashion
through a form of multi-hop radio network. Broadcasting is a special routing process
used to transmit a packet so that each node in the network receives a copy of it. Blind
flooding is the simplest and most widely used approach by which broadcasting can
be achieved without the need for global information. However, redundant transmis-
sions due to blind flooding [1] may cause broadcast storm, resulting in contention and
collision, thereby lowering the broadcast efficiency and wasting unnecessary energy.

In general, broadcasting can be optimized using two approaches. The first one con-
sists in reducing the quantity of the needed relaying nodes [2—-8] and the second one
consists in limiting the transmission power generated at each node [9-14]. Recently,
we proposed an energy saving broadcast routing protocol for ad hoc networks with
asymmetric link costs [15], based on Edmonds’ algorithm. A distributed version of
this algorithm was presented in [16]. Residual battery energy is a precious resource
in handheld devices. Maximization of the minimum residual energy of nodes after
transmission of data packets for multicast applications in mobile ad hoc networks
was studied in [17].

A Relative Neighborhood Graph over a set of nodes was studied in [18]. The RNG
contains the edges of a minimum spanning tree of the set of nodes. In turn, the edges
of the RNG belong to a Delaunay triangulation of the nodes [19]. The application of
the RNG in the design of broadcast routing algorithms was investigated in [20, 21],
where it was assumed that each node can get its own location information by various
positioning techniques, and can obtain locations of its neighbors through exchanging
the HELLO packets. Such information is used to calculate the distance among nodes
and to build the RNG graph. Afterwards, the transmission power can be adjusted
accordingly.

The concept of forbidden set routing was introduced in [22] and [23] in the context
of policy-based routing. Each node in a network is allowed to define its own set of
forbidden nodes in accordance with security concerns or for economical reasons.
A routing path defined with a forbidden set K is said to be K-constrained. Further, a
distributed labeling scheme was devised with O(n) space requirement at each node
where n is the number of nodes. In [24], the forbidden set was explored from a graph-
theoretical perspective. In particular, the effects of the forbidden set on the minimal
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connected dominating set for a graph were examined. Similarly, in [25], a forbidden
set was used in the design of routing algorithms for wireless ad hoc networks based
on the remaining battery energy at each node. We follow the same idea in this paper.

In this paper, the relative neighborhood graph and forbidden set concepts are used
in conjunction in the design of broadcast methods for ad hoc networks [3], yield-
ing a distributed broadcasting algorithm called RNGF. Then the nature of wireless
transmissions using omni-directional antennas is exploited to eliminate redundant
rebroadcasts, resulting to our so-called RNGF-R algorithm. The second set of al-
gorithms is defined in a similar vein by defining a weighting factor based on two
patterns: the remaining battery energy capacity of a node and the distance between
nodes. The performance of the proposed algorithms is evaluated by simulations, us-
ing few predefined metrics.

The paper is organized as follows. Section 2 examines the requirements of mul-
timedia applications in ad hoc wireless networks and the use of geometric routing
protocols based on RNG and similar graph-theoretical approaches. We also discuss
and contrast our work against previous works on this area. In Sect. 3, the RNGF and
RNGF-R algorithms are briefly reviewed. A novel mechanism to remove redundant
rebroadcasts is also presented. In Sect. 4, generalized modified RNG algorithms are
presented, which use the above mechanism to further increase the energy conserva-
tion. In Sect. 5, the performances of the studied algorithms are compared through
intensive simulations, using: (i) the number of rebroadcast nodes, (ii) the average de-
gree of domination, (iii) the total energy consumption, (iv) the lifetime of broadcast
path, and (v) the broadcast latency as performance metrics. Finally, in Sect. 6, we
conclude our work and point to future research.

2 Motivation of our work

The flexibility and ease of deployment have made ad hoc networks highly popular.
In recent years, more and more applications have been implemented in ad hoc net-
works, among which sharing of multimedia information has experienced tremendous
growth. As smart phones and various types of handheld devices are equipped with
greater computing and communication capabilities, sharing of movies, pictures, and
other formats of multimedia data has become a common form of entertainment. This
type of information sharing requires broadcast of multimedia from one source to all
other nodes in an ad hoc network.

Multimedia applications have stringent quality of service (QoS) requirements.
They are sensitive to delays and jitters and are also intolerant of broadcast path fail-
ures. Thus, energy-efficient and reliable schemes need to be designed to support mul-
timedia broadcasting in such a network setting. In this regards, RNG possesses many
desirable features, making it a suitable basis upon which algorithms can be devised
to meet multimedia broadcast requirements.

A number of geometric spanners, including RNG, Gabriel graph (GG), and local
Delaunay triangulation, have been proposed for multimedia applications in ad hoc
networks. In particular, RNG and GG have been incorporated as the underlying net-
work topology in several geometric routing protocols to support guaranteed packet
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delivery in multimedia communications [26-28]. The performances of these proto-
cols in terms of QoS parameters were compared in [29].

In our previous works [29-31], we have developed a number of RNG-based broad-
cast algorithms. More precisely, in [30], a combination of the RNG and the forbidden
set was introduced for the first time to design a distributed broadcasting algorithm
for wireless ad hoc networks and the effect of different threshold values (inherited
from the definition of the forbidden set) on the performance of this algorithm was in-
vestigated. In [31], this same algorithm was further improved by adopting the energy
cost model introduced by Heizelman et al. [35] in order to reduce the redundant re-
broadcasts. In [32], a modified version of RNG was introduced, yielding two classes
of algorithms (referred to as MRNG(1, 1) and MRNG(1, 2)).

In this paper, the RNG-broadcasting algorithms proposed in [31, 32] are revis-
ited and improved as follows. An alternative novel approach to removing redundant
rebroadcasts is described and implemented. This approach is different from the pre-
vious ones in the sense that (i) the nominal battery voltage is taken into account in
the calculation of the path lifetime, (ii) the receiving and transmitting energy at each
node is considered as design parameters to more accurately reflect the actual energy
consumption in the network, and (iii) the graphs generated are loop-free. A gen-
eralization of the MRNG algorithms resulting from this approach is referred to as
MRNG(«, 8) where the parameters « and 8 are used to embody the effect of both
the distance between nodes and the remaining battery energy at a given node.

3 RNGF and removal of redundant rebroadcasts
3.1 Constructing the relative neighbor graph

Let V be the set of nodes in an ad hoc network and E be the set of links between
the nodes in V. The graph G(V, E) denotes the underlying graph of network. Let us
assume that each node can transmit the data to a maximum distance rmax and the
distance between two nodes u and v is d(u, v). The neighbor set of u, denoted N(u),
is defined as N(u) = {v|d(u, v) < rmax} and there exists a link (#, v) between nodes
u and v. Let GR(V, ER) be the relative neighborhood graph induced on G. Eg is a
subset of E and can be defined as follows:

ER={(u,v)eE|!EIweV,(u,w)eE,(w,v)eE

e dww) Lo 7w )
A > A > (D
dlu,w) d(u,v) dlv,w) d(u,v)

As an example:

Figure 1 depicts a network consisting of 50 nodes randomly distributed in an area
of 1000 x 1000 m? with Fmax = 250 m. It is assumed that the remaining battery
capacity is uniformly distributed between 15% and 100%, with 100% corresponding
to a fully charged battery. The node marked with an asterisk serves as source node.
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Fig. 1 An ad hoc network with 1000 ¢
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Fig. 2 Routing tables for determining relative neighbors [31]

Figure 2 shows three nodes that are within the transmission range of each other
and the information kept in the routing table of each node. The nodes exchange in-
formation in order to determine relative neighbors.

Figure 3 shows how the transmission range is adjusted based on the information
exchanged. The updated routing tables during the process of forming the RNG are
also shown. Here, nodes u and v do not need to maintain a direct path because the
data can be routed via node w, thereby reducing the energy consumption.

Figure 4 shows the RNG for the network of Fig. 1. The threshold value for defin-
ing the forbidden nodes is set at 0.36. Therefore, nodes with the remaining battery
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capacity lower than the 0.36 are indicated by the red dots in the figure, whereas those
with higher remaining battery capacity are indicated by the green dots.

3.2 RNGF algorithm

The RNGF-based broadcast algorithm [30] combines the RNG and a forbidden set in
its design. It has a built-in mechanism to exclude certain nodes for acting as relay or
rebroadcast nodes. Thus, when creating the RNG, nodes with low remaining battery
capacity will be avoided. When the remaining battery capacity of a node is below a
certain predefined threshold value, the node will be designated as a forbidden node.
Forbidden nodes can only transmit control packets and are not allowed to transmit
data packets.
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The pseudo-code of the RNGF algorithm can be found in [30]. An example illus-
trating the idea of the algorithm is provided in Fig. 5. For brevity, we will also refer
to the sub-graph induced by the RNGF algorithm as RNGF. In Fig. 5, if all the nodes
in the intersection of nodes u and v’s transmission range are forbidden nodes, node u
will choose v as one of its relative neighbors. The forbidden flag in the routing table
is used to indicate whether a node is forbidden (flag value equals to 1) or not (flag
value equals to 0). If there is no node in the overlap area, node u will also set v as
its relative neighbor. The RNGF for the network in Fig. 1 is depicted in Fig. 6. As
expected, all the forbidden nodes are terminal nodes.
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Fig. 7 Removing redundant
rebroadcast nodes [31]
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3.3 Removal of redundant rebroadcasts

The idea of removing unnecessary rebroadcasts has been used previously in [33,
34] by exploiting the nature of wireless transmissions. After an RNG or RNGF is
generated, a similar technique can be used to get rid of redundant rebroadcast. Figure
7 shows two cases where this method can be applied [34].

(i) Consider the forbidden node f in Fig. 7(a). It is covered by both nodes g and
e, but since g is closer to f, g will be kept as the upstream node of node f. In
addition, node e does not have to cover node f, thus, its transmission range can
be shrunk as indicated in Fig. 7(b).

(i) Node b in Fig. 7(a) is a regular node (i.e., non-forbidden node). It has two up-
stream nodes ¢ and d, but node d is a relative neighbor of b and node c is not.
Node b can send a control message to node d asking it to drop b from its list of
relative neighbors. Node b will also send a message to node ¢ asking it to add b
as its new relative neighbor. This situation is also illustrated in Fig. 7(b). After
the procedure is completed, d can lower its transmission power or will not trans-
mit at all if b was its only downstream node. This method used for the removal
of redundant rebroadcast has the advantage of reducing the path length from the
source to node d.

Our proposed alternative approach consist in retaining only the upstream node
which is a relative neighbor of the target node and has the smallest hop count from
the source node in case multiple routes to the target node exist. When there are two or
more such nodes, the one which has the shortest distance to the target node is kept and
the rest are removed. The graph depicted in Fig. 6 illustrates this idea. Here, node # is
a forbidden node and has g, j, k as its upstream nodes. Since node g has the smallest
hop count from the source node, it is retained as the relative neighbor of & and the
other two are removed. Node j has i and k as upstream nodes. Both of them are 3
hops away from the source node but node k is closer to node j. Therefore, the link
from k to j is kept and that from i to k is removed. This approach is adopted in our
study. Note that the upstream—downstream relationship is dependent on the source
node.

When the removal of redundant rebroadcasts is combined with the RNG (resp.,
RNGEF), the resulting algorithm is referred to as RNGR (resp., RNGFR). Figure 8
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Fig. 8 RNGR corresponding to 1000
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depicts the RNGR corresponding to the graph in Fig. 4. Similarly, Fig. 9 depicts the
RNGFR corresponding to the graph in Fig. 6. Note that since only one upstream node
is retained, the broadcast graph is loop-free after the removal procedure is performed.

4 Modified RNG algorithms

In RNG, the distances between nodes are considered as the only criterion when de-
termining the relative neighbors of a node. Hence, it might occur that nodes with low
remaining battery capacity be selected as rebroadcast nodes, rending the broadcast
path vulnerable to failure when those nodes have used up their energy.

To circumvent this problem, the original RNG is modified by considering the re-
maining battery energy as one of the design criteria of the broadcast algorithms [31].
This has led to a generalization of RNG (denoted MRNG(«, 8)), where the parame-
ters « and S are used to embody the effect of both the distance between nodes d (u, v)
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Algorithm 1 MRNG(«, 8)

ForueV

: Obtain the position and the remaining battery information;
: Exchange the information with the neighbors and calculate distance to neighbors;
:For veN(u)

:S(w) =N@) N"N(v);

f S(v)=¢

: Set v as relative neighbor of u; break;

: For z € S(v)

Af Woy > Wy A Wy > Wy, break;

: Set v as relative neighbor of u;

O 0 1N U A~ W

and the remaining battery energy of a node »(), combined into a weighting factor W.
The weighting factor associated with two nodes u and v is defined as:
b (u)
MRNG(e, ) = ———— 2
@B = Z5ow @
When o =0 and 8 = 1, the original RNG is obtained.
Using the above settings, one can define the edge set Ery of MRNG(«, B) as:

Erm = {(u,v) €E|!'3w € VA [Wyy > Wy ] A [Wyy > Wy, 1} 3)

The operation of the MRNG(«, §) is given in Algorithm 1.

Compared to RNGF which employs a fixed threshold of remaining battery energy
in determining the forbidden nodes, MRNG(«, ) considers the distance and remain-
ing energy capacity simultaneously, making it more flexible. When MRNG(1, 1) and
MRNG(1.5, 2) are applied to the network in Fig. 1, the broadcast graphs are as shown
in Figs. 10 and 11. As before, the graphs generated by the algorithms will also be
mentioned by the respective name of the methods when no ambiguity arises. The
broadcast paths depend on the distribution of the remaining battery energy capacity.
Since no nodes are explicitly designated as forbidden nodes, the nodes are not marked
differently.

As for RNG and RNGF, redundant rebroadcasts can be removed after the broad-
cast paths are established [13]. This step is performed in a way similar to that de-
scribed previously. When removal of redundant rebroadcast nodes is used in con-
junction with MRNG(«, B), the resulting method is denoted as MRNG(«, B)R.
Figures 12 and 13 show the broadcast paths constructed by MRNG(1, 1)R and
MRNG(1.5,2)R for the network in Fig. 1. The graphs contain no loops and can
effectively eliminate the collision or interference caused by two or more nodes trans-
mitting to the same node.

5 Performance evaluation

In this section, the performance of the proposed algorithms is compared against the
original RNG method.
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Fig. 10 MRNG(1, 1) for the
network of Fig. 1
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Fig. 11 MRNG(1.5, 2) for the
network of Fig. 1
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5.1 Performance metrics

Visual C++ was used to implement RNG, RNGF, and RNGFR under the Windows
operating system. The energy cost model introduced in [35] is adopted, in which the
energy ET, taken for transmitting / bits for a distance of d is calculated as:

ETx(ly d) = ETx-elec(l) + ETx-amp(L d)

. {lEelec +legd?,  ifd < do,

" | Eetec + lempd®, if d > d, *

where Ejec is the energy expenditure of the electronic circuit for transmitting one bit
of data and it is independent of the distance d, &¢; is the proportionality constant in
free space where path loss is quadratic with distance, emp is the proportionality con-
stant when multipath fading affects the channel quality, d is the distance at which the
transition between free space and multipath fading channel models occurs. According
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Fig. 12 MRNG(1, )R
corresponding to Fig. 10
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to [35], the values of the above-mentioned parameters are chosen as E¢jec = 50 nJ/bit,
ers = 10 pJ/bit—mz, and emp = 0.0013 pJ/bit—m4. The values of &t and emp allow us
to derive the approximate value of dy to be 87 m. The radio energy expenditure for
receiving each bit of data is equal to E.jec, assuming that each node is equipped with
a Li-ion battery with a nominal voltage of 3.6 V.

The simulation parameters are captured in Table 1.

Different node distributions are generated with different seed values for random
numbers and 300 topologies for which all the algorithms can successfully generate
broadcast paths are examined to eliminate possible bias. For each topology, a regular
node is randomly selected as the source node. For comparison purpose, the following
performance metrics are used:

e Number of rebroadcast nodes: number of intermediate nodes involved in relaying
the data packets.
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Table 1 Simulation parameters

Parameter Value

Size of topology (m?) 1000 x 1000
Maximum transmission radius (m) 250

Number of nodes 40 ~ 100
Egy (Full battery capacity) 1000 mAh
Distribution of remaining battery capacity (%) 15~ 100
Threshold of forbidden nodes (%) 32

Data rate 2 Mbps

e Average degree of domination: the mean number of downstream nodes for each
rebroadcast node.

o Total energy consumption: sum of the energy expenditure of rebroadcast nodes.

e Lifetime of broadcast path: the time when the first node on the broadcast path runs
out of energy, provided that data are continuously sent out from the source node at
a fixed bit rate.

e Broadcast latency: the maximum number of hops from the source node to any other
node in the ad hoc network.

The first two metrics characterize the sub-graph generated by each algorithm. The
third metric reflects the energy efficiency of an algorithm. The last two metrics are
similar to those suggested by IETF MANET Working Group [36].

5.2 Results

Figure 14 shows the number of rebroadcast nodes as a function of the total nodes.
In this figure, it can be observed that for all the methods the number of rebroad-
cast nodes increases when the number of nodes increases. In all cases, RNG has the
largest number of rebroadcast nodes because it favors the use of many shorter links
over a small number of long links. MRNG(1, 2.5) has the second largest number
of rebroadcast nodes because it assigns a relatively high weighting to distance, and
therefore also prefers short links to long links. On the other hand, MRNG(1,1) gives
an equal weight to the remaining battery capacity and distance and has the lowest
number of rebroadcast nodes. The number of rebroadcast nodes for RNGF depends
on the threshold value for the forbidden nodes since these nodes are banned from
serving as rebroadcast nodes.

With the parameter values given in Table 1, approximately 20% of nodes are for-
bidden nodes; this limits the number of rebroadcast nodes. Removal of redundant
rebroadcast effectively cuts down the number of rebroadcast nodes.

Figure 15 compares the degree of domination for each rebroadcast node. A higher
degree of domination means that each transmission can reach more downstream
nodes. Except for MRNG(1, 1), all the methods have an average degree of domi-
nation below 2. It is also observed that the degree of domination is almost a constant,
regardless of the number of nodes in the network. In general, the degree of domination
shows a trend contrary to the number of rebroadcast nodes. Thus, MRNG(1, 1) has
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Fig. 14 Number of rebroadcast 80
nodes versus total nodes o: RNG
$ x: RNGR
< 707 +RNGF
o O: RNGFR 4
o V: MRNG(1,1) &
@ 60| A:MRNG(1.5,2) :
3 <I: MRNG(1,1)R 5
o >: MRNG(1.5,2)R 5
S 50¢ # 4
[}
— -
“
o
o 40F -
[}
0
E
z 307
20 1 L L L L
40 50 60 70 80 90 100
Number of nodes
2.1 . . r
4| o:RNG
2 _P_'____.,f-“’ || x:RNGR
s +: RNGF
P e [J: RNGFR
S 19 B V: MRNG(L,1)
= At MRNG(1,2.5)
© .
< 48l 1| <:MRNG(L,1)R
£ L e +—1| P>:MRNG(1,2.5)R
5 ’ s
S . 1
o //4 e — |
[0} P"’ et A ——
o 18 IS 1
S — —
) = ‘_'_____4-——-—'—_—“'_'_
o 45—
1.4}
. e -
13 . . . ) A
40 50 60 70 80 90 100

Number of nodes
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the least number of rebroadcast nodes and the largest degree of domination. Interest-
ingly, removal of redundant rebroadcast nodes also reduces the degree of domination
for all of the methods. This can be justified by the fact that most rebroadcast nodes
will have only one downstream node after the removal.

Figure 16 shows the total energy consumption of the broadcast path produced
by all methods. This is the sum of the energy expended by all the nodes along the
broadcast path, both transmitting and receiving data. The transmitting energy of a
node in this study grows at least with the square of distance and with the fourth
power beyond 87 m. Moreover, this energy is determined by the longest link between
a rebroadcast node and its downstream nodes. Given that the maximum transmission
is 250 m, the energy cost increases rapidly when the link is long. Since the number
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Fig. 16 Energy consumption of broadcast path

of rebroadcast nodes is smaller for MRNG(1, 1), it is likely to have few long links.
This accounts for the relatively high energy expenditure for the method.

With a proportion of nodes prohibited from serving as rebroadcast nodes, RNGF
is forced to choose longer links. Hence, its energy cost is higher than that of RNG.
MRNG(1, 2.5) may also choose long links, but for a different reason, thus, it also
tends to have high energy cost. As the number of nodes increases, the node density
also increases. This means that the distance between nodes will decrease and lower
the energy cost, as reflected in the curves. The reduction is particularly pronounced
for MRNG(1, 1). Removal of redundant rebroadcasts is effective in curbing the en-
ergy waste. As can be seen in Fig. 16, most methods see a significant energy reduction
by using the approach. This reduction is especially pronounced for MRNG(1, 1).

The lifetime of the broadcast path is compared next. This performance metric is
different from the total path energy consumption. Instead, it is closely related to the
ratio of the remaining battery energy at a node and the energy cost expended by it.
In particular, the node which has the lowest ratio will decide the path lifetime and is
critical to multimedia sharing applications. Figure 17 shows the results for the various
methods.

The path lifetime improves with the number of nodes for all the methods. This is
a result of shorter links as nodes get denser. RNG has a modest performance com-
pared to other methods, better than MRNG(1, 1) but inferior to the others. RNGF
outperforms the other methods when the number of nodes is small. This attests to the
effectiveness of choosing nodes with high remaining battery capacity for rebroadcast-
ing in extending the path lifetime. When the number of nodes is large, MRNG(1, 2.5)
prevails. This can be attributed to the facts that MRNG(1, 2.5) takes the remaining
energy into account and the way weighting is defined more closely matches with the
energy cost model. Removal of redundant rebroadcasts again plays an important role
in elongating the broadcast path lifetime. It should be noted that the lifetime of nodes
on the broadcast path varies widely. Indeed certain nodes on the path can last for sev-
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Fig. 17 Broadcast path lifetime 0.5
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eral hours before running out of battery energy. For the path lifetime, the shortest of
node lifetimes is used.

The amount of time taken for a piece of data to arrive at all the nodes is also impor-
tant in multimedia broadcasting applications. Figure 18 demonstrates the broadcast
latency in terms of hop count. Note that because of the way the removal of redundant
rebroadcasts is performed, the operation does not affect the broadcast latency. This is
reflected in Fig. 18. Not surprisingly, since RNG opts for short links, it also has the
longest latency. RNGF has to skip certain nodes and therefore has a shorter latency
than RNG. The two MRNG algorithms exhibit the best performance in this aspect.
A comparison of Fig. 14 with Fig. 18 shows that, in general, the more the rebroadcast
nodes, the longer the latency.
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6 Conclusions

This paper has investigated a number of approaches for incorporating the remain-
ing battery energy as design parameters to boost the performance of RNG-based al-
gorithms. These have led to a generalization of RNG-based algorithms (so-called
MRNG(«, 8) algorithms). The superiority of these algorithms in terms of perfor-
mance over the original RNG-based algorithms has been established by simulations.
The versatility of the design features of the MRNG(«, 8) algorithms makes these al-
gorithms suitable for use in ad hoc networks for multimedia applications. Another
desirable feature of the algorithms is that they involve only localized information
exchange, thereby making them appealing for a mobile environment consisting of
moving nodes. This will be further investigated in our future research. In such an en-
vironment, it is important to cut down the overhead of control message interchanges.
Some of the ideas discussed in [17] can be incorporated in the adaptation of the pro-
posed algorithms.

References

1. Ni S, Tseng Y, Chen Y, Sheu J (1999) The broadcast storm problem in a mobile ad hoc network.
In: Proc the 5th annual ACM/IEEE international conference on mobile computing and networking,
pp 151-162
2. Lim H, Kim C (2000) Multicast tree construction and flooding in wireless ad hoc networks. In: Proc
the 3rd ACM international workshop on modeling, analysis and simulation of wireless and mobile
systems (ACM MSWiM 2000), Boston, Massachusetts, USA
3. Peng W, Lu X (2001) AHBP: an efficient broadcast protocol for mobile ad hoc networks. J Sci Technol
2(2):97-192
4. Das B, Bhargavan V (1997) Routing in ad-hoc networks using minimum connected dominating sets.
In: Proc of IEEE international conference on communications, pp 376-380
5. Wu J, Li H (1999) On calculating connected dominating set for efficient routing in ad hoc wireless
networks. In: Proc the 3rd international workshop on discrete algorithms and methods for mobile
computing and communications, pp 7-14
6. Stojmenovic I, Seddigh M, Xunic J (2002) Dominating sets and neighbor elimination based broad-
casting algorithms in wireless networks. IEEE Trans Parallel Distrib Syst 13(1):14-25
7. Alzoubi KM, Wan PJ, Frieder O (2002) New distributed algorithm for connected dominating set in
wireless ad hoc networks. In: Proc the 35th Hawaii international conference on system sciences, pp
1-7
8. Dai F, Wu J (2003) Distributed dominant pruning in ad hoc wireless networks. In: Proc the IEEE
international conference on communications (ICC), pp 353-357
9. Kirousis L, Kranakis E, Krizanc D, Pelc A (1997) Power consumption in packet radio networks. In:
Proc of the 14th symposium on theoretical computer science (STACS’97), pp 363-374
10. Wieselthier JE, Nguyen GD, Ephremides A (2000) On the construction of energy-efficient broadcast
and multicast trees in wireless networks. In: Proc IEEE INFOCOM, Tel Aviv, Israel, Mar, pp 585-594
11. Cormen TH, Leiserson CE, Rivest RL, Stein C (2001) Introduction to algorithms. The MIT Press,
Cambridge, ISBN-10:0-262-03293-3
12. Kruskal JB (1956) On the shortest spanning subtree of a graph and the traveling salesman problem.
Proc Am Math Soc 7(1):48-50
13. Edmonds J (1967) Optimum branchings. J Res Natl Bur Stand (71B), 233-240
14. Humblet P (1983) A distributed algorithm for minimum weighted directed spanning trees. IEEE Trans
Commun 31(6):756-762
15. Chen LS, Wang HC (2009) BREAC: broadcast routing based on Edmonds algorithm for ad hoc net-
works with asymmetric cost model. In: Proc the 5th international conference on wireless communi-
cations, networking and mobile computing, Beijing, China, 24-26 Sept, pp 1-5

@ Springer



Revisiting relative neighborhood graph-based broadcasting 41

16.

17.

18.

19.

20.

21.

22.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

Chen LS, Wang HC, Woungang I, Kuo FC EOBDBR: an efficient optimum branching-based dis-
tributed broadcast routing protocol for wireless ad hoc networks. Telecommun Syst J (in press)

Hsiu PC, Kuo TW (2009) A maximum-residual multicast protocol for large-scale mobile ad hoc
networks. IEEE Trans Mob Comput 8(11):1141-1153

Jaromczyk JW, Toussaint GT (1992) Relative neighborhood graphs and their relatives. Proc IEEE
80(9):1502-1517

Sedgewick R, Wayne K (2007) Minimum spanning tree. Lecture notes for algorithms & data struc-
tures. Princeton University, Princeton

Cartigny J, Simplot D, Stojmenovic I (2003) Localized minimum-energy broadcasting in ad-hoc net-
works. In: Proc IEEE INFOCOM 2003

Cartigny J, Ruiz PM, Simplot-Ryl D, Stojmenovic I, Yago CM (2009) Localized minimum-energy
broadcasting for wireless multihop networks with directional antennas. IEEE Trans Comput 58(1),
120-131

Feigenbaum J, Karger D, Mirrokni V, Sami R (2005) Subjective-cost policy routing. In: Lecture notes
in computer science, vol 3828. Springer, Berlin, pp 174-183

. Courcelle B, Twigg A (2007) Compact forbidden-set routing. In: Lecture notes in computer science,

vol 4393. Springer, Berlin, pp 37-48

Yen WCK (2008) Restricted independent domination problems on graphs. Int J Comput Syst Sci Eng
23(4):23-29

Yen CH, Wang HC (2009) Minimum cost broadcast routing with forbidden set for ad-hoc networks.
In: Proc international conference on communications and mobile computing, vol 2, pp 20-25

Bose P, Morin P, Stojimenovic I, Urmutia J (2001) Routing with guaranteed delivery in ad hoc wireless
networks. Wirel Netw 7(6):609-616

Karp B, Kung HT (2000) GPSR: greedy perimeter stateless mouting for wireless networks. In: Proc
6th annual international conference on mobile computing and networking, New York, USA, pp 243—
254

Kuhn F, Wattenhofer R, Zhang Y, Zollinger A (2003) Geometric ad-hoc routing of theory and practice.
In: Proc annual symposium on principles of distributed computing, New York, USA, pp 63-72
Satyanarayana D, Rao SV (2008) A spanner for multimedia applications in ad hoc networks. In: Proc
IET international conference on wireless mobile & multimedia networks, pp 231-234

Lin JB, Wang HC, Kuo FC, Ting KC (2010) Distributed broadcast algorithm for wireless ad hoc
networks based on RNG and forbidden set. In: Proc mobile computing, NTCU, Taichung, Taiwan, 28
May, pp 1-6

Wang HC, Lin JB, Kuo FC, Ting KC (2010) Combination of relative neighborhood graph and for-
bidden set in the design of distributed broadcast algorithms for wireless ad hoc networks. In: Proc
cyberc (intl conference on cyber-enabled distributed computing and knowledge discovery), Huang-
shan, China, 10-12 Oct, pp 94-100

Lin JB, Wang HC, Kuo FC, Tseng CC, Ting KC (2010) Distributed broadcast algorithms based on
variants of relative neighborhood graphs for wireless ad hoc networks. In: Proc national symposium
on telecom (NST), Chang-Gung University, Taoyuan, Taiwan, 3—4 Dec, pp 1-5

Li XY, Wang Y, Wan PJ, Song WZ, Frieder O (2004) Localized low-weight graph and its applications
in wireless ad hoc networks. In: Proc IEEE INFOCOM, 2004

Peng W, Lu X (2000) On the reduction of broadcast redundancy in mobile ad hoc networks. In: Proc
ACM international symposium on mobile ad hoc networking & computing, pp 129-130

Heinzelman WB, Chandrakasan AP, Balakrishnan H (2002) An application-specific protocol archi-
tecture for wireless microsensor networks. IEEE Trans Wirel Commun 1(4):660-670

Corson S, Macker J (1999) Mobile ad hoc networking (MANET): routing protocol performance issues
and evaluations considerations. IETF RFC 2501

@ Springer



Copyright of Journal of Supercomputing is the property of Springer Science & Business MediaB.V. and its
content may not be copied or emailed to multiple sites or posted to a listserv without the copyright holder's
express written permission. However, users may print, download, or email articles for individual use.



