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Abstract

The purpose of this study was to explore the effects of modality on learning from mul-
timedia instruction. This study utilized a factorial between-subject design to examine the
effects of modality on student learning outcomes, study patterns and mental effort. An
interactive computer-presented diagram was developed to teach the places of articula-
tion in human speech. A total of 151 undergraduate students at a large southwestern
university in USA participated in this study. Participants were randomly assigned to
one of two modality conditions (ie, written text and spoken text). Data were obtained
through surveys, student logs and knowledge tests. Findings revealed a reverse modality
effect, wherein participants who studied with written text outperformed those who
studied with spoken text.

Modality and the reverse modality effect

The modality design principle is used by instructional designers to foster the learning process in
multimedia instruction. According to the modality principle, spoken text is more effective than
written text when combined with pictures or animations (Mayer, 2009). Indeed, instruction
incorporating the modality effect has been shown to improve performance on retention and
transfer tests and to reduce mental effort (Briinken, Plass & Leutner, 2004; Mayer & Moreno,
2002; Tabbers, 2002). The theoretical rationale for the modality effect is based upon the notion
that in working memory, spoken text is processed via the auditory channel while pictures and
written text are processed via the visual channel (Mayer, 2008, 2009; Paivio, 1990). Therefore,
when text and pictures are both processed via the visual channel of working memory, it becomes
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Practitioner Notes
What is already known about this topic

* The modality principle suggests that spoken text is more effective than written text
when combined with visuals.

* Recent research findings have questioned the modality principle suggesting certain
learning conditions are favorable to a reverse modality effect in multimedia learning.

What this paper adds

* Investigated the boundaries of both modality and reverse modality effects.

* Examined the modality principle under instructional conditions that prior research
suggests may be conducive to a reverse modality effect.

» Provided concrete recommendations for instructional designers.

Implications for practice and/or policy

» Written text was superior to spoken text when learners were given control over the
pace and sequence of multimedia instruction.

o Written text is optimal during multimedia instruction when students are learning new
and complex content because it allows them to employ text processing strategies.

overloaded. On the contrary, when spoken text is processed via the auditory channel and pictures
via visual channel, no channel is overloaded. This arrangement fosters learning because spoken
text and pictures do not compete for limited working memory resources.

The effectiveness of instruction with pictures and spoken text however may be limited to certain
learning conditions such as when the instruction is complex and/or learning is self-paced (Cheon,
Crooks, Inan, Flores & Ari, 2011; Tabbers, Martens & van Merriénboer, 2004). When studying
relatively complex topics (eg, advanced mathematical equations, a second language or anatomy)
or when learners have control of narration, the reverse modality effect may appear (Clark & Mayer,
2011). The reverse modality effect occurs when students have better learning outcomes when
studying from instruction where text is presented visually rather than in an auditory format
(Crooks, Cheon, Inan, Flores & Ari, 2012; Singh, Marcus & Ayres, 2012; Tabbers et al, 2004).
These scholars associate the reverse modality effect to learners’ ability to study at their own pace
and the use of text processing strategies to understand complex written text (Byrne & Curtis, 2000;
Corston & Colman, 1997; Stiller, Freitag, Zinnbauer & Freitag, 2009; Tabbers & de Koejier, 2010).

Although the number of computer and web-based multimedia instruction has increased drasti-
cally, specific guidelines for how to design multimedia instructions are not entirely clear in regard
to modality (Ginns, 2005) and, therefore, additional research isneeded to clarify in which learning
context instructional designer should consider the modality or reverse modality effect. Although
the modality effect has received considerable empirical support (Briinken et al, 2004; Mayer, 2009;
Mayer & Moreno, 2002), some recent experiments have found the opposite to modality—the
reverse modality effect (Cheon et al, 2011; Crookset al, 2012). Therefore, practitioners continue to
be left undirected and have no specific prescriptions of which modality design principle is more
suitable in diverse instructional conditions. This study aimed to further investigate the boundaries
of both modality and reverse modality effects, providing concrete recommendations for instruc-
tional designers.

Purpose of the study
The purpose of this study was to investigate the modality/reverse modality effect when learning
from a computer-based interactive diagram. The research question explored was “Do the written
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Figure 1: Modality conditions

text and the spoken text groups differ in learning performance, study patterns and mental
effort?”

Method

Participants

One hundred and fifty-one students enrolled in an undergraduate course on computer literacy
from a large southwestern university in USA participated in this study. Participants were ran-
domly assigned to one of the two experimental conditions: written text group (n = 79) and spoken
text group (n = 72). Participants’ ages ranged from 17 to 37 years but most (95%) were younger
than 23 years. The majority of the students were white (69.5%) and about two-thirds of them
were female (64.9%).

Instructional material

The participants studied the 12 places of articulation in human speech via a computer-presented
diagram of a cross-section of the human head. Each place of articulation was accompanied by
descriptions explaining the speech sounds formed at that location. Two versions of the computer
diagram were created: (1) a written text condition that provided on-screen text descriptions and
(2) a spoken text condition that provided audio descriptions (see Figure 1). Dependent on their
condition, once students clicked a location marker, they would either see a pop-up with written
text or listen to the same text in spoken form. In the spoken text condition, students were also
able to increase/decrease volume, pause, rewind and fast forward through the audio by clicking
respective buttons in the pop-up. Participants were given 10 minutes to study the instruction
having complete control over the pace and sequence of their learning. After study time, partici-
pants were asked to complete a mental effort measure and a series of knowledge assessment tests.

Data collection instruments

Knowledge assessments

In order to examine the impact of the modality condition on student learning outcomes, various
assessments were used in this study (eg, a comprehension test, a matching test, a spatial labeling
test and a spatial reconstruction test) to measure the participants’ performance after studying the
instructional material. A team of researchers and graduate students worked on the instruments
to ensure that they were aligned with the research questions and instructional content. Data
collection procedures and instrumentation built on those provided by previous studies (Cheon
et al, 2011; Crooks et al, 2012; Tabbers et al, 2004).

The comprehension test consisted of a 12-item multiple choice instrument designed to measure
student comprehension of the content presented in the computer program. The matching test
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consisted of a listing of the 12 places of articulation (eg, dental) and a corresponding list of the
sounds made at each place (eg, “th” as in thunder), plus three distracters. Participants were
required to match each place of articulation with its corresponding sound in order to assess how
well they associated the place of articulation with a specific sound it makes. The spatial labeling
test provided unlabeled articulation places in the diagram and the list so that participants can
move a description to the right place. This test score was calculated by summing up the number
of items correctly placed. Finally, the reconstruction test presented each participant with a blank
outline of the places of articulation diagram and a listing of the 12 places of articulation next to
the diagram. Each participant was required to drag the name of each place to its correct location
on the diagram. The reconstruction test score reflect the distance between correct locations and
the locations participants moved.

Mental effort

A commonly used subjective measure of mental effort scale was administered to measure the
amount of cognitive resources that participants’ perceived that they invested while studying
(Kalyuga & Sweller, 2005; Paas, Tuovinen, Tabbers & van Gerven, 2003). This scale consisted of a
9-point Likert scale ranged from 1 (extremely low) to 9 (extremely high). Paas and van Merrienboer
(1994) evaluated the scale as a reliable instrument (o0 = .82).

Study patterns

Data logs were kept to track participants’ actions (eg, total number of clicks and study time) while
they were interacting with the instructional material. The first, number of clicks, counted the
number of times that each participant clicked on place of articulation markers to read or hear the
description of each place of articulation. The second, study time, tracked the total number of
seconds each participant spent reviewing or listening to descriptions.

Results

Equivalence of groups

Although random assignment was used to account for the differences between the treatment and
control groups, a preliminary data analysis was conducted to examine if there were any significant
variations in the group assignments. The percentage of participants in each group did not differ
in linguistics background (3> (1, n=151)=.013, p=.908), gender (x> (1, n=151)=1.62,
p=.203), ethnicity (> (4, n=151)=4.87, p=.301), learning styles (x> (1, n=151) = 2.66,
p =.606) and academic classification (y? (3,n=151) = 4.94, p = .176). Similarly, the result of an
independent t-tests yielded no significant differences between conditions in regard to age
(t(149)=1.31, p=.191). Additionally, participants’ familiarity with the content of the instruc-
tional material (linguistics) was collected prior to study and the data were examined with and
without those 13 participants who reported familiarity with the content. There were no meaning-
ful changes in the results when those participants were excluded from the analysis. Considering the
random assignment, equal distributions of participants with linguistics background in each group
and no-significant differences in findings with the exclusion of these participants, all participants
were included in the reporting findings.

Group differences

In order to answer research questions, a series of factorial data analysis was used. Multivariate
analysis of variance (MANOVA) was used to examine differences between the modality conditions
(written text vs. spoken text) on comprehension, matching, spatial reconstruction and spatial
labeling. Further, separate independent sample t-tests were conducted to investigate the differ-
ences between treatment groups on number of clicks, study time and mental effort. Effect sizes
(ES) were computed using Cohen’s d formula (Cohen, 1988) to determine the educational impor-
tance of differences. Cohen suggested that .2 be considered a small ES, .5 represents a medium ES
and .8 a large ES.
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Table 1: The means, standard deviations, and results of inferential test scores

Measures n M SD t p ES

Matching Written text 79 3.76 2.77 2.68 .008* 44
Spoken text 72 2.65 2.25

Comprehension Written text 79 7.61 2.98 2.50 .013* 41
Spoken text 72 6.40 2.92

Reconstruction® Written text 79 37.29 32.16 -6.50 .000* 1.05
Spoken text 72 87.67 60.10

Labeling Written text 79 10.28 2.78 4.70 .000* .76
Spoken text 72 7.72 3.86

Study time Written text 79 529.64 168.05 -2.32 .022* .38
Spoken text 72 595.35 180.24

# of clicks Written text 79 51.58 22.62 10.56 .000* 1.75
Spoken text 72 2213 7.26

Mental effort Written text 79 6.46 1.82 .63 .533" NA
Spoken text 72 6.26 1.94

Notes:

"Lower scores represent more accurate placement on reconstruction test.

*p <.05.

ES, effect size; M, mean; NA, not applicable; SD, standard deviation.

Firstly, MANOVA yielded significant multivariate effects for modality (Wilks A = .769, F(4,146) =
10.976, p <.001). As a follow-up, separate independent t-tests were used to determine which of
the four dependent variables significantly contributed to group differences. For all four dependent
variables, participants in the written text group outperformed participants in the spoken text
group. Results indicated reverse modality effects for matching t(149) = 2.68, p <.001, ES = .44;
comprehension, t(149)=2.50, p<.001, ES=.41; spatial reconstruction, t(149)=-6.50,
p <.001, ES =1.05; and spatial labeling, t(149)=4.70, p<.001, ES =.76. Table 1 shows the
means and standard deviations for each of the learning outcome measures by modality condition.

In regard to study patterns, results from an independent sample t-test revealed that participants
in the written text group clicked on markers significantly more than the participants in the
spoken text group, t(149) = 10.56, p < .001, ES = 1.75. On the other hand, findings revealed that
the participants in the written text group spent significantly less time on reviewing marker
descriptions than the participants in the spoken text group, t(149) =-2.32, p<.05, ES =.38.

Finally, results from an independent sample t-test yielded no significant modality effect on mental
effort, t(149) =.63, p=.533. Although nonsignificant, participants in the written text group
reported higher mental effort ratings than the participants in the spoken text group (see Table 1).

Discussions and conclusion

This study examined the effect of modality on student learning with multimedia instruction.
Results indicated that learning improved when spoken text is replaced with written text when
presented with a visual. The finding is supported by previous research, which similarly suggested
that the reverse modality effect would be observed under certain instructional conditions (Cheon
et al, 2011; Crooks et al, 2012; Tabbers et al, 2004 ). Instructional situations where spatial learn-
ing is an important learning outcome may be one of the reasons for observing the reverse
modality effect (Cheon et al, 2011; Crooks et al, 2012). Furthermore, previous research suggests
that the reverse modality effect may be observed in situations where spoken text contains com-
plex information that is new to students (Clark & Mayer, 2011; Leahy & Sweller, 2011). In this
study, participants studied topics with several linguistics terms that they were not familiar with.
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Therefore, it can be suggested that designers should consider using written text when designing
multimedia instruction with similar learning topics.

The modality effect is mainly observed in multimedia learning when learners have little or no
control over the pacing and sequence of the instruction (Briinken et al, 2004; Mayer, 2009;
Wong, Leahy, Marcus & Sweller, 2012). In the current study, learners had control over the pacing
and sequence of instruction where they could revisit the content to understand it. The findings
indicated that learners in the written text group clicked on each marker more frequently than the
learners in the spoken text group. This may be due to the fact that learners in the written text
group had more flexibility to visit various content elements, employ various text processing
strategies and make more efficient use of cognitive resources (Byrne & Curtis, 2000; Furnham,
de Siena & Gunter, 2002; Witteman & Segers, 2009). The findings are consistent with previous
research, which suggests that written text may be more appropriate when learners are given
more control over the instruction (Cheon et al, 2011; Crooks et al, 2012; Singh et al, 2012;
Tabbers et al, 2004).

In regard to mental effort, results indicated no significant differences between the two modality
conditions. Although nonsignificant, written text group reported slightly higher mental effort
ratings than the spoken text group. The mental effort survey used in this study was a subjective,
single-item scale. Subjective measures have been extensively used by cognitive load researchers
and found to be reliable (Chen, Epps & Chen, 2011; Paas et al, 2003). However, subjective meas-
ures of mental effort have been criticized lately by some cognitive load researchers because it is
unclear how subjective perceptions of mental effort are related to actual cognitive load (Briinken,
Plass & Leutner, 2003). Additionally, Ayres (2006) pointed out that subjective measures have
been mainly used for reflecting the total amount of cognitive load rather than individual ones.
Therefore, subjective measures may not be sensitive enough to distinguish different types of
cognitive load caused by different cognitive processes (Plass, Moreno & Briinken, 2010; Van Gog
& Paas, 2008). Furthermore, subjective measures are relative and dependent upon learners’
abilities to reflect on their cognitive processes and assess the mental effort invested during the
learning process (Ayres, 2006). Hence, it might not be entirely clear which type of cognitive load
learners refer to when answering a single-item mental effort measure. Leahy and Sweller (2011),
for instance, asserted that if information is complex or unfamiliar, spoken text requires more
cognitive resources because learners direct their attention to transient spoken text. This may have
caused higher extraneous cognitive load imposed on learners’ cognitive systems, thus a decrease
in learning performance because learners had to allocate their cognitive resources for mainly
holding information in memory. On the other hand, Cheon et al (2011) found that learners
studying written text may direct more cognitive resources toward text processing strategies, and
this may have caused higher germane cognitive load imposed on learners’ cognitive systems, thus
an increase in learning performance.

Being able to measure different types of cognitive load may help researchers when making
inferences about increases or decreases in learning performance due to cognitive load. In addition
to subjective effort ratings used in this study, future researchers should explore dual-task perfor-
mance techniques, which use the performance of a task that is performed concurrently with a
primary task (Briinken, Plass & Leutner, 2003, 2004) and psychophysiological measures such
as eye movements (Amadieu, van Gog, Paas, Tricot & Marine, 2009), electroencephalograph
(Antonenko, Paas, Grabner & van Gog, 2010) or neuroimaging (Whelan, 2007). These instru-
ments and/or methods (eg, dual task, eye tracking) can be used to gauge the different types of
cognitive load (Cheon & Grant, 2012; Leppink, Paas, Van der Vleuten, Van Gog & Van Merriénboer,
2013; Plass et al, 2010; Schmidt-Weigand, Kohnert & Glowalla, 2010).

Although there is still much to learn about the boundaries of the modality effect in multimedia
learning, the current study’s findings shed light on the effect of reverse modality principle in
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a learner-paced, complex multimedia learning environment. The results suggest that when mul-
timedia is designed for complex content in a learned paced format, instructional developers
should consider applying the reverse modality principle to promote student learning. However,
the results should be interpreted with caution as their generalizability may be limited. First, the
geographical area was limited, and participants were recruited from only one university. Second,
all study participants were college students with limited age variations. Future research could
include a replication of the study with the inclusion of multiple institutions and the solicitation
of students from diverse age groups. There were other limitations of the current study that
participants were exposed to the treatment materials for a relatively short amount of time and
their performance was only measured immediately after the experiment. Future studies should
re-examine current findings by employing instructional material with longer study time and
testing student performance also under delayed conditions. One of the feasible approaches
for future studies is to extend this study with inclusion of additional data such as collecting
eye-tracking data, which could be particularly useful in generating explanations how reverse
modality effect come about and how learners process instructional materials (Schmidt-Weigand,
Kohnert & Glowalla, 2010; Van Gog & Scheiter, 2010).
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