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Abstract: In this paper, we propose a Bayesian of inductive cognition algorithm based on

Dirichlet process used in virtual reality multimedia information data classification. We present a

Bayesian of inductive cognition algorithm framework model for classifying scenes in virtual

reality multimedia data. The multimedia can switch between different shots, the unknown

objects can leave or enter the scene at multiple times, and the scenes can be classified. The

proposed algorithm consists of Bayesian inductive cognition part and Dirichlet process part.

This algorithm has several advantages over traditional distance-based agglomerative classifying

algorithms. Bayesian of inductive cognition algorithm based on Dirichlet process hypothesis

testing is used to decide which merges are advantageous and to output the recommended depth

of the scenes. The algorithm can be interpreted as a novel fast bottom-up approximate inference

method for a Dirichlet process mixture model. We describe procedures for learning the model

hyperparameters, computing the predictive distribution and extensions to the Bayesian of

inductive cognition algorithm. Experimental results on virtual reality multimedia datasets

demonstrate useful properties of the Bayesian of inductive cognition algorithm.
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1 INTRODUCTION

Classification algorithms usually operate on a fixed

set of data. When classification is applied to perform

multimedia data, the input data might be digital

virtual reality multimedia data. In this paper, we

consider a different problem arising from the

formalisation of virtual reality multimedia data clas-

sification as a classification problem. Classification

problems of this type have been actively studied in

multimedia classification.1–4 For example,5 a para-

metric mixture model is proposed for optical flow

features with neighbourhood constraints. The num-

ber of clusters is selected by a likelihood heuristic

object. Temporal context is modelled implicitly using

differential motion features. Explicit context models

include designs based on hidden Markov model

(HMMs)6,7 or frame-to-frame model adaptation.8,9

A method which approaches the problem’s time series

structure in a manner similar to Bayesian forecasting

has recently been suggested in Ref. 10. The authors

propose a Gaussian mixture model to represent

image rather than motion features. Temporal context

is incorporated using the estimate obtained on a given

frame in the sequence as prior information for the

following frame.

We propose a Bayesian method capable of addres-

sing both temporal context and estimation of the

number of classes by a single model. The distribution

of each class in feature space is described by an

exponential family model, which is estimated under

its respective conjugate prior.11,12 The components

are combined in a Bayesian mixture model to

represent a classification. For each component, the
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prior is defined by the component’s posterior esti-

mated during the previous time step. Owing to the

‘chaining’ properties of conjugate pairs, this results in

closed model formulation for the entire time series.

The mixture proportions and number of components

are controlled by a Dirichlet process prior.13–15 As we

will argue, the conjugate nature of Dirichlet process

leads to a chaining property analogous to the

exponential family case. This property is used to

propagate classification structure along the time

series in a similar manner to that in which the

conjugate component distributions propagate para-

meter information. Inference of the model is con-

ducted by an adaptation of the Gibbs sampler for

Dirichlet process mixture models16,17 to the time

series model. To facilitate application of our model to

the large amounts of data arising in multimedia

classification, we show how the efficiency of the

Gibbs sampler can be substantially increased by

exploiting temporal smoothness and introduce a

multi-scale sampling method to speed up processing

of individual frames. Just as the model, the multi-

scale algorithm is based on the properties of expo-

nential family distributions.

The remainder of the paper is organized as follows.

An overview of the related work is given in Section 2.

The proposed algorithm is discussed in Section 3.

Section 4 presents the experimental settings and perfor-

mance evaluation. Section 5 concludes this paper.

2 RELATED WORK

The work in this paper is related to and inspired by

several previously probabilistic approaches to classi-

fication, which we briefly review here. There has also

been a considerable amount of decision tree-based

work on Bayesian tree structures for classification

and regression,18–20 but this is not closely related to

the present work. An agglomerative model is

described for merging based on marginal likelihoods

in the context of HMM structure induction.7,21–24

Gaussian and diffusion-based hierarchical generative

models are described, respectively, for which infer-

ence can be done using Markov chain Monte Carlo

(MCMC) methods. Similarly, a hierarchical genera-

tive model is presented based on a mutation for

multimedia data and uses a hierarchical fusion of

contexts based on marginal likelihoods in a Dirichlet

language model.25

An approximate approach is presented based on

the likelihood ratio test statistics to compute the

marginal likelihood for c and c21 classes and use

this in an agglomerative algorithm.26,27 Hierarchical

classifying of multinomial data consisting of a vector

of features is performed. The classes are specified in

terms of which subset of features have common

distributions. Their classes can have different para-

meters for some features and the same parameters to

model other features, and their method is based on

merged finding that maximize marginal likelihood

under a Dirichlet multinomial model.28 A Bayesian

hierarchical classifying algorithm is defined, which

attempts to agglomeratively find the maximum poste-

rior probability classifying but makes strong inde-

pendent assumptions and does not use the marginal

likelihood. Probabilistic abstraction hierarchies are

presented from which a hierarchical model is learned

in which each node contains a probabilistic model

and the hierarchy favours placing similar models at

neighbouring nodes in the tree as measured by a

distance function between probabilistic models. The

training multimedia data are assigned to leaves of this

tree. An agglomerative algorithm is presented for

merging time series based on greedily maximizing

marginal likelihood.29,30 A greedy agglomerative

algorithm based on marginal likelihood, which

simultaneously classifies rows and columns of multi-

media expression data, has also recently proposed.

The proposed algorithm is different from the above

algorithms in several ways. First, unlike Refs. 14 and

15, in fact it is not a hierarchical generative model of

the data, but a hierarchical way of organizing nested

classes. Second, the proposed algorithm is derived

from Dirichlet process mixtures. Third, the hypoth-

esis test at the core of the proposed algorithm tests

between a single merged hypothesis and the alter-

native is exponentially many other classifying meth-

ods of the same multimedia data, not one versus two

classes at each stage. Lastly, the proposed algorithm

does not use any iterative approach, such as

expectation maximisation (EM), or require sampling,

such as MCMC, and is therefore significantly faster

than most of the above algorithms. The proposed

algorithm for virtual reality multimedia feature data

is most closely related to methods for Bayesian

phylogenetics. These methods typically assume that

features are generated directly by stochastic process

over a tree. The proposed algorithm adds an

intervening layer of abstraction by assuming that
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partitions are generated by a stochastic process over a

tree, and that features are generated from these

partitions. By introducing a partition for each

feature, we gain the ability to annotate a hierarchy

with the levels most relevant to each feature. The

proposed algorithm is an extension of the block

model that discovers a nested set of categories as well

as which categories are useful for understanding each

relation in the virtual reality multimedia dataset.

3 THE PROPOSED ALGORITHM

The proposed algorithm is based Dirichlet process

mixture models by an approximate inference

approach. Since a Dirichlet process mixture models

with concentration hyperparameter a defines a prior

on all partitions of the nk virtual reality data points

Dk (the value of a is directly related to the expected

number of classes), the prior on the merged hypoth-

esis is the relative mass of all nk points belonging to

one class versus all the other partitions of those nk

virtual reality data points consistent with the tree

structure. This can be computed bottom-up as the

tree built in Fig. 1.

The marginal likelihood of a virtual reality data

point is

p Dkð Þ~
X
v[V

amv P
mv

l~1
C nv

l

� �
C nkzað Þ=C að Þ½ � P

mv

l~1
p Dv

l

� �
(1)

where V is the set of all possible partitioning of Dk,

and mv is the number of virtual reality data points in

class l of partitioning v.

This is easily shown since

p Dkð Þ~
X

v

p vð Þp Dvð Þ

where p vð Þ~
amv P

mv

l~1
C nv

l

� �
C nkzað Þ=C að Þ½ � and

p Dvð Þ~ P
mv

l~1
p Dv

l

� �
where p(Dk) is a sum over all partitioning v, where the

first fractional term in the sum is the prior on

partitioning v and the second product term is the

likelihood of partitioning v under the data. To

compute by the hierarchical classifying is

p :DkjTkð Þ~
X
v[VT

amv P
mv

l~1
C nv

1

� �
dk

P
mv

l~1
p Dv

l

� �
(2)

where VT is the set of all tree-consistent partitioning

of Dk.

For a fixed tree, we can optimize over the

hyperparameters by taking gradients. In the case of

all data belonging to a single class

p DjH1ð Þ~
ð

p Djhð Þp hjbð Þdh (3)

We can compute p(D|H1)/b. Using this, we can

compute gradients for the component model hyper-

parameters bottom-up as the tree is being built

Lp Dk Tkjð Þ
Lb

~pk
Lp D H1jð Þ

Lb
z

1{pkð Þ Lp DijTið Þ
Lb

p Dj Tj

��� �
z

1{pkð Þp DijTið Þ
Lp Dj

��Tj

� �
Lb

(4)

Similarly, we can compute

Lp Dk Tkjð Þ
La

~
Lpk

La
p Dk H1jð Þ{

Lpk

La
p DijTið Þp Dj Tj

��� �
z

1{pkð Þ Lp DijTið Þ
La

p Dj

��Tj

� �
z

1{pkð Þp DijTið Þ
Lp Dj

��Tj

� �
La

(5)

where
Lpk

La
~

pk

a
{

pk

dk

Ldk

La

� �
and

Ldk

La
~C nkð Þz

Ldleftk

La

� �
drightk

z
Ldleftk

La

� �
dleftk

These gradients can be computed bottom-up by

additionally propagating d/a. This allows us to

construct an EM-like algorithm where we find the

best tree structure in the (Viterbi-like) E step and then

optimizes over the hyperparameters in the M step. In

our experiments, we have only optimized one of

the hyperparameters with a simple line search for

1 To compute prior on merging, where rightk(leftk)

indexes the right (left) subtree of Tk and drightk
dleftk
ð Þ

is the value of d computed for the right (left)

child of internal nodes k
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Gaussian components. A simple experiments ap-

proach is to set the hyperparameters b by fitting a

single model to the whole dataset.

In our proposed algorithm, we assume that virtual

reality multimedia data are generated by a Dirichlet

process mixture model. Virtual reality multimedia

data dj are represented as a random vector which

consists of Dirichlet random variables Xij, where Xij

has the value of within-data-frequency fij for the ith

term ti as follows

p(dj)~p(X1j~f1j, X2j~f2j, . . . , X Vj jj~f Vj jj) (6)

If we assume that each of the variables Xij is

independent of one another, using an independence

assumption, the probability of dj is calculated as

follows

p dj

� �
~ P

Vj j

i~1
p Xij~fij

� �
where |V| is the virtual reality data size and each

p(Xij5fij) is given by p Xij~fij

� �
~

exp {licð Þlf ij

ic

fij

In our proposed virtual reality multimedia classi-

fication algorithm approach to Bayesian of inductive

cognition model, the proposed Bayesian of inductive

cognition model tests the following three measures to

weight each term feature: virtual reality multimedia

information gain, x2 statistics and an extended

version of risk ratio.

Virtual reality multimedia information gain is an

information-theoretic measure defined by the amount

of reduced uncertainty given a piece of information.

Virtual reality multimedia information gain for a

term given a class, which becomes the weight of the

term, is calculated using a virtual reality multimedia

point data event model as follows

fwic
~H Cð Þ{H :CjWið Þ

~
X

Cs[ C,Cf g

X
Wt[ Wi,Wif g

p Cs, Wsð Þ log
p Cs, Wtð Þ
p Cs, Wtð Þ

(7)

where p(c) is the number of virtual reality multimedia

point data belonging to the class c divided by the

total number of virtual reality multimedia point data

and p(w) is the number of virtual reality multimedia

data point without the term w divided by the total

number of virtual reality multimedia data point.

The second measure we used is x2 statistics

developed for the statistical test of the hypothesis.

In virtual reality multimedia data classification, given

a two-way contingency table for each term ti and the

class c as represented shown in Table 1, fwiC
is

calculated as follows

fwiC
~

wz{xyð Þ2

wzxð Þ wzyð Þ yzzð Þ (8)

where w, x, y and z indicate the numbers of vir-

tual reality multimedia data point for each cell in

Table 1.

While the above two measures have been widely

tested in virtual reality multimedia data categorisa-

tion domain, we have tested additional measure: a

extend version of risk ratio (ExtRR) as follows

fwiC
~

liC

miC

z
miC

liC

With this ExtRR measure, our zjC is finally defined as

follows

zjC~
XVj j

i~1

1

FWC
if

liC

miC

z
miC

liC

� �
log

liC

miC

(9)

This measure indicates the sum of the ratio of two

Dirichlet process parameters and their reciprocal.

The first term represents how term ti is more likely to

be presented in the class c compared to outside of the

class c and the second term represents the reverse.

With this measure, fwic
has the minimum value of 2.0

for the term which does not have any virtual reality

multimedia information data to predict the annotated

class.

In our proposed Bayesian of inductive cognition

model based on Dirichlet process, for Dirichlet

process probability density functions, pi5N(x;mi,Si),

where mi is the mean vector of the ith class

measurements, and Si is the within-class covariance

matrix of the ith class, and its divergence is

D pikpj

� �
~

ð
dxN x; mi,

X
i

� �
ln

N x, mi,
P

ið Þ
N x; mj,

P
j

� �|
1

2
ln
X

j

��� ���{ ln
X

i

��� ���ztr
X{1

j

X
i

� �
z

h
tr
X{1

j
Dij

� �i

where Dij5(mizmj)(mizmj)
T and |S|5det(S). To

simplify the notation, we denote the divergence

Table 1 Two-way contingency

Presence of ti Absence of ti

Annotated as C w x

Not annotated as C y z
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between the projected densities p(WTx|y5i) and

p(WTx|y5j)

DW pikpj

� �
~D p W Tx

��y~i
� �		p W Tx y~jj

� �
 �
~

1

2
ln W T

X
jW

��� ���{ ln W T
X

iW
��� ���h i

z

tr W T
X

jW
� �{1

W T
X

izDij

� �
W

h i� 


To improve the proposed Bayesian of inductive

cognition model based on Dirichlet process classify-

ing virtual reality multimedia data, we need to

maximize the linear combination of the log of the

Dirichlet mean of the divergences and the log of the

normalized divergences

W �~ arg max W a log P
1ƒi=jƒc

EW pikpj

� �� ��
1=c c{1ð Þ

z(1{a)log
X

1ƒi=jƒc

DW pikpj

� �
 �qiqj

� P
1ƒm=nƒc

qmqng
(10)

where the supremum of a is 1 and the infimum of a is

0. When a50, the above equation reduces to

W �~arg maxW P
1ƒi=jƒc

DW pikpj

� �
 �qiqj

� P
1ƒm=nƒc

qmqn

(11)

and when a51, the above equation reduces to

W �~ arg maxW P
1ƒi=jƒc

EW pi pj

		� �� �1=c c{1ð Þ
(12)

By setting qi51/c, we can simplify the above formula

as

W �~ arg maxW

X
1ƒi=jƒc

log DW pi pj

		� �(
{

ac c{1ð Þ log
X

1ƒi=jƒc

DW pi pj

		� �" #)
(13)

Based on above equations, we define the value of the

virtual reality multimedia objective function as

L(W )~
1

c c{1ð Þ
X

1ƒi=jƒc

log DW pikpj

� �
{

log
X

1ƒi=jƒc

qiqjDW pikpj

� �" #
z

(1{a)

a
P

1ƒm=nƒc

qmqm

X
1ƒm=nƒc

qiqj log DW pikpj

� �
(14)

Therefore, W*5argmaxWL(W). The virtual reality

multimedia objective function L(W) depends only on

the sub-objective by the columns of W or

L(W)5L(WQ) when Q is an orthogonal r6r matrix.

The proposed Bayesian of inductive cognition

classification algorithm procedure architecture is

shown in Fig. 2. Figure 2 shows how to utilize

Bayesian inference to abstract feature of scenes. It

also shows an extension of the block model that

discovers a nested set of categories. The parameters

of the algorithm procedure have been discussed in

discussed in Section 3. The proposed Bayesian of

inductive cognition model based on Dirichlet process

classifying virtual reality multimedia data can be

denoted as shown in Fig. 3. The proposed scheme

consists of training phase and test phase. The training

phase using Bayesian of inductive cognition algo-

rithm to train virtual reality multimedia’s database

includes segmentation, pre-processing, feature extrac-

tion, feature selection and so on. The test phase

utilizes the training phase to classify scenes of

CORA.31 The test phase consists of classifier training,

late integration, decision functions, selected feature

extraction and so on. Then, the scheme is implemen-

ted to classify scenes in our database.

2 Architecture of the virtual reality Bayesian of induc-

tive cognition model based on Dirichlet process clas-

sification algorithm system
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4 EXPERIMENTS

The experiments are conducted on several virtual

reality multimedia datasets to validate our proposed

Bayesian of inductive cognition model based on

Dirichlet process. The datasets are more than 10 GB

with resolution 3206240 and are sampled at one

frame per second. These virtual reality multimedia

data are named CORA.31 We have collected a

database called the CORA with more than 10 GB.

In summary, these multimedia sequences pose the

following challenges: the object of interest can have

wild changes in appearances, including pose and

lighting variations; the background can be highly

cluttered and non-stationary; the object can leave and

re-enter the scene multiple times, which may occur

due to large multimedia motion or post-editing of the

multimedia sequence.

In the virtual reality multimedia data classification

literature, an itemset refers to a set of items, which in

our application refers to a candidate set of regions that

could represent an object of interest. A frequent itemset

is an itemset that occurs at least a certain number of

times, and hence more likely corresponds to an object

of interest. A recent multimedia data classification

algorithm32 using semantic classification discovers

frequent closed itemset, such that for each discovered

frequent itemset, there exists no superset of equal

frequency. This helps in reducing the final number of

itemsets to be considered. The algorithm requires the

minimum itemset frequency as an input parameter.

Setting the minimum frequency too small will result in

too many frequent closed itemsets, and many of them

might not correspond to the object of interest. Hence,

we start from largest possible minimum frequency,

which is equal to the number of frames, and gradually

decrease it until M frequent closed itemsets are found.

We found M516 to give the best results.

Our proposed Bayesian of inductive cognition

model based on Dirichlet process provides a natural

way for object-oriented scene classification, and is

also able to point out ‘what’ is exactly the factor that

separates the frames. In Table 1, we compare the

proposed framework to two baseline methods. Each

multimedia sequence has a natural object of interest,

e.g. the BOY and BOY-HOUSE. The BOY and

BOY-HOUSE sequences used in the localisation

experiment are not used here because they did not

contain transitions from one object to another. The

proposed Bayesian of inductive cognition model

based on Dirichlet process is one frame per second

and the motions of both the object of interest and the

background are fast, making it non-trivial to apply

optical flow or layer extraction methods for discover-

ing objects. In addition, all sequences frequently

transit between different shots. The average duration

3 Architecture of the virtual reality Bayesian of inductive cognition model based on Dirichlet

process classification algorithm system

Table 2 Virtual reality multimedia object-oriented scene classification performance

Sequence No. of Frames The proposed algorithm (%) Baseline (NM) (%) Baseline (FREQ) (%)

BOY 15 844 (5248) 95.3 86.3 82.5
BOY-HOUSE 18 956 (6844) 93.5 78.9 883.6
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of a shot is compared to the multimedia length. This

also demonstrates the difficulty of using optical flow-

based methods. This also demonstrates the difficulty

of using optical flow-based methods. The ground-

truth data labels the presence or absence of the object

of interest in each frame. We evaluate the object

mining performance as a detection problem. The

classification rates are shown in Table 2. Numbers in

parenthesis indicate the number of frames containing

the object of interest.

Virtual reality multimedia data in which the object-

oriented classification is switching among a number of

scenes are considered, for example, in the test drive

scene in Fig. 4, the object-oriented switches between

the houses, the frontal view of the house, the side view,

and so on. We would like to classify the framework

into semantically meaningful groups. In classical

temporal segmentation methods, the similarity

between two frames is assessed using global image

characteristics. For example, all pixels are used to build

4 Results of object-oriented scene classifying using our proposed Bayesian of inductive cognition model based on

Dirichlet process. Each scene in the top three rows contains the virtual reality BOY; in the three bottom rows, each

scene contains the virtual reality BOY-HOUSE. This provides a Bayesian of inductive cognition model based on

Dirichlet process algorithm by object-oriented scene overview of the whole multimedia sequence in a different way

from traditional key frame extraction
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a colour histogram for each frame, and a distance

measure such as the chi-square distance is used to

measure the similarity between two histograms.

5 CONCLUSION

The virtual reality multimedia information data

classification and objected-oriented nature of our

algorithm provide promising new directions for

multimedia scene classifying. At present, our pro-

posed Bayesian of inductive cognition model based

on Dirichlet process algorithm only provides a rough

position estimate of the object of interest. For key

frame classifying, this can be enough, but in some

other areas such as high-quality editing, it might be of

interest to obtain a clearer contour mining of the

multimedia shots. This might require sophisticated

feature detectors in addition to virtual reality multi-

media information data classification.
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