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Abstract. Multimedia content is very rich in terms of meaning, and archiving systems need to be improved to consider such
richness. This research proposes archiving improvements to extend the ways of describing content, and enhance user interaction
with multimedia archiving systems beyond the traditional text typing and mouse pointing. These improvements considera set
of techniques to segment different kinds of media, a set of indexes to annotate the supported segmentation techniques and an
extensible multimodal interaction to make multimedia archiving tasks more user friendly.
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1. Introduction

The Internet became a widely accessible network
with a distributed infrastructure that allowed it to scale
exponentially. This scalability has enabled the avail-
ability of several on-line services that produced sub-
stantial impact on people’s daily lives. A study made by
International Data Corporation (IDC) [11] shows that
487 billion gigabytes of data were added to the digital
universe in 2008. By 2012, this number will be 5 times
bigger. 70% of this number was produced by individu-
als. In 2007, the amount of digital information created
in a year surpassed, for the first time, the amount of
storage for it, resulting in significant data loss.

Unknown people have become active content prov-
iders, captivating other people’s interests and needs.
They have been more active than ever, driving a wave
of creativity all over the web. Social networks have
influenced this process, by giving visibility to users’
content, mainly for those with strong friendship links.
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Friends are seen as potential propellants of content from
those they consider reliable sources. The production
of new content continues to increase with new con-
tent being published every day on web services such as
youtube.com, vimeo.com, flickr.com and several oth-
er press websites, such as nytimes.com, lemonde.fr,
globo.com and so on. Actually, media companies have
been dealing with a large amount of data for years; it
only became a global challenge and concern with the
popularity of the Internet.

An important factor of attractiveness is the way and
format in which the creation was conceived. At this
point, multimedia content plays a relevant role on the
general understanding of the message or expression.
The affordable price of broadband services empowered
the access and availability of large size content, such
as videos on demand, live show video streams, music,
podcasts, live radio streams, graphics, photos, bidimen-
sional (2D) and tridimensional (3D) rendering, and so
on.

Multimedia content is a rich resource that should
be treated appropriately. Pictures, videos, audios, 3D
models, etc., are full of meaning, subjectivity, expres-
siveness, and other influences, represented visually, au-
rally, spatially, and interpreted in many different ways.
Some messages are understood by everyone while oth-
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ers are understood by target groups. Therefore, it is
primordial that the evolution of multimedia archiving
systems goes in the direction of rich representation of
content and endows users with modern user interaction
techniques.

Nowadays, devices with special interaction features
have gained popularity. Computers and mobile devices
are now endowed with multi-touch surfaces that allow
small gesture recognition, accelerometers for move-
ment detection and wider gesture recognition, micro-
phones enabling speech recognition, and cameras for
image processing. Therefore, hardware is not a lim-
itation to empower user interaction anymore. How-
ever, applications should be developed to profit from
these new resources and multimedia applications are
potential candidates to maximize their use, bringing ac-
cessible entertaining experiences for media producers,
editors, consumers, librarians, archivists and others.

Following this tendency, we present a framework
conceived and initially developed in the context of the
IRMA (from French: Multimodal Research Interface
for Audiovisual Content) Project [8]. The framework
started aiming to create an economically viable inter-
face for multimodal search and retrieval in indexed
multimedia libraries for audiovisual companies, such
as television channels, radio stations, surveillance com-
panies and others. Nowadays, the system has been
extended in the context of the 3D Media Project [21],
adding segmentation and annotation of 3D models.

In this article we will explore the state of the art on
multimedia archiving systems for the purpose of con-
tent description, investigating their techniques for seg-
mentation and annotation. Then, describe the multi-
media archiving framework developed in the context
of this research and continue exploring its support for
interaction modalities to enhance user experience. In
the end, we summarize our contributions, further po-
tentialities of the framework and future works as a con-
sequence of the evolution of this investigation.

2. Related works

Exploring the literature and observing other initia-
tives that are calling attention of the market and com-
munities of specialists, we could identify systems that
can be compared with our work. In order to drive this
comparative study we have defined some requirements
to explore the evolution of such systems until the cur-
rent state of multimedia storage, description and re-
trieval. These requirements have helped to refine the
list of systems and to delimit the scope of the research.
They are:

– Multiple media support: a fundamental require-
ment of every multimedia system;

– Distributed architecture: accessible through the
network and scalable for multiple users;

– Segmentation: users can excerpt media to delimit
relevant content;

– Annotation: implemented with segmentation to
allow the description of segments’ content;

– Features recognition: recognition of patterns on
media content to assist on the generation of seg-
ments and annotations;

– Multi-domain support: support for multiple do-
mains to address several user specialties.

These requirements are ordered from basic features
to advanced ones. From a standalone to a distributed
architecture, the system should evolve technically and
it demands a lot of programming effort to avoid da-
ta conflicts, deadlocks, inconsistencies, as well as to
maximize parallel processing, security, scalability and
other challenges. As a plus, segmentation, annotation
and feature recognitioncan be supported to describe the
content of media resources. Segmentation and anno-
tation can be done manually and feature recognition is
a way to automate these requirements, increasing pro-
ductivity when dozens of resources are waiting to be
described [42]. Lastly, multi-domain can profit from
distribution and annotation to allow the access of sev-
eral specialists working in collaboration on multimedia
description.

Considering these requirements, a number of rele-
vant works have been developed by the industry and
academy. Among these works, we start mention-
ing MMSRS (Multimedia Storage and Retrieval Sys-
tem) [33], that aims to provide enough storage capacity,
efficient extraction of video fragments and improved
quality of stream, but it is domain specific, focusing
only on medical image and video data. The work of
Doller et al. [7] extends a multimedia database sys-
tem (MMDB) to use query, index, storage and content
description according to MPEG-7, the Moving Picture
Experts Group (MPEG) standard for multimedia con-
tent description [21], but when making a distinction be-
tween indexation and content description, it might lose
relevant keys for media identification and being limit-
ed to the MPEG-7 specification diminishes the repre-
sentability of annotated segments.

In fact, there are many MPEG-7 based software, but
most of them are designed to a specific media type [20,
36]. This standard is also criticized due to its lack of
expressiveness regarding semantic annotations, since
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Fig. 1. Comparison of most relevant systems

they are decoupled from low-level features and may
lead to ambiguity and limited interoperability [14].

SemaPlorer [31] is an application that enables users
to explore and view semantic data. The storage in-
frastructure consists of different semantic data sources,
even though it is mostly focused on images and its
scalability approach is based on cloud infrastructure,
the Amazon’s Elastic Computing Cloud (EC2), not in
cloud implementation, making it dependent of a cloud
service provider.

The User-Centered Multimedia (UCM) environment
intends to put users as an active and controlling ele-
ment in the process of presentation creation, selection
and rendering [4]. It segments the media content in
diverse components in order to enable users to navigate
through the content other than through a timeline-based
navigation. It also enables users to annotate segments.
However, these features are not so advanced because
they are more focused on the user interaction.

Figure 1 compiles a matrix comparing qualitative-
ly the most relevant works investigated. The level in
which a system implements a requirement is represent-
ed by three signs:

1. ‘+’ means that the work fully addresses the re-
quirements;

2. ‘−’ means that the work does not address the
requirement; and

3. ‘+−’ means that the work addresses the require-
ments to a certain extent, not completely.

The matrix highlights UCM, MPEG-7 MMDB and
SemaPlorer as the ones that better fulfill the require-
ments.

Other applications are compliant with MPEG-21, the
MPEG standard for multimedia framework specifica-
tions [13]. This standard specifies that a multimedia
framework should implement digital items, or media
resources, as the object that allows interaction between

two or more users. Interaction can be seen as creat-
ing, providing, modifying, archiving, and others. User
can be seen as individuals, consumers, communities,
organizations, governments and others that work with
media. In these applications, authors have full control
over the process of their digital items [18,27].

In spite of its adoption, MPEG-21 has a series of
shortcomings. Specifically about archiving, MPEG-21
states that it is a recommendation for further work [3].
The same for content description, in which the encod-
ing of XML defined by the MPEG-7 standard is planned
to be extended to fulfill MPEG-21’s requirements. The
work of Schrijver et al. [32] has identified scalability
problems on the specification that may lead to increas-
ing memory consumption that cannot simply be solved
by software optimizations. Shapiro et al. [34] have
identified that MPEG-21 do not cover how to manage
multiple requests and shared resources, which is unac-
ceptable in distributed systems.

Therefore, we do not fully support the adoption of
standards because outdated standards, such as MPEG-7
and MPEG-21, might prevent us from taking benefit of
recent technology advances. Furthermore, it is difficult
to find a standard that would cover multiple media –
image, video, audio and 3D models. Such existing
standards have not yet been widely adopted due to their
limitations, complexity and slow evolution.

Considering segmentation and annotation, we ob-
served that most of them are specific to a type of media
or domain, lacking a better support for several media
and semantics representations. Santini [30] calls atten-
tion to the fact that representing the nature of a multi-
media signal is a very complex task, being influenced
by cultural aspects and signals having an iconic or a
symbolic representation. A picture of a red Ferrari de-
notes a red Ferrari, which is an icon, but also denotes
richness and success, which is a symbol. This differ-
entiation is barely considered by standards. Kompat-
siaris and Hobson [15] provide comprehensive critical
overview of the existing and emerging methods of mul-
timedia semantic analysis and multimedia ontologies.
They found that at the current stage of progress in this
field, it is important to understand the advantages and
limitations of automated semantic analysis in terms of
several factors such as reliability, accuracy, tractability
at the back-end system level, simplicity and compre-
hension at user presentation level to providebenefits for
personal, professional, enterprise and scientific users.
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3. Multimedia archiving framework

As previously described, it is primordial that the evo-
lution of multimedia archiving systems goes in the di-
rection of rich representation of content and extensible
user interaction.

Taking this evolution as a strategic vision, we decid-
ed to consolidate our research works in signal process-
ing and multimodal interaction, identifying what could
be a technological basis to make more robust solutions
for these fields. Signal processing research works with
large datasets of media and these media should be orga-
nized somehow to fulfill machine learning algorithms,
to preserve obtained results, to allow parallel process-
ing of the same dataset, and so on. Multimodal applica-
tions count on signal processing to give more freedom
to user interaction and rely on long term memory to
improve the precision of recognition algorithms.

The consolidation resulted in the development of a
multimedia archiving framework, aiming to help re-
searchers on the investigation of problems related to
the processing of multimedia datasets. It works as a
back-end for applications that perform recognition on
media files and need to store the recognized data. At
the same time, the support for manual segmentation
and annotation is needed to fix existing data or when
recognition is not present, or it is not robust enough for
the case.

This multimedia archiving framework is denominat-
ed Yasmim. It is based on the principle that frame-
work is a reusable design together with an implementa-
tion [9]. The design represents the model of the prob-
lem being addressed in a particular domain and the im-
plementation defines how this model can be performed,
completely or partially [28]. Hereafter, we explain
how the framework was designed to fulfill the needs of
multimedia archival.

3.1. Modules

Yasmim was developed in a modular way to allow its
extensibility according to the needs of its several appli-
cations. Figure 2 depicts the interdependency between
the modules of the framework. Theresourcemodule
manages media files by organizing them in the file sys-
tem, avoiding duplicity, updating, removing, version-
ing, etc. Thesegmentationmodule accesses resources
to delimit their relevant content. Theannotationmod-
ule describes the segments. Finally, theretrieval mod-
ule uses information from resources, segments and an-
notations to retrieve media to users.

Resources are media supported by Yasmim. The
framework is able to segment and annotate images, au-
dios, videos, animations and 3D models. Going into
details in which one of these forms, we have a) image
as a static, bidimensional and can be bitmap or vecto-
rial. A bitmap image is composed of pixels and each
pixel is endowed of color and dimension, influencing
the image size and resolution. While images propagate
electromagnetic waves, from a shorter length (violet)
to a longer length (red), audio propagates sound waves,
an energy that is only able to go from a point to another
through a material medium capable of vibrating. In
a range of 20Hz to 20 Khz, sound waves can be ar-
ranged to transmit information that human beings are
able to perceive, such as musical notes, speech, noise,
etc. Video is a sequence of images that reproduces
situations or expressiveness, sometimes synchronized
with audio to enhance perceptions and interpretations.
Video files might become very large, making them re-
sources that are difficult to store, manage and distribute.
Considering the flexibility of vectorial images, coordi-
nated changes on mathematical variables can imply on
effective animations. These animations can be prede-
fined or responsive to user interactions. A 3D graphic
is composed of elements with width, height and depth.
A point in a 3D model is called a vertex, and at least
four vertices are necessary to create a basic 3D object.
For more complex objects, thousands of vertices are
mathematically positioned to represent forms in a vir-
tual space. 3D models are vectorial, thus they have the
same advantages of the graphics discussed previously.

3.2. Segmentation

Segmentation, or fragmentation, consists of delim-
iting meaningful regions of media content [34]. What
determines whether the region is useful or not is the
purpose of the system application. This purpose guides
the direct intervention of the end-user when manual-
ly creating segments and also defines the recognition
techniques to automatically recognize media content.
The segmentation model takes into consideration spa-
tial and temporal dimensions of the content in order to
delimit identified meanings. These dimensions define
the types of segment, which are: spatial, temporal and
spatio-temporal. Each one of these types suites one or
more types of media.

A spatial segment delimits a static region in visual
media content. It can be bidimensional or tridimen-
sional. Bidimensional segments contain a set of points
involving a region of interest:
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Fig. 2. Modules and dependencies.

Ss = {(x1, y1), (x2, y2), . . . , (xn, yn)}

where x and y are coordinates of the points in the
Cartesian plane of the content. The value ofx andy

correspond to the pixels’ position of a bitmap media.
In vectorial media,x andy correspond to the current
canvas size, where the number of pixels is dynamically
defined by the graphical controller. A tridimensional
segment contains a set of vertices:

Ss = {(x1, y1, z1), (x2, y2, z2), ..., (xn, yn, zn)}.

A temporal segment delimits a sequential region in an
audio or video. It defines when the relevant informa-
tion starts and when it ends, but without any spatial
delimitation. The definition of the temporal segment
is:

St = [Ts, Te]

whereTs is the starting timestamp andTe is the ending
timestamp, both included.

The spatio-temporal segment is a merge of the Spa-
tial and Temporal segments concepts. It associates a
time tag for each one of an uninterrupted sequence of
frames. The formal definition is:

Sst =[Ts(Ss1, Ss2, ..., Ssn), Te(Ss1, Ss2, ..., Ssn)]

whereT is a timestamp of the temporal segment and Ss
is a spatial segment in a certain instant of time. Each
timestamp can be correspondent to one or more spatial
segments.

In general, none of the above segment types has con-
straints on overlapping of two or more segments. In
theory, overlappingsegments of the same type or differ-
ent types does not have any advantage or disadvantage,
but it could become a concern when those segments are
annotated, since it could generate duplicity or require
disambiguation. In addition, a segment is continuous
and indivisible (immutable), simplifying its handling.

Table 1 shows the compatibility between segments
and media types.

Table 1
Comparison of most relevant systems

Spatial Temporal Spatio-temporal

Image x
Audio x
Video x x x
Animation x x x
3D models x x x

3.3. Linking segments

Segments by themselves are capable of meeting the
needs to delimit several content samples. It allows
a precise attribution of meaning to the right location,
using annotations. However, there still exist gaps to fill
in terms of representativeness. These gaps are in the
limbo between segments; and our approach to fill them
is to use links.

Links are relationships between segments. Figure 3
shows links annotated in the same way that segments
are annotated, complementing the content representa-
tion. Take as an example a bitmap image which shows
overlapped elements, as in the case of the coffee maker
in this figure that is partially hidden by the arm. When
a part of an object is hidden by another object, its vis-
ibility is thus restricted to distinct areas that actually
represent what can be seen of that object. Eventually
only one segment is not able to represent the entire ob-
ject since parts of it are hidden, but if we use more seg-
ments and link them, all visible details of the object will
have the same meaning. In this case, the bottom and
the top left of the coffee maker are distinct segments
that are linked to represent only one object: the coffee
maker. A link is also used to connect two parts of an
object (e.g. half lemons) and indicate that together they
represent one object: a lemon. Another example: two
spatio-temporal segments trace a football player and a
ball, respectively. The link between these segments can
describe the intention of the player, which is to chase
and handle the ball to achieve the goal.

The proliferation of links results in graphs where seg-
ments are seen as nodes. The arrangement of a graph



20 H. Mendonça et al. / Multi-domain framework for multimediaarchiving using multimodal interaction

Fig. 3. Links relating segments.

has several configurations, such as:sequence, hierar-
chy, composition, cause and effect, and others. Seen as
a sequence, the graph indicates that there is a logical
order between the segments, a hierarchy indicates the
refinement of a large segment in several smaller ones, a
composition connects the parts of a bigger element, and
a case and effect indicates the impact that a segment
may cause on other segments.

A link connects two and only two segments. It can
be unidirectional, when a segment has influence over
another, or bidirectional, when both sides are comple-
mentary. As we can observe, the contribution that links
brings to the content detailing is as important as the
segmentation in itself.

3.4. Annotation of segments

Annotation is the assignment of meaning to segments
in order to describe media content and, consequently,
index them for subsequent media retrieval. The annota-
tion should be made during the creation of segments to
avoid saving them without the appropriate indexation.
Applying automatic recognition techniques, annotation
is which element was recognized and segmentation is
where it was recognized. When done manually by the
user, the region of interest is selected and the meaning
is written or dragged to the segment.

It is possible to extract annotation from a lower level.
Some media formats already contain metadata describ-
ing the content of the file. The MP3 format, for in-
stance, has a metadata container entitled ID3 [23], used
by authors, distributors and others to describe music
properties, such as artist, song title, genre, album, etc.
These data are of the high semantic level, which can be
seen as annotation data and are relevant for media in-

Table 2
Classification of supported annotations

Category Supported annotation types

Structural Property
Linguistic Tagging, transcription, description and adhoc
Semantic Domain concepts

dexation. However, metadata containers make annota-
tion prior to the creation of any segment, which is nec-
essary to associate annotations to the media. To address
this specific situation, for every added media, a segment
is automatically created to represent the content as a
whole, and then, all intrinsic metadata are transformed
in annotations and associated with this global segment.

Yasmim supports several annotation types. They go
from a simplistic to a robust form of knowledge repre-
sentation, giving more flexibility to different user pro-
files and being domain-independent. They can be as-
signed to segments and links, covering from simple to
complex media content. Due to the number of anno-
tations supported, we are adopting the classification of
annotations introduced by [12] as used in [29]. There
are three categories:

– Structural Annotation: describes physical and log-
ical properties of the content (e.g. for a video: its
definition, frame rate, dimensions, format, etc.),
usually extracted from low level media file pro-
cessing and from media descriptors.

– Linguistic Annotation: has the pure format of
text (words, sentences and narratives) and orient-
ed to human readability, structured according to
the grammar of the language. They could be re-
ferred to also as Textual Annotations or Lexical
Annotation.

– Semantic Annotation: corresponds to the addition
of semantic data or meta data to the content given
one or more agreed ontology. Oriented to machine
readability, adopts the structure of a graph com-
posed of triples (subject+ predicate+ object).

Table 2 classifies the supported annotation types
within these categories.

The types are described as follows and they are based
on a layering of annotation that reflects different aspects
of representation.

3.4.1. Property
A property is an annotation more related to media

files characteristics than to its content. It is collected
during the initial processing, where embedded algo-
rithms are executed automatically, or can be informed
manually by the user, if necessary. Examples of prop-
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erties are dimensions, resolution, size, format, volume,
duration, etc. A property is composed of akeyand aval-
ue, where the key qualifies its respective value. From
the examples, we have<size> = 25 GB, wheresizeis
the key and25 GBis the value of the key.

3.4.2. Tagging
Tagging is the assignment of keywords to the media

content. Each keyword represents a simple word that
identifies the content in the segment or in the links be-
tween segments. Keywords are simple, efficient and
widely used nowadays to create indexes of information
on the web. However, it has limited representative-
ness when compared with other forms of annotation,
although it is more practical for most people and more
efficient in terms of searching because most database
systems nowadays have good support for text search-
ing.

3.4.3. Transcription
Transcription is a textual and complete description

of a monologue, dialog or music lyrics. Practical ap-
plications are the automatic recognition of speech in
audio sequences, sub-titles, Optical Character Recog-
nition (OCR) in images containing text, etc. It is pre-
cise in terms of content representation, but very com-
plex in terms of computation because the extraction of
meaning depends on the syntactic and semantic anal-
ysis of the transcription The search is not so efficient
either. Large textual content demands long processing
time for each annotation registry. Syntactic and seman-
tic analyses are needed to allow computers to identify
meaning in the text. However, none of these disad-
vantages decreases the need for this kind of annotation
technique.

3.4.4. Description
Description is a detailed text explaining the content

of media. It has the same advantages and disadvantages
of transcription, but with a different purpose. Practi-
cal applications are story telling material, textual sum-
marization, situation description, scenario-based pro-
totypes, etc.

3.4.5. AdHoc
AdHoc annotations do not have commitment to be

accurate in terms of content meaning. They could rep-
resent opinions, comments, external links, references,
etc. AdHoc also does not have any priority in the search-
ing mechanism and it is retrieved when the related me-
dia is already available for the user, appearing as ad-
ditional or complementary information. This is due to
the fact that AdHoc annotations are informal, free-text,
and can lead to erroneous decisions [15].

3.4.6. Domain concepts
A good balance of representativeness and perfor-

mance is the use of ontologies to annotate segments.
Ontology is used to describe a domain of knowl-
edge [1], which is composed of taxonomy of concepts
from a certain domain of knowledge, semantic relation-
ships between these concepts, and instances of these
concepts that are representations of scenarios under the
modeled domain. Concepts are more representative
than tagging because they are well positioned in the
domain, but they are less efficient than tagging because
there is a cost of exploring the graph of concepts re-
lated to them. Comparing with transcription and de-
scription, ontologies are less representative than full
transcription, but more explicit, computational friend-
ly, and enable derivation of implicit knowledge through
automated inference.

When an ontology is designed, it describes only one
domain of knowledge in order to be cohesive and con-
tribute to its coherence, reuse, compatibility with oth-
er ontologies and less risk of duplicity and ambiguity.
On the other hand, when annotating a media, the user
may find more than one domain represented in its con-
tent, showing that the support for multiple domains is
needed to address real world situations.

To illustrate this we have considered the scenario
in Fig. 4. It shows the preparation of a recipe called
“Salmon Au Pesto and Green Beans”. It is possible to
identify two domains: a)cookingbrings together all
ingredients to prepare the dish: lemon, pesto, salmon
and green beans; and b)kitchendescribes objects in the
location where the dish is prepared: balcony, sink, wa-
ter boiler, coffee machine, soap bottle, and aluminum.
These domains are not necessarily complementary, for
instance, the soap bottle is not one of the ingredients,
and the ontologies are applied on distinct objects.

Now we present an example where multiple annota-
tions are assigned to the same segment: a picture shows
a lot of vegetables and three specialists are instructed
to annotate this picture. A nutritionist would describe
the nutritional properties of each vegetable. A farmer
would describe what is necessary to cultivate those veg-
etables and the behavior of the tilth through the sea-
sons, while a chef would see possible combinations of
ingredients for an exotic dish. It shows that each spe-
cialist needs his/her accessible domain of knowledge
to be able to create comprehensive annotations, and the
domain of one specialist might not be useful to other
specialists.

Yasmim allows the use of multiple ontologies to an-
notate segments and links. While observing the media,
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Fig. 4. Annotation using (a) cooking and (b) kitchen ontologies.

Fig. 5. Yasmim architecture.

the user decides which ontology is more appropriate
for the case, considering his/her domain of expertise.
Each annotation type is presented in a separate layer
over the media content, except for the domain concept,
which is not a unique layer, but one layer for each one
of the applied ontology.

4. Architecture and implementation

Yasmim’s architecture was designed to provide scal-
ability, extensibility, and robustness. It is scalable be-
cause it is stateless and uses a peer-based distributed
database with bi-directional replication, allowing dy-
namic addition of new server nodes as the demand in-
creases. It is extensible because several existing solu-
tions can be used with a minimal integration effort. It is
robust because the chosen technologies are extensively
applied on many other solutions.

Yasmim runs entirely on the server. In order to ac-
cess and maintain media, client applications should be
developed to access the server. The communication is
made through web services, using Internet protocols.
This approach is more widely accessible in comparison
to a recent one proposed by Y. Chen et al. [5], despite

being less efficient. To minimize this drawback, these
web services are stateless, allowing the system to dedi-
cate all its memory to process media. It also simplifies
the use of several machines because it is not necessary
to synchronize temporary data between them.

Figure 5 depicts the general architecture of a system
using Yasmim for multimedia archiving. Yasmim is in
the middle, intermediating data between several data
sources and clients. The middleware behind it is an
application server called Glassfish [24]. It can manage
several instances of the same application spread on
several machines, expanding the processing capability
according to users’ demands. The application manages
the information that comes from clients and organizes
them in several databases.

There are three data sources:

1. Media File Repository: media files are stored in
the file system. The optimal efficiency on file
access depends on the operating system and the
storage system in use.

2. Annotation Databaseis a document database
server called CouchDB [2], which processes text
more efficiently than relational databases.

3. Segmentation and Indexation Databaseis rela-
tional (MySQL [25]), used to store references to
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Table 3
Catalog of Yasmim web services

Service Method URI Parameters

Save media POST . . . /[type]
Get media GET . . . /[type]/[id] version=#

width=#
height=#
rotate=#
format=format-name
filter=filter-name
sample=true/false

. . . /[type]s search=keywords

. . . /
Remove media DELETE . . . /[id] version=#
Save segment POST . . . /[media-id]/segment
Get segments GET . . . /[media-id]/segments shape=shape-name

type=type-name
duration=#
search=keywords

Get segment GET . . . /[media-id]/segment/[id] binary=true/false
Update segment PUT . . . /[media-id]/segment/[id]
Remove segment DELETE . . . /[media-id]/segment/[id]
Save annotation POST . . . /segment/[seg-id]/annotation
Get annotations GET . . . /segment/[seg-id]/annotations search=keywords

type=type-name
. . . /[media-id]/annotations

Get annotation GET . . . /segment/[seg-id]/annotation/[id]
Update annotation PUT . . . /segment/[seg-id]/annotation/[id]
Remove annotation DELETE . . . /segment/[seg-id]/annotation/[id]

files in the repository because of its robust index-
ation mechanisms. It is also used to save segmen-
tation data because database tables have better
support to store and retrieve numbers.

The role of the client side is to process heavy operations,
such as the support for several modalities, automatic
segmentation, automatic extraction of meaning, and
also to provide rich user interaction for intuitive manual
segmentation and annotation. The data is synchronized
with the server, making the media and all related data
available for searching and sharing.

The web service architecture is based on REST ar-
chitectural style [10], where the most important aspect
is the addressability of resources. Every media and re-
lated information is reachable through a unique identi-
fier. This identifier follows the URI (Uniform Resource
Identifier) standard, which is used by HTTP (HiperText
Transfer Protocol) to locate resources on the web. With
a REST-based framework, we could attach segments
and annotations to media, making slight modifications
on the URI. This way, not only search mechanisms
can benefit from the media description, but many other
practical applications as well, since REST web services
are easily accessible by any socket library. The key ab-
straction of information and data in REST is a resource,
which is aligned with how we define media, thus every

media has its unique URI, and related information is
obtained extending or parameterizing media’s URI.

The relevant services for general understanding are
listed on Table 3. The first column indicates the
name of the service, helping the developer to identify
which service is more appropriate for his/her needs.
Second column shows HTTP methods that could be
GET, POST, PUT, and DELETE. The third column
shows the relative URI, starting with “http://[server-
name/domain]/resources”. The brackets indicate that
there is a value to fulfill. This value could be prede-
fined, which is the case of [type], or generated, which
is the case of [id]. The last column lists the parame-
ters to be appended to the URI. None of the parameters
is mandatory, except for the parameter “search” in the
“Get Media” service to avoid a high amount of records
retrieved.

The value [type] can assume the following values:
“image”, “video”, “audio”, “animation”, and “3d”,
which are the types of media supported by Yasmim.
These values are mainly useful to summarize the avail-
able services. [id] is a UUID (Universally Unique Iden-
tifier), an alphanumeric string of 32 characters with so
many combinations that it theoretically never repeats
for two different records. Because each id is unique,
data synchronization, replication and merges are very
simplified. UUID is used to define all ids, thus [id],
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[media-id], and [seg-id] follow the same rules. Each
parameter starts after a semicolon and can be written
in any order. Some parameters are not appropriate for
all types of media. “rotate”, for example, cannot be
applied to an audio file (Get Media) and “duration”
cannot be applied to a spatial segment (Get Segments).
Only media cannot be updated because media files are
immutable. Segments and annotations can be inserted,
updated, caught and deleted normally. In case a media
file needs to be updated, a new version is created with
the new file and the previous version is kept historically.

5. Multimodal support

A relevant part of the system is its support for multi-
modal interactions. We argue that the amount of infor-
mation present in multimedia files demands enhanced
user experience. Indeed, the richness of the user activ-
ity involved while interacting with such systems calls
for multimodal interactions in order to provide intuitive
ways of controlling the system, allowing expressive-
ness and intuitiveness beyond typing and pointing.

In terms of modality support, only a few multimedia
systems were identified. Parageorgiou et al. [26] pro-
posed a multimedia, multilingual and multimodal re-
search system, the Combined Image & Word Spotting
(CIMWOS), which is robust in terms of archiving, in-
dexation and retrieval, but limited in terms of the num-
ber of supported modalities and types of content. The
work of Peng Dai et al. [6] also proposes a multimodal
archiving system. However, it is used for a particu-
lar case, which is meeting scenarios, and considerable
changes are needed to support other domains. Lastly,
Jyi-Shane Liu et al. [19] propose a very concise work-
flow with well delimited segmentation and annotation
phases, but the solution only supports the annotation
of pictures. Therefore, there is a lack of multipurpose
multimedia archiving system that supports several me-
dia and multiple multimodal interactions.

Multimodal interaction can be seen as a multimedia
form of input for multimedia systems because the inter-
action may occur due to the analysis of patterns present
in streaming of images, sounds, and other signal-based
sources. It leads to a match of technologies that are
complementary. In addition, we are working with as-
sociation of meaning and complex content, thus we
believe that this kind of application requires improved
representativeness of user intentions, which is some-
times difficult to represent using keyboard and mouse
only.

The multimodal support is implemented by a desktop
application that uses Yasmim framework for multime-
dia requirements. It runs in the user machine because
the application needs to access local resources, such
as processors, memory and connected devices, due to
its high demanding processes. Devices can be cam-
era, microphone, touch screens, remote controls, and
even integrated devices like mobile phones and PDAs
(Personal Digital Assistant).

The interaction modalities are related to human sen-
sors defined as:

– vision: gesture recognition and movement analy-
sis;

– acoustic: speech recognition;
– haptic: device vibration; and
– sensor: accelerometers, multi-touch, RFID (Radio

Frequence IDentification), etc.

The use of modalities is technically complex and an
attentive study is necessary to define how they should
be adopted by the system. The result of this study
is a list of user tasks and their respective compatible
modalities. For the case of a multimedia system, the
following common tasks were identified:

– create segments on media content;
– annotate segments;
– navigate in large media content;
– search for media;
– select resource;
– zoom, rotate, and translate media;
– increase/decrease volume; and
– play, stop, pause, fast forward, and fast rewind

media.

Table 2 puts user tasks, modalities and techniques
side by side, judging which kind of interaction is more
appropriate for each task. For instance, it shows gesture
recognition as a vision modality to segment, navigate,
select, zoom, rotate, translate, and change volume of
media resources. Speech recognition is an acoustic
modality and multi-touch, sketching, and hand-held
sensing are sensor-based.

When creating segments, users can make gestures
to control the cursor and draw geometric shapes that
are converted in spatial and spatio-temporal segments.
The same for sketching and multi-touch, but the last
one is also used to define starting and ending points of
temporal segments. As seen in Section 7, annotations
still have a textual representation and speech recogni-
tion is indicated to collect text from speech and use
it as segment’s annotations. When navigating through
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Table 4
Classification of supported annotations

Task Modality Technique

Create segment Vision,
sensor

Gesture recognition,
multi-touch,
sketching

Annotate
segment

Acoustic Speech recognition

Navigate Vision,
acoustic,
sensor

Gesture recognition,
speech recognition,
multi-touch

Select resource Vision,
sensor

Gesture recognition,
multi-touch

Zoom, rotate, and
translate

Vision,
acoustic,
sensor

Gesture recognition,
speech recognition,
multi-touch

Increase/decrease
volume

Vision,
acoustic,
sensor

Gesture recognition,
speech recognition,
hand-held sensing

Play, stop, pause,
fast forward, and
fast rewind

Acoustic,
Sensor

Speech recognition,
hand-held sensing

retrieved media, gestures, voice commands and multi-
touch move the content to the left, to the right, up and
down, overwriting commands such as “next”, “previ-
ous”, and keyboard’s arrows. Once the expected con-
tent is found, users can use gestures or multi-touch to
select it and perform other operations, such as zoom-
ing, rotation, translation, and volume control. When
using gestures we mean very distinct arms and hands
movements, single finger position, but ignoring signs
made with fingers. It may avoid users to memorize pre-
defined hand gesture commands, which are compensat-
ed by other techniques such as speech, and hand-held
sensing, also used to play, pause, stop, fast forward and
fast rewind audio and video contents.

To handle the technical complexity of multimodal
applications, we are using a component-based solution
named OpenInterface (OI) platform [16]. OI has some
advantages:

– Execute components developed in different plat-
forms: OI was developed in C++ and it has bind-
ings for several compiled languages. This is nec-
essary because the chosen technology influences
the quality of modality implementations.

– Compose components in a pipeline: components
can be connected to each other when the output of
a component is compatible with the input of other
components. It creates a pipeline to implement the
modality, from simple to complex techniques.

– Has a large repository of compatible components
available: the OI Repository holds a collection
of interaction elements for use in the develop-
ment of interactive systems, especially those con-

Fig. 6. Finger tracking for selection and navigation.

structed using the OI Platform. It is available at:
http://forge.openinterface.org.

As developers benefit from Yasmim to implement
multimedia applications, they also benefit from the va-
riety of existing components to make these applica-
tions multimodal. From the repository, we implement
hand gesture recognitionby combining OpenCV (Open
Source Computer Vision) components (background,
foreground extraction, conditional dilatation and con-
nected components), allowing users to select a region
of interest using at most two hands [38]. We have
experienced other components to allow hand gestures
and single stroke gestures recognition, as we can see
in Fig. 6, with finger tracking. For this experiment, we
have applied the “1$ recognizer” [40], a simple gesture
recognition algorithm similar to Dynamic Time Warp-
ing, and a Java version of the Hidden Markov Model
Toolkit (HTK) [41], depending on the type of gesture
to learn. A waving gesture (based on optical flow anal-
ysis) was prototyped in order to horizontally navigate
through the library.

To annotate segments, users pronounce textual cues,
which are especially useful when the task is performed
in a group, where most people do not have access to
the keyboard. In this case, the computer’s microphone
is enough to collect speech and process it with Sphinx-
4 [39] component, using 8 Gaussian triphone models
trained on the Wall Street Journal Corpus, with a lexi-
con composed of 5000 words.

6. Discussions

We have considered the three most relevant systems
presented in Section 2 and compared them with Yas-
mim using the same methodology of Fig. 1. They are
not fully considered as framework because they were
not fundamentally designed to be part of a multime-
dia system, but to be the extensible multimedia system.
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Fig. 7. Comparison of systems considering Yasmim.

However, they are comparable with a pure framework
like Yasmim because they comply with the set of re-
quirements listed previously. Therefore, this compari-
son is more positioned in a level of requirements than
in the system as a whole.

Figure 7 depicts a version of the matrix presented
in Fig. 1, including Yasmim in the comparison. Some
columns are highlighted when Yasmim implements the
respective requirement. From those requirements, Yas-
mim implements five, which are: support for multi-
ple media, distributed, segmentation, annotation, and
multi-domain.

Going into details in each requirement:

– Multiple media: it is able to segment and anno-
tate images, audios, animations, videos and 3D
models. Within these media forms, there are also
dozens of formats and the framework can support
most of them, inheriting this capability from the
JavaTM platform.

– Distributed: it provides REST web services wide-
ly available on the network that are accessible for
clients developed in different languages, platforms
and devices. In essence, every technology that has
support for communication using sockets can ac-
cess Yasmim’s data and perform operations on the
server, characterizing a modern approach of dis-
tribution, aligned with existing web architectures.

– Segmentation: it implements spatial, temporal and
spatio-temporal segments as vectorial structures,
making it applicable not only for bitmap content,
but also for vectorial content. In addition, seg-
ments can be mutually linked, creating a graph of
connections and filling the gap of meanings float-
ing in the limbo not segmented.

– Annotation: it provides a greater coverage of the
descriptive formats that can be given to segments,
which are: property, tagging, transcription, de-
scription, adhoc and domain concepts.

– Multi-domain: it allows the use of multiple on-
tologies to annotate segments and links. While
observing media, users decide which ontology is
more appropriate for the case, considering his/her
domain of expertise.

This framework transfers the responsibility of feature
recognition and modality implementation for the clients
because these processing can be costly, thus impacting
the performance of the system as a whole if done in
the server (centralized). On the other hand, it would
be very necessary for mobile devices, which do not
have enough processing power. Or some recognition
made on the server can be saved and retrieved faster
the next time it is requested. None of the systems is
comfortable with feature recognition.MPEG-7 MMDB
can run it only if third-party developers implement it
and attach it as a plugin. MPEG-7 MMDB does not
distribute these plugins by default. SemaPlorer is able
to recognize some information in the context, but aided
by additional metadata retrieved from the server.

In the requirements that all are competing for,such as
multiple-media support, distribution, annotation, and
multi-domain, each technology has its own goals, thus
the implementation of these requirements are naturally
different. What it is important to emphasize are the
trends that these kinds of technologies are following
and how the newest platforms and systems are allowing
the evolution of multimedia solutions.

During the development of this research, we faced
some challenges that may demand special attention in
future investigations. Since media files are immutable,
a version control is implemented to preserve their in-
tegrity in a long term archiving and keep all modifica-
tions historically organized in different copies. Howev-
er, it presented itself as less cost effective because of the
excessive use of disc space. Three modifications mean
an average of 3 times the initial memory allocation.
In fact, we believe that segments can also be applied
on version control optimizations, keeping the historic
of modified parts only. This is relatively challenging
because in case of modifications, the content should be
re-analyzed in order to update existing segments due
to content shifting. Segments may also be useful to
make DRM (Digital Right Management) more flexible,
increasing the granularity of rights by setting them to
segments and annotations

The use of ontology to annotate media makes this
work domain-independent, but it leads to the need of
additional attention when designing different domains.
For example, specialists from the same field might pro-
duce distinct versions of the same domain; from dif-
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ferent fields might produce ambiguous and duplicated
concepts. Therefore, when considering multiple do-
mains, a methodology to model those domains is need-
ed in order to guide specialists to avoid such problems.

We are reusing available multimodal components
from the OI repository. These components were devel-
oped by other researchers, specialized on their specific
modalities. We consider that usability evaluations are
under their responsibility, whose results can be used
by developers as criteria of choice. At the same time,
some level of evaluation should be done in the future
because the context of use (user, environment, and plat-
form) has changed and the combination of modalities
may be also verified.

7. Conclusion

We have presented in this paper a multi-purpose, ex-
tensible and scalable framework for multimedia archiv-
ing to enhance the capacity of content description, us-
ing enhanced user interactions. This framework is ex-
tensible and with multi-purposes, allowing its applica-
tion on conceptually distinct problems.

We have contributed to the field of multimedia sys-
tems by simplifying the way multimedia is added to ex-
isting applications and making distributed multimedia
management accessible for non-specialized developers.
With vector-based segments, Yasmim supports multi-
ple media and formats. These segments are described
with a consolidated offering of annotations, providing a
good coverage of descriptive formats, emphasizing the
multi-domain support, by the use of ontologies to de-
scribe several domains present in segments. The client-
server communication is implemented using REST web
services, which has been, as far as our knowledge con-
cerns, a pioneer initiative in terms of multimedia sys-
tems. It even allows the access to Yasmim from simple
HTML and Javascript implementation.

Our experience with multimodal have shown that a
significant effort should be continuously made on the
integration of multimedia and multimodal technologies
because it extends user’s expressiveness, allowing in-
puts that it is not easily represented by textual means.
Therefore, having modalities as a multimedia input, a
future work is to reshape the output as multimedia too.
To achieve that, the retrieval should be rethought from
the traditional list of relevant results to a composition
of segments organized in a way that tells a logical se-
quence of segments, as a documentary, in a single piece
of generated audio-visual streaming. Multimodal in-
teraction comes back to the scene by improving the
interaction through the resulting media.
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