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Abstract We present a system for multimedia event detec-
tion. The developed system characterizes complex multime-
dia events based on a large array of multimodal features,
and classifies unseen videos by effectively fusing diverse
responses. We present three major technical innovations.
First, we explore novel visual and audio features across
multiple semantic granularities, including building, often in
an unsupervised manner, mid-level and high-level features
upon low-level features to enable semantic understanding.
Second, we show a novel Latent SVM model which learns
and localizes discriminative high-level concepts in cluttered
video sequences. In addition to improving detection accuracy
beyond existing approaches, it enables a unique summary for
every retrieval by its use of high-level concepts and tempo-
ral evidence localization. The resulting summary provides
some transparency into why the system classified the video
as it did. Finally, we present novel fusion learning algorithms
and our methodology to improve fusion learning under lim-
ited training data condition. Thorough evaluation on a large
TRECVID MED 2011 dataset showcases the benefits of the
presented system.
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1 Introduction

Multimedia content is being produced and shared through
the Internet (e.g., YouTube) at an unprecedented pace in
recent years. For example, just on YouTube, video data is cur-
rently being uploaded at the rate of approximately 30 million
hours a year. Accordingly, the need for automatic tools that
organize and retrieve videos has become crucial more than
ever.

In this paper, we examine the task of multimedia event
detection (MED), where the goal is detecting or classify-
ing video clips by the main event occurring in the clip. In
particular, we focus on high-level events such as ‘making a
sandwich’, ‘parkour’, and ‘grooming an animal’, where the
event is defined by complex collection of elements includ-
ing people, objects, actions, sounds, scenes, and their spa-
tial/temporal relationships.

Automatic understanding of visual content in uncon-
strained Internet videos is a very challenging task, particu-
larly because they contain very diverse content. Even videos
from the same event class (e.g., ‘making a sandwich’) exhibit
significant intra-class variation: they are captured under a
variety of camera conditions (e.g., pixel quality and motion);
they are of highly variable duration and often heavily edited
(e.g., shot stitching and added captions); they are typically
not choreographed and do not follow a particular structure;
the evidence indicating the presence of a particular high-
level event typically occurs during specific segments of a
video and is cluttered amid extraneous content introduced
by diverse editing.
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Fig. 1 a Overview of system architecture. Modules corresponding to
major technical innovations are marked (red boxes). Refer to Sect. 3 for
details. b Hierarchy of features across multiple granularities. Higher-

level features are built upon the lower-level ones, and jointly charac-
terize complex events. High-level concepts are utilized by Latent SVM
model (see Sect. 5.2) (color figure online)

Due to the importance of the MED task, many state-of-
the-art systems have been developed and reported by world-
class researchers recently [18,21,23,30,39,48–50,59]. The
main observations drawn from the success of these systems
are consistent. Most systems extract a large number of mul-
timodal features from both visual and audio signals. The
features include low-level features such as SIFT, HoG, and
MFCCs which provide significant portion of performance for
MED. In addition, the use of pre-defined concept detectors
for objects (e.g., person and cars) and actions (e.g., jump and
punch) are also frequently incorporated. Then, the videos are
classified by fusing features where score fusion is often used
to combine scores independently computed from different
subsets of features.

In this paper, we present a video event classification sys-
tem which addresses various core challenges for MED task.
Overall, our system is designed to incorporate many of the
above-mentioned success principles in its architecture. Fig-
ure 1a shows our system architecture: it extracts large array
of multimodal features at multiple granularities; multiple
base classifiers are built from different subsets of features;
finally, score fusion combines multiple scores and improves
the MED performance. In particular, our work incorporates
novel developments into the system, which can be summa-
rized into three major contributions (highlighted in red boxes
in Fig. 1a).

First, our work developed and incorporated novel fea-
tures at diverse granularities, aiming to provide more seman-
tic understanding capability into our system. The hierarchy
of granularities and their relationships towards the model-
ing of complex events is illustrated in Fig. 1b.1 For exam-
ple, our work explores the use of mid-level concept fea-
tures, which are detected based on low-level features. The
mid-level features include (1) visual Object Bank (OB) [34]
which provides 177 object detectors for pre-defined classes,

1 Note that the use of the terms, “mid-level” and “high-level” may be
different from other work.

and (2) a large array of audio event detectors [6] based on
low-level MFCC features. Furthermore, this work developed
novel high-level visual scene concepts which are discovered
from the OB response distributions in an unsupervised man-
ner, which are effective in discovering semantically con-
sistent visual scenes. Note that this is distinct from more
conventional approaches based on using pre-defined concept
classes. Finally, all these features are jointly used to model
complex events, where the strengths and limitations of each
are exploited.

Second, we present a novel approach for weakly super-
vised semantic concept selection based on a Latent SVM
(LSVM) formulation [13,56], which not only improves clas-
sification but also provides a novel scheme for temporal evi-
dence localization. This approach addresses the temporal
clutter issue mentioned earlier, where salient audio-visual
evidence is buried amid less relevant content. In particular,
this approach effectively utilizes “high-level” concepts men-
tioned earlier. For example, mid-level concepts correspond
to general objects (e.g., tree, hat, computer, people) that may
appear across a wide range of events. In contrast, “high-level”
concepts capture a higher level of semantic information that
is more specific to the event occurring in a particular video
(e.g., skateboarding in garage, surfing on water). In detail,
under the proposed approach, high-level concept classifiers
are trained in an unsupervised fashion, without requiring
expensive manual annotations. Then, our approach automat-
ically identifies the classes and temporal locations of dis-
criminative high-level concepts for a given target event class,
which are both treated as hidden variables, effectively solving
a weakly-supervised learning problem. Specifically, we show
how the model parameters can be learned using Latent SVMs
[13,56], a max-margin discriminative method that provides
the ability to model unobserved variables during training.
Through evaluation, the proposed method shows substan-
tially superior performance beyond conventional approaches.
Furthermore, we show that the capability to localize salient
video segments provide a novel and effective summary of
retrieval results.
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Third, we present two novel approaches [26,35] to learn
score fusion functions which combine scores from differ-
ent base classifiers. These fusion learning algorithms provide
strengths under different circumstances and potentially boost
performance beyond existing approaches. In this work, they
are thoroughly evaluated to combine scores from a large array
of 21 base classifiers, and their performance compared with
existing approaches. In addition, we present our methodol-
ogy to generate cross-validation splits to learn fusion clas-
sifiers, which is designed to maximize the utility of limited
training data during fusion learning. Finally, we present the
rationale for the mix-and-match fusion methodology incor-
porated in our system. For example, our evaluations indicate
that there is no clear winner among the compared fusion
methods and performance gaps between different meth-
ods can be more than trivial. Accordingly, multiple fusion
approaches are tried per target event class during training,
and our system selects the best approach case by case.

The proposed event classification system has been exten-
sively applied to the challenging TRECVID MED 2011
dataset [42], which consists of training exemplars for 10 high-
level event classes (listed in Table 2) and provides a large test
data archive of about 32 K video clips. The evaluation results
of our full system as well as the results from modular eval-
uation of key algorithmic components highlight the benefits
of the proposed system.

The rest of the paper is organized as follows: Sect. 2
reviews the related work in multimedia event detection. Sec-
tion 3 describes the overall system architecture. In Sect. 4,
a set of features incorporated in our system are introduced.
In Sect. 5, diverse approaches to build base classifiers are
described, where Sect. 5.2 particularly focuses on the newly
developed Latent SVM formulation. Sect. 6 presents our
framework for fusion learning, along with two new score
fusion learning algorithms. Finally, Sect. 7 presents the eval-
uation results along with various discussions on various inter-
esting observations.

2 Related work

2.1 Content-based video retrieval

Previous work in the area of video detection and retrieval
primarily considers the task of query-based video retrieval
using concept detectors. The problem of video classifica-
tion can be viewed as a subproblem of query-based video
retrieval, where the query is pre-defined. A recent and thor-
ough survey of content-based video retrieval techniques can
be found in [19]. We discuss some of the closely related video
retrieval/classification methods here.

In the past, research on video retrieval has largely focused
on the use of pre-specified lexicons of concepts such as

LSCOM [18] and MediaMill [49]. These lexicons typically
cover a wide range of concepts including scenes, people,
objects, activities, and events at different levels of abstrac-
tion. These lexicons, however, do not account for the fact that
the appearance of a concept can vary from one event class to
another. For example, people may dress differently depend-
ing on the environment they are in (e.g., snow vs. beach).
These differences become more noticeable when using con-
cepts at higher levels of abstraction because of an increased
semantic gap [14]. This implies that concepts which repre-
sent a higher-level of abstraction depend more on the event
category and consequently have limited reusability among
different events.

A second challenge when using human specified lexicons
is that the concepts may not reflect the true corpus found in
the data. To address this challenge, Bao et al. [4] proposed
the use of a bipartite graph propagation model to incorporate
both human specified concepts as well as implicit concepts
extracted by Latent Dirichlet Allocation for video retrieval.
Another approach taken by Feng et al. [14] constructed a
so-called “universal” object detector using a combination of
concept detectors with small semantic gaps. In [21], Jiang
et al. demonstrated the benefit of leveraging both high and
low-level features for multimedia event detection.

In the present work, we model the events using various
low-level features which are extracted from the given set of
videos itself. We also include a set of object models indepen-
dent of the events, which can help in capturing some semantic
information. In addition, a weakly supervised semantic con-
cept detection is employed to retrieve semantic information
specific to the target events.

2.2 Evidence description for video retrieval

Along with video retrieval/classification tasks, the problem of
providing a description of the important evidence that a video
clip or an image contains an instance of a semantic category
has been steadily gaining prominence in the computer vision
community. For example, a number of papers have been pro-
posed to leverage latent topic models on low-level features
[5,8,44,55]. To date, the most common approach to such lin-
gual description of images has been to model the joint distri-
bution over low-level image features and language, typically
nouns. Early work on multimodal topic models by Blei et
al. [5] and subsequent extensions [8,15,44,55] jointly model
image features (predominantly SIFT and HOG derivatives)
and language words as mixed memberships over latent top-
ics with considerable success. Other non-parametric nearest-
neighbor and label transfer methods, such as Makadia et al.
[38] and TagProp [17], rely on large annotated sets to gener-
ate descriptions from similar samples.

Alternatively, a second class of approaches directly seeks a
set of high-level concepts, typically objects but possibly oth-
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ers such as scene categories. Prominent among object detec-
tors are Object Bank (OB) [34] and the related deformable
parts model (DPM) [13] which have been successful in the
task of annotating natural images.

While this paper focuses on the problem of multimedia
event detection, our LSVM method also additionally enables
discriminative summary by temporal evidence localization
for the target events. It is noted that the proposed scheme of
temporal evidence localization, represented with discrimina-
tive video segments for an event class of interest, are different
from those considered for the TRECVID MER tasks [42,43],
which are based on lingual description of key evidence. When
discriminative clusters of LSVM model are manually named,
the temporal evidence localization can be further extended
to provide semantic textual description as well.

2.3 Score fusion

When addressing the problem of event detection, we can
benefit from exploiting different modalities including video,
audio, and textual channels. In [22], Jiang and Loui extended
upon a method that considered concept detection in 10-
second video segments to construct an event recognition
system that operates on an entire video using a global bag
of “audio-visual grouplets” representation. In our work, we
compute an array of features to represent visual as well as
audio channels. However, unlike [22], we do not group the
features together at an early stage, but adopt a late fusion
scheme to combine the scores from individual base classi-
fiers, which is called score fusion.

There exist numerous score fusion methods, which can be
grouped into three main categories. The first category can
be understood as blind fusion where fixed rules are applied
regardless of actual base classifier score distributions, prior
to simple score summation. As one of the pioneering works,
multiple classifier combination rules are studied in [28],
where extensive experiments showed that Sum and Product
are top two best performing methods. In recent work [50],
the geometric mean is reported to be highly effective despite
its simplicity. Both product and geometric mean can still
be understood to belong to the first category where a loga-
rithm transformation is used prior to summation. While sim-
plicity is the main advantage, as also reported in [50], more
sophisticated fusion methods can often outperform them at
the expense of additional computation.

The second category of late fusion methods [20,47,40] are
formulated within a score normalization framework, where
particular assumptions are made on score distributions and
used to align base classifier scores. However, most of these
methods require the normalization transforms to be deter-
mined manually, based on expert knowledge. Our work dif-
fers in that it is more focused on building a robust fusion
model from a large set of black-box classifiers.

The third category aims to learn a score function to com-
bine scores from multiple base classifiers. In [51], weights are
learned by minimizing different target error metrics with dif-
ferent regularizations. In [36], a linear dependency between
features is proposed to address the independent assumption
issue in fusion process. Smith et al. [48] treat the confidence
scores from multiple models as a feature vector, and then
learn a classifier for different classes using a sample-based
approach. Lan et al. [30] introduced a double fusion tech-
nique, which unifies both feature level fusion and score level
fusion. Our two fusion learning algorithms [26,35] intro-
duced in Sect. 6 belong to the third category with the follow-
ing distinctive properties: MFoM method [26] can optimize
learning process for a wide array of custom metrics [26];
Local Expert Forest [35] learns multiple localized fusion
functions across multi-dimensional score space rather than
relying on a single fusion function.

3 Overview

Our system consists of three major building blocks: (1) fea-
ture extraction, (2) base classifiers, and (3) score fusion, as
illustrated in Fig. 1.

Real-world videos exhibit significant variations in salient
sensory information across different event categories. For
example, ‘parkour’ event is distinctively characterized by
motion in videos, while ‘birthday party’ event exhibits unique
auditory patterns from birthday songs.

Therefore, our feature extraction module (shown in orange
in Fig. 1) computes a large array of multimodal features
(both visual and audio) from input videos, which improves
its capability to capture salient information across diverse
event classes. The features incorporated in our system are
described in Sect. 4.

Next, multiple base classifiers independently compute
detection scores based on available features. As a result, each
video clip is associated with multiple base classifier scores.
In our framework, each base classifier can incorporate an
arbitrary subset of the features (i.e., anywhere from one to
all features), and the same features can be re-used across base
classifiers. For each base classifier, its parameters are learned
and tuned via cross-validation on training data.

Most of the base classifiers incorporated in our current
system are based on SVMs or variations of SVMs such as
Multiple Kernel SVMs or Latent SVMs (LSVM). In par-
ticular, we use LSVMs in a novel high-level scene concept
detection and localization framework, which enables unique
summary descriptions of retrieval results (see Sect. 7.2.2 for
video description results). More details of the base classifier
types and incorporated kernels are described in Sect. 5.

The major rationale for incorporating multiple base classi-
fiers stems from two considerations: computational demand
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and open expandable architecture. In terms of computational
demand, simply, multiple base classifiers operating across
different subsets of features is more parallelizable and less
memory intensive, compared to the alternative of loading
and using entire features at the same time, such as early
fusion [3,23]. Furthermore, different base classifiers may use
different modeling schemes, e.g., SVMs or logistic regres-
sion, and provide multiple instantiations of classifiers that
are designed to be fused through the next step of score fusion
results in being more open and expandable, which can incor-
porate additional off-the-shelf classifiers in a flexible manner
as needed.

Finally, the score fusion module combines multiple base
classifier scores through diverse fusion methods, and com-
putes a single final detection score per video clip. We incor-
porate multiple fusion methods in our system, both untrained
(average and geometric mean fusion) and learning-based
(Local Expert Forest [35] and Maximal Figure-of-Merit
[26]). The parameters of the learning-based fusion meth-
ods are estimated through cross-validation. Interestingly, our
study indicates that there is no clear winner among different
fusion methods. Accordingly, our system incorporates a Mix-
and-Match framework, where different fusion approaches
are tried on each event class, and the best approach per class
is selected. More details of the fusion learning scheme and
novel fusion methods are described in Sect. 6.

4 Features

The proposed system incorporates a large array of audio-
visual features to improves its capability of capturing salient
information across diverse event classes. In the following
sections, incorporated visual (Sect. 4.1) and audio (Sect. 4.2)
features are described. For each modality, features are cate-
gorized to be either “low-level” or “mid-level”. In this work,
“high-level” features are exclusively utilized by Latent SVM
in Sect. 5.2.

By low-level features, we mean features such as Color
SIFT (CSIFT) [46] which do not directly deliver semantic
information on its own. On the other hand, mid-level fea-
tures directly detect semantic categories such as visual object
classes (e.g., people and vehicles) or semantic auditory pat-
terns (e.g., drilling sound or laughter).

In this paper, most low-level features are used in the form
of standard bag-of-words (BoW). That is, the raw visual and
audio features are first computed over small spatial/temporal
volumes densely sampled across a given video clip. A large,
unlabeled collection of these features are clustered to build
a codebook, and each computed feature is quantized by the
cluster index in this codebook. Finally, the quantized features
are pooled spatially over each frame and/or temporally across
the entire clip, producing a summary BoW feature vector.

In this work, most of the features are pooled into a single
feature vector for the entire clip. The exception is for our
LSVM model: we pool the features across small temporal
segments to allow for temporal localization (see Sect. 5.2).

4.1 Visual features

4.1.1 Low-level features

The list of our visual features includes HoG3D [29], GIST
[41], Color SIFT [46], independent subspace analysis (ISA)
[31], transformed color histogram (TCH) [46], and a set
of visual features from [57] (which we call “SUN09”
in this work), including histogram of gradients (HoG),
geometry texton histogram (GTH), self-similarity measure,
dense/sparse SIFT, local binary patterns (LBP), and tiny
image.

Each low-level feature is introduced to capture different
types of visual information. Their properties are summarized
in Table 1. For example, ISA feature is capable of captur-
ing temporal dynamics in video sequences [M], constructed
as a BoW vector [B], learned in an unsupervised manner
in a training corpus [U], and designed to describe an entire
keyframe image-scene [S]. We have observed that this large
set of low-level features is helpful to detect generic multime-
dia event classes, while they are mostly complementary in
our fusion methods, discussed in Sect. 6. The performance
of individual features can be found in Sect. 7.

4.1.2 Mid-level concept features: Object Bank

To directly capture visual semantic information from videos,
our system explore the use of a large set of visual object
detectors, which are provided by Object Bank (OB) [34].
The integrated implementation utilizes a set of visual object
detectors based on histogram-of-gradients (HoG) templates
[10], which are scanned across uniformly sampled video
frames, and agglomerated detector responses across each
video clip are used to categorize events. The overall com-
putational process of OB is shown in Fig. 2. An array of
object detectors are first applied to each image at multiple
scales. The filter responses from each scale are represented
as a three-level spatial pyramid and are accumulated to pro-
duce high-dimensional scene content descriptors per image.

In our work, object detections are regarded as mid-level
concepts, in the sense that the object categories can be shared
across complex events. Accordingly, OB utilizes the distrib-
ution of mid-level concepts to characterize events, and even
“high-level” concepts are built upon OB features as described
later in Sect. 5.2.

Compared to traditional scene-level concepts such as
LSCOM [1], OB features provide semantic and descriptive
understanding of visual scenes at object level.
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Table 1 Properties of low-level
visual features

C color, T texture, G gradient,
M temporal, B BoW, U
unsupervised learning, P
patch-based, S entire image
scene
a SUN09 features

Property

Feature C T G M B U P S

HoG3D · · x x x · x ·
GIST · x · · · · · x

Color SIFT x · x · x · x ·
ISA · · · x x x · x

TCH x · · · x · x ·
HoG · · x · x · x ·
GTHa · x · · x · x ·
Self-similaritya · · · · · · x ·
Dense SIFTa · · x · x · x ·
Sparse SIFTa · · x · x · x ·
LBPa · x · · x · x ·
Tiny imagea x · · · · · · x

Fig. 2 Illustration of Object Bank (image courtesy of [34]). Original Object Bank feature is computed by accumulating multiple semantic object
detector responses across multiple scales and spatial layouts

The current OB implementation incorporates detectors for
177 object classes and is one of the main large-scale object
recognition system publicly available. These object classes
are independent of the event categories used in our experi-
ments in Sect. 7.

Our system system discards spatial pyramid layout infor-
mation, because we find that the variation of object locations
within unconstrained videos is not regularized and resulting
lower-dimensional representation helps the generalization
capability during classifier training. Due to the large number
of scanning windows across multiple scales, the computa-
tional demand of OB features is very high compared to the
low-level features. Accordingly, OB features are applied on
temporally uniformly sampled frames, e.g., frames at every
2 s.

Our work explored various representations of OB features.
For example, to provide features for standard SVM classi-
fiers (see Sect. 5.1), OB features across frames are pooled
to build clip-level descriptors. Two variations of pooling are

used in our work: maximum and average pooling. Further-
more, frame-wise OB features are used for weakly supervised
temporal Latent SVM model presented in Sect. 5.2.

4.2 Audio features

4.2.1 Low-level feature: MFCCs

To capture general audio information of a video, we use
MFCCs with a BoW model. In particular, 32-dimensional
MFCCs are extracted at every 10 ms with 25 ms frame size.
Then, MFCC features are quantized based on a codebook
with 1 K size using hard assignment.

4.2.2 Mid-level feature: acoustic segment models

A conventional way of exploiting audio semantics for MED
is to use a set of pre-defined audio concepts [33,7]. However,
using a fixed set of audio concepts to perform event detection
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might not be suitable because consumer-level videos tend to
be unconstrained and unstructured. As such, there exists a
wider range of variability in audio signals.

We developed acoustic segment models (ASMs) [6] to
understand a broader range of mid-level audio semantics by
capturing the diverse temporal structures within low-level
audio signals. ASMs build upon previous work such as fun-
damental speech sound units for speech recognition [32],
which have been applied to music genre classification [45]
and speaker recognition [52]. Our approach is the first study
of ASMs to MED by building bottom-up acoustic semantic
words. In particular, unlike previous work that exploits tem-
poral acoustic structure in particular domains, e.g., speech or
music, the developed ASMs provide an extended framework
for generic audio sound types.

We modeled ASMs as 3-state HMMs. They were trained
with a set of ‘representative’ audio segments for given mul-
timedia event classes; in particular, 8 initial segments were
manually chosen from an event class. For example, initial
segments for the ‘Birthday Party’ event class include singing
a birthday song, cheering, laughing, and clapping, while
those for the ‘Getting a Vehicle Unstuck’ event class include
tire spinning, motor, and street noise. Then, we iteratively
conducted Viterbi decoding and Baum–Welch estimation to
refine the models until they converged. The typical length of
decoded segments is 100–200 ms. Once ASMs are obtained,
each audio clip is transformed into a BoW vector by con-
sidering N -best Viterbi sequences with unigram and bigram
statistics. More details of modeling and learning of our ASMs
can be found in [6].

5 Base classifiers

Once features are extracted, multiple base classifiers produce
scores independently, based on different model formulations
and different subsets of features.

Concretely, it is assumed that, for each event category, a
training set of N videos, {(xi , yi )}i∈1...N is available, where
xi is the i th video and yi ∈ {−1, 1} is its label. For brevity,
let’s reuse xi to denote the entire set of computed features for
the i th clip, where subscripts will be omitted if not necessary,
i.e., x .

Additionally, let’s denote the entire set of base classi-
fier functions as { fk}k∈1...|k| where fk is each base classi-
fier. Finally, each base classifier fk computes a classification
score zk based on a corresponding subset of features xk ⊂ x
as follows

zk = fk(xk) where xk ⊂ x (1)

Through the remainder of the draft, the entire set of base
classifier will be denoted by ZB = {zk}.

Each base classifier in our system is learned in an one-
vs-all manner for the target event based on available query
exemplar videos and a common set of background videos that
are used as negative training data. As mentioned in Sect. 3,
the computed set of multiple base classifier scores ZB will
be later combined to a single detection score ZF via score
fusion (Sect. 6).

We learn three different types of base classifiers: (1) sup-
port vector machines (SVMs) [9] using linear or non-linear
kernels (e.g., histogram intersection kernel), (2) multiple ker-
nel learning (MKL) [53] to learn a classifier across multiple
features jointly, and (3) a temporal variation of Latent SVM
model. The details of each approach are described in the fol-
lowing sections.

5.1 SVMs and multiple kernel learning

One of the advantages of using SVMs as base classifiers
is that decision boundaries in feature space can be learned
within a max-margin framework, which potentially improves
generalization power during the training process. In addition
to linear SVMs, we use three types of kernels across for
non-linear SVMs: the histogram intersection kernel (HIK)
and the χ2 kernel (Chi2), which are commonly used in
computer vision, and the negative geodesic distance kernel
(NGD) [60], which empirically shows competitive perfor-
mance for histogram-based features by assuming the features
have multinomial distributions. We apply different kernels
even on identical features, and we observe non-trivial differ-
ences in performance (see Sect. 7 for details).

In addition to standard SVMs on single features, our sys-
tem incorporates MKL SVMs to combine the discrimina-
tive power across a set of visual features. Different from the
score fusion framework discussed in Sect. 3, MKL combines
kernels computed across features into a single kernel value
through weighted summation. In particular, we use the Sim-
ple MKL implementation from [53], which learns weights
to be used during kernel combinations. The training of a
MKL SVM is computationally demanding, so we heuristi-
cally select a set of features for MKL based on prior work
[57]; these are marked as SUN09 features in Table 1. For
MKL, we used Chi2 kernels.

Both for non-linear SVMs and MKL, while they demon-
strate a clear performance advantage over linear SVMs, the
run-time computational demand for non-linear models is
very high, both for training and testing. This is especially
so when dataset is large, features are high-dimensional, and
there are a large number of support vectors. To address
the heavy computational demand required to use non-linear
SVMs, our system incorporates two recently introduced
approximation techniques [37,54]. In particular, these tech-
niques are applicable for additive kernels such as HIK and
Chi2, and improves the speed during both training and test-
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ing phases significantly. First, explicit feature maps [54] for
the additive kernels are used. This technique expands origi-
nal features into a higher-dimensional space, but allows the
much more efficient linear SVM to be used during training
and testing, with minor approximation error, which results
in a negligible performance drop compared to using exact
kernels with non-linear SVM training. In addition, we incor-
porate [37], which builds lookup table using piecewise
approximation, effectively providing constant time execution
during testing, regardless of the number of support vectors.

5.2 Latent SVM

Our temporal variant of Latent SVM is a new development
which learns salient parts of videos and detects “impor-
tant” temporal regions in test clips, resulting in improvement
in performance and capabilities of discriminative summary
descriptions for retrieval results. The overall formulation is
analogous to the original formulation of spatial Latent SVM
model for object detection [13]. In this paper, the framework
has been used with Object Bank (OB) feature only, since
the model utilizes “high-level” concepts which are built in
an unsupervised manner, bottom-up from mid-level concepts
such as OB. Nonetheless, the framework is general, and is
not limited to OB features.

5.2.1 High-level visual scene concept learning

The idea here is to build upon the base mid-level features
in a hierarchical fashion to represent an event as a series of
high-level visual scene concepts. These concepts are typi-
cally class dependent and require trained models for each
concept in every class. Under a traditional supervised learn-
ing approach, segment-level annotations would be required
to train such models. Instead, we used an unsupervised tech-
nique to extract class specific concepts.

In particular, OB features are extracted for a dense set of
frames, e.g., sampled at every two seconds. Then, cluster-
ing all frame-level OB features from an event class produces
clusters of video frames with similar scene objects. In other
words, clusters represent different visual “scene type” con-
cepts for a class. Concretely, scenes involving snow, sand,
mud, or flooded streets may form distinct high-level concept
clusters for the “getting a vehicle unstuck” event.

After extracting event-specific scene clusters, a classifier
can be trained for each scene concept. For this purpose, we
use all segments from the training videos and assign them to
the closest scene type cluster using Euclidean distance. For
each cluster, an HIK-SVM classifier is trained to separate
one scene type from all other clusters, as well as negative
video frames from other event categories using a bootstrap-
ping approach.

In addition to such scene concepts, a clip-level feature
vector is also used to capture the overall context of a video,
where OB features are agglomerated across all frames by
average pooling.

5.2.2 Classification using latent SVMs

The high-level scene concepts described in Sect. 5.2.1 can
be leveraged for MED. When designing such an MED
system, a first observation is that only a subset of scene
concepts will appear in any given video. For example, a user-
uploaded video containing a vehicle being unstuck may show
an environment filled with snow, mud, or sand, but it will
seldom include all three. Accordingly, a video will be repre-
sented as a small subset of its most discriminative mid-level
concepts.

An event of interest typically occurs only in a small
sub-section of a sequence. Even though the entire tempo-
ral domain of a video provides background context for an
event, considering only this global domain in isolation can
be misleading due to overwhelming amounts of unrelated
content (e.g., the actual act of freeing a vehicle in the “get-
ting a vehicle unstuck” class may occupy a few seconds in
a much longer traffic-related sequence). Furthermore, due to
the large diversity in multimedia event classes, enforcing a
fixed temporal order of smaller sub-activities may prove to
be too rigid. Accordingly, we ignore the temporal ordering
of scene concepts and focus on determining if sufficient evi-
dence can be localized that is indicative of a specific event
class.

In detail, the goal is to learn a scoring function f (x)

in in Eq. 1. Note that subscript k is omitted for brevity.
Concretely, the proposed model f with model parameters
w = {wg,

⋃s=S
s=1 ws} consists of two terms as follows:

f (x, h|w) = wT
g φg(x) +

S∑

s=1

bsw
T
s φs(x, ts), (2)

The first term is a global model that captures the total theme
of the video. The second term describes a local model that
represents an event by a set of scene concepts. Together,
these two terms form the full model, where φg(x) is a global
feature extracted for sequence x , and wg is the corresponding
weighting vector. Additionally, φs(x, ts) and ws denote the
feature and weight vectors for a particular scene concept s. As
discussed in Sect. 5.2.1, concept detectors have been trained
that provide a scene label score As(x, ts), for a particular
frame of the video x , centered at time ts . We use this compact
scene label score for a scene concept feature vector with a bias
term, i.e., φs(x, ts) = [As(x, ts) 1]. Finally, in Eq. 2, bs is a
binary variable that indicates whether a scene concept type is
present in the video. The proposed Latent SVM framework
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Fig. 3 Depiction of the proposed Latent SVM framework. The global
model (φg) captures the overall context of a video, and the scene models
(φ1, . . . , φs ) represents the different scene types observed in the cate-
gory. The presence of a scene type is represented using binary variables
bs , and the temporal position of scene types in a video is denoted by ts

with this global and scene concept features is illustrated in
Fig. 3.

In the proposed model in Eq. 2, the bs and ts variables
allow an event to be represented as a subset of scene con-
cepts that can be localized in the sequence. These variables
are not provided at all during training and testing, hence,
they are hidden latent variables as h = {(bi , ti )}i∈1...S .
In particular, during testing, the localized concepts (bs)
and their locations (ts) effectively provide discriminative
descriptions for each retrieval. Thus, the final scoring
function is

f (x |w) = argmaxh f (x, h|w)

s.t.
S∑

s=1

bs = M (3)

where the constraint is added to ensure that only M scene con-
cepts are used to represent the sequence (recall it is assumed
that only a small subset of scene concepts are present in any
sequence). The maximization in Eq. 3 can be performed in
two steps. First, all values of t are enumerated and the one
that maximizes wT

s φs(x, ts) is chosen for each scene type, s.
Then, the M scene types with the highest score are selected,
and only their corresponding binary variables, bs are assigned
a value of 1.

Finally, the parameters of the model are trained in the
Latent SVM [13,56] framework:

min
w,b

λ

2
||w||2 +

n∑

i

ξi

s.t. yi (Fw(xi ) + b) > 1 − ξi , (4)

where ξi are the standard SVM slack variables.

6 Fusion

With a set of base classifier scores in hand, i.e., ZB = {zk}
from Eq. 1, the final step in our system is score fusion, where

these scores are combined into a single score ZF for the clip.
Concretely, this process is conducted by a fusion function F :

ZF = F({zk}) where zk = fk(x) (5)

We developed a novel scheme to facilitate score fusion
learning, for when the amount of training data is limited. A
traditional approach for fusion learning is to divide avail-
able data separately for base classifier training and fusion
learning, which results in less data for both learning tasks. In
comparison, our scheme allows us to maximally utilize every
training exemplar during both training phases, as described
in Sect. 6.1.

For score fusion and learning thereof, we developed
two novel discriminative fusion learning algorithms: Max-
imal Figure-of-Merit (MFoM) [26], and Local Expert For-
est (LEF) [35] learning schemes, which will be discussed in
Sects. 6.2 and 6.3.

In addition, our study indicates that there is no clear
winner among different fusion methods. Accordingly, our
system incorporates a Mix-and-Match framework, which is
described in Sect. 6.4.

6.1 A robust fusion learning scheme for limited training
data condition

The overall framework for our robust fusion learning frame-
work is illustrated in Fig. 4a, where three separate data flows
are shown: “proxy” base classifier training (blue dashed),
fusion classifier training (green dashed), and test phase (solid
red), respectively. During the test phase, the classification
system at the bottom in Fig. 4a applies base classifiers on
test data to produce per-feature test scores, e.g., audio and
video, independently. These base classifiers are trained a pri-
ori using all available training data. Then, these scores are
concatenated and used as an input vector to a fusion classifier
which produces a single final score.

Under our robust fusion learning scheme, our system
divides training data into sets where they are used separately
to train proxy base classifiers and a fusion classifier, which is
designed to maximally use available training data for fusion
learning. By proxy base classifiers, we mean temporarily con-
structed base classifiers which are learned from a subset of
available training data. Subsequently, remaining training data
(not used for proxy training) are fed into these proxy base
classifiers and scores are generated, which are then used as
training inputs to learn fusion classifiers.

In detail, it is tempting to apply the “full” base classifiers
shown at the bottom left of Fig. 4a on the already used train-
ing data to produce base classifier outputs to be used as fusion
classifier training data. However, this approach fails to learn
an accurate fusion classifier. The reason is that the base clas-
sifier has already seen all the training data, accordingly, the

123



58 S. Oh et al.

Fig. 4 a The proposed robust fusion framework, with separate data
flows for training and test phases. Comparison between score distribu-
tions from a base classifier on b training data seen during learning the
base classifier and c unseen test data; Blue and red lines indicate dis-

tributions of positive and negative samples, respectively. There exists
inconsistency between scores in b and c; scores in (b) are unrealistically
accurate, and not suitable to be used to train a fusion classifier (color
figure online)

generated outputs are unrealistically accurate especially with
non-linear kernels such as histogram intersection or negative
geodesic distance kernels. For example, Fig. 4b, c show score
distributions generated by a base classifier on already seen
training data and unseen test data, respectively. In particular,
Fig. 4b shows more realistic spread-out score distribution on
unseen test data. Because these two distributions are distinct,
a fusion classifier learned from the unrealistically accurate
scores shown in Fig. 4b is unlikely to perform well on novel
data.

Our solution is illustrated in Fig. 4a as dashed training
flows. In detail, training data is divided into N subsets and
proxy base classifiers are learned with (N − 1) subsets, then
used to generate scores on a remaining subset. This procedure
is repeated N times to generate scores for entire training data.
This way, we can obtain more realistic base classifier outputs
to be used to train a fusion classifier.

6.2 Maximal figure of merit (MFoM)

In real-world retrieval tasks, the performance metrics that
capture user desires can differ widely from application to

application. However, a conventional approach to learning
such domain-specific performance metrics is to blindly min-
imize standard error rates and hope the targeted metrics
improve, which is clearly sub-optimal. To address this issue,
we use a fusion framework based on MFoM learning [16],
which is able to directly optimize specific performance met-
rics.

In this work, we focus on the weighted sum of the prob-
abilities of missed detections (PMD) and false alarms (PFA)
at a particular ratio, suggested by the TRECVID ’11 MED
task [2]. Concretely, the goal is:

Minimize Sτ = PMD + τ × PFA s.t.
PMD

PFA
= τ, (6)

where τ is a desired ratio of PMD and PFA. However, it is
noted that the MFoM learning method is general beyond this
particular metric and easily applied to other popular metrics
such as F1-score and average precision [16,25].

In particular, we adopted a linear fusion model, which is
widely used for late fusion frameworks, due to its simple and
straightforward manner to analyzing confidence and correla-
tion of base-classifier scores. A final fusion score of a sample
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Fig. 5 Iso-contour curves of the loss function L(T ; �) that simulates
the target metric in Eq. 6. The dashed straight line corresponds to a
iso-ratio ̂PMD/̂PFA = τ , when τ = 2 . Left bottom corner corresponds
to perfect classification

x given a set of model parameters � is formulated in a linear
discriminant function (LDF) format as

ZF = F({zk}|ω) =
|k|∑

k=1

ωk zk + ω0, (7)

where zk indicates a score of x from the k-th base classi-
fier, and ωk and ω0 are a corresponding weight for the base-
classifier score and a bias term, respectively. Accordingly,
our goal is systematically learning the linear weights for each
score dimension.

The core ideas of our MFoM-based learning approach are
twofold. First, we exploit the fact that most custom target
metrics and their sub-components, such as PMD and PFA in
Eq. 6, can be expressed as a combination of the four sub-
metrics from a confusion matrix, i.e., TP, FP, TN, and FN.
Second, we approximate a target metric such as Sτ in Eq. 6,
that is based on discrete error counts—making it challenging
to apply advanced optimization techniques—with a parame-
terized continuous and differentiable loss function L(T ;�),
where T = {(xi , yi )} denotes a training corpus, and � is a
set of parameters for approximation and ω (refer to [26] for
details). Then, the optimal parameter �opt that minimizes
L(T ;�) is learned by gradient descent algorithms such as
the generalized probabilistic descent (GPD) [24], where the
GPD conducts iterative descent steps with varying learning
rate. The details of designing the loss function L(T ;�) that
approximates the target metric in Eq. 6 in the MFoM frame-
work are presented in [27].

To showcase the quality of the approximated loss function
L(T ;�), Fig. 5 illustrates the iso-contour curves of the loss
function, along with the dashed line which corresponds to
the ratio constraint for the sample case of τ = 2. It can be
clearly seen that the designed loss function is correlated with
and declines towards the iso-ratio line. This implies that the

learning process will driven towards the minimum value near
the iso-ratio line and left-bottom of the plot as desired.

In our previous work [27], we have observed that this
MFoM-based score fusion outperforms other linear fusion
methods including logistic regression and linear-SVM fusion,
which do not optimize a domain-specific metric, by about
7.3–12.9 % relatively, on average.

6.3 Local expert forest

Many score fusion techniques (e.g. [51]) including our
MFoM approach [26] (Sect. 6.2), build global linear mod-
els where each base classifier’s output is globally weighted.
For learned models such as MFoM, the weight assigned to
each classifier’s output is proportional to its performance on
training data, and untrained fusion by geometric or arith-
metic mean use uniform weights. These methods perform
quite well in many cases, but do not account for local perfor-
mance variations. If classifier 1 is assigned weight w1, and
classifier 2 is assigned weight w2 > w1, the model asserts
that classifier 2 is more reliable regardless of the score value.
Figure 6 illustrates a case where this does not make sense
because there is no consistent ordering of classifier perfor-
mance. While both ObjectBank and HoG3D outperform the
GIST base classifier in this case, the relative performance of
the former two is more complicated. For clips where both
these base classifiers give scores >0.5 (i.e., the upper-left
part of the DET curve), ObjectBank outperforms HoG3D.
However, when both give scores <0.5, HoG3D outperforms
ObjectBank. Whereas a global fusion model would learn
equal weighting for the two, we have developed a model
that learns such local performance variations, giving a higher
weight to classifiers that perform better in a local region of
the score space. For a system with N base classifiers, each
clip is considered to be a point in an N-dimensional score
space. Within local regions of this score space, we learn
sets of weights that reflect the local performance of the base
classifiers. In the style of random forests, we find several
such weight sets for different pseudo-random partitions of the
score space, and average the results from each local weight-
ing at test time. A graphical depiction of the model is shown
in Fig. 7, and additional details are presented in [35]. Like
the general mixture of expert model, ours is formulated as

ZF = F(ZB) =
∑

E

P(Y = 1|E, ZB)P(E |ZB), (8)

where Y is the unknown label of the data and P(E |ZB) is
the ‘gate’ function, indicating which sub-model is responsi-
ble for generating each data. We use linear models for local
experts, with a likelihood function from the i th expert with
a parameter set w(i) being
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Fig. 6 Motivation for a local
fusion model. While certain
base classifiers consistently
outperform others, e.g. HoG3D
(red) and ObjectBank (orange)
beating GIST (green), the
performance ranks of others
may vary as a function of score.
In cases where DET curves
cross, as HoG3D and
ObjectBank do here, we learn a
fusion model that accounts for
changes in performance rank.
Each curve shows performance
for different target event where
the x-axis corresponds to
probability of false alarm, and
y-axis indicates probability of
miss, i.e., lower left corner
corresponds to perfect retrieval
(color figure online)

Fig. 7 Illustration of local expert forest-based fusion. For a notional
2D score space (i.e., fusion of two base classifiers), we generate multiple
binary partitions and learn different sets of linear weights for test data
within each partition (black boxes). At test time, the multiple weighted
sums from each binary partition are averaged to generate the fused score

P(Y |E (i), ZB, w(i)) = exp
{
−‖ZB · w(i) − Y‖2

}
. (9)

During learning, the parameters of the LEF model are opti-
mized by a regularized minimization of Minimum Mean
Squared Error described in [35].

6.4 Mixing and matching fusion models

The various score fusion models that we have developed, and
the standard methods that we have considered, have different
strengths. The untrained fusion methods, such as geometric
and arithmetic mean, are a good choice when the seman-
tic event class is very diverse and only partially spanned
by the available training data. The MFoM model, due to
its explicit target-metric optimization, provides competitive
performance with a simple LDF framework for a targeted
metric. The Expert Forest model provides improved perfor-
mance when base classifiers lack a consistent performance
ordering, but may over-fit to limited training data due to the
increased model complexity.

In order to provide the best system performance for a wide
range of events, we apply a ‘mix-and-match’ approach to
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select the best fusion model for each event. Using the val-
idation method described above, we train multiple fusion
models for each event, and evaluate these (and the untrained
fusion methods) against held-out training data. We choose the
fusion model which provides the best fused performance. For
the untrained fusion methods, we further evaluate the fusion
performance over subsets of the available base classifiers,
and choose the method that performs the best for each event.
In contrast, because of the learned fusion model’s ability to
implicitly perform classifier selection (by assigning a weight
of zero), we do not explicitly search for the best base classifier
inputs for the trained models.

7 Experimental results and analysis

7.1 Data and metrics

For evaluation of our approaches, we have conducted experi-
ments on the TRECVID Multimedia Event Detection (MED)
2011 test set [42], which includes labeled instances of 10
complex event classes in an archive of video clips represent-
ing over 1,000 h of video. The list of the 10 event classes
are shown in Table 2. This is one of the largest dataset of
unconstrained videos for which ground truth is available.2

For each event class, there are approximately 100 positive
training exemplars, along with about 8,000 negative train-
ing dataset which does not belong to any class. The size of
the test archive is about 32 K video clips, with roughly 100
positive test clips per class. Note that positive clips for each
class only constitute 0.37 % of the test clips, with the remain-
ing majority of the clips constituting negative background
dataset, providing a realistic proxy for real-world retrieval
problems.

In line with the TRECVID evaluation rules, our system
observes event independence. That is, positive training exam-
ples are only used to learn base classifier and fusion mod-
els for the event class to which it belongs. Moreover, with
respect to fusion, we generate fused scores for a given event
class using only base classifiers trained to detect that class.
When fusing scores to generate a final clip score for ‘birthday
party’, for instance, we ignore scores for ‘repairing an appli-
ance’, despite the prior knowledge that clips are unlikely to
depict both activities. However, we have previously shown
that incorporating non-target event scores in fusion improves
performance [27].

Per the TRECVID conventions, we present our results as
Detection Error Tradeoff (DET) curves for the reasons out-
lined in [2]. In DET curves, x-axis represents false alarm
ratio (FAR), and y-axis indicates the probability of missed

2 TRECVID MED’12 dataset is larger; however, the ground truth will
not be publicly released for several years.

Table 2 List of MED’11 events

IDs Event class

E006 Birthday party

E007 Changing a vehicle tire

E008 Flash mob

E009 Getting a vehicle unstuck

E010 Grooming an animal

E011 Making a sandwich

E012 Parade

E013 Parkour

E014 Repairing an appliance

E015 Sewing project

detection (PMD) which is equal to 1—recall. Similar to ROC
curves, DETs quantify system performance over a range of
operating points. For DET curves, the left bottom corner rep-
resents the ideal system performance which detects all true
positives while no false alarm occurs.

While DET curves provide an understanding of how the
system performs, comparing DETs (e.g., between alterna-
tive fusion techniques) can be complicated by the example
DET crossings illustrated in Fig. 6. It is therefore necessary
to reduce DETs to a scalar metric which can be compared to
choose between different approaches. At a high level, there
are two approaches. The first choice is to measure system per-
formance over a range of operating points, e.g. by computing
the area under the DET curve (AUC). The problem with an
AUC-type measurement is that it may be unduely impacted
by system performance at the extremes of the DET, where
users are unlikely to choose operating points. The second
option is to measure system performance at a certain point,
for instance the point at which the false and missed detections
are in a given ratio. The potential disadvantage of measuring
system performance at a single operating point is that the
DET curve might not be smooth, and performance at a par-
ticular operating point may not be reflective of performance
over even a small range of thresholds. In practice, because we
find that the DET curves are smooth and that their tails have a
lot of nuisance variation, we use a point-based measurement
for our scalar performance measure. In the spirit of the Nor-
malized Detection Cost (NDC) [2,42], the PMD at the point
where PMD:FAR=12.5:1 is reported for our evaluation.

7.2 Base classifier results

Table 3 shows the base classifier performance over the 10
MED11 events measured by the probability of missed detec-
tion as 12.5 iso-line, where lower values indicate superior
performance. For each base classifier, the features and ker-
nel used are shown. While most base classifiers are based
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Table 3 Base classifier and fusion performance, measured by the probability of missed detection as 12.5 iso-line, over the 10 MED11 events (lower
is better)

E006 E007 E008 E009 E010 E011 E012 E013 E014 E015

Base classifiers
GIST HIK 0.667 0.685 0.326 0.558 0.736 0.593 0.524 0.544 0.551 0.691

HoG3D linear 0.645 0.775 0.341 0.484 0.724 0.700 0.452 0.519 0.590 0.728

HoG3D HIK 0.457 0.550 0.273 0.463 0.586 0.500 0.448 0.317 0.359 0.531

HoG3D NGD 0.462 0.468 0.258 0.474 0.529 0.479 0.352 0.327 0.321 0.531

ISA HIK 0.516 0.514 0.288 0.453 0.540 0.536 0.424 0.317 0.333 0.506

CSIFT linear 0.704 0.649 0.364 0.453 0.747 0.679 0.463 0.683 0.526 0.654

CSIFT HIK 0.468 0.414 0.197 0.368 0.540 0.493 0.359 0.413 0.372 0.506

CSIFT NGD 0.495 0.405 0.205 0.379 0.540 0.479 0.368 0.423 0.359 0.519

TCH linear 0.774 0.676 0.447 0.474 0.805 0.793 0.489 0.712 0.564 0.753

TCH HIK 0.532 0.532 0.273 0.389 0.575 0.543 0.398 0.404 0.397 0.593

TCH NGD 0.532 0.477 0.250 0.400 0.621 0.536 0.420 0.404 0.423 0.580

OB AVG, linear (L0) 0.645 0.550 0.311 0.432 0.644 0.600 0.519 0.625 0.590 0.617

OB MAX, linear (L0) 0.597 0.541 0.379 0.442 0.632 0.500 0.554 0.558 0.474 0.630

OB, LSVM (L1) 0.570 0.577 0.280 0.568 0.621 0.586 0.442 0.538 0.500 0.605

OB Avg, HIK 0.532 0.505 0.250 0.411 0.575 0.550 0.442 0.375 0.436 0.568

OB Max, HIK 0.516 0.477 0.250 0.337 0.529 0.457 0.429 0.442 0.385 0.519

SUN09 MKL 0.441 0.351 0.205 0.337 0.483 0.507 0.355 0.337 0.321 0.506

MFCCs linear 0.548 0.782 0.545 0.681 0.814 0.761 0.645 0.709 0.346 0.667

MFCCs HIK 0.446 0.618 0.424 0.564 0.686 0.739 0.584 0.583 0.295 0.654

MFCCs NGD 0.462 0.673 0.409 0.500 0.698 0.696 0.567 0.631 0.372 0.628

ASM186 HIK 0.422 0.561 0.470 0.553 0.744 0.618 0.607 0.602 0.289 0.553

ASM64 HIK 0.438 0.607 0.523 0.628 0.733 0.669 0.620 0.670 0.303 0.618

Fusion model
Average 0.265 0.318 0.212 0.234 0.430 0.426 0.298 0.262 0.184 0.447

GeoMean 0.292 0.290 0.189 0.266 0.430 0.404 0.281 0.252 0.224 0.461

MFoM 0.324 0.299 0.197 0.287 0.430 0.419 0.329 0.262 0.237 0.487

LEF 0.265 0.318 0.197 0.245 0.384 0.412 0.285 0.233 0.211 0.461

Best base–best fusion 0.157 0.061 0.008 0.103 0.099 0.053 0.071 0.084 0.105 0.059

The best-performing base classifier and fusion model for each event are marked in bold

on a single feature, the SUN09 MKL classifier incorporates
multiple features from [57], which are fused by MKL SVM
using Chi2 kernel.

The results on base classifiers illustrate several important
points. First, that the task really is Multimedia Event Detec-
tion, in that both audio and visual features are important;
ASMs (an audio feature) are the top performer on ‘birthday
party’ and ‘repairing an appliance’, while the other events’
best performer is a video feature. Second, the use of multiple
kernels is worth the computational effort; while the HoG3D
HIK base classifier produces the best result on ‘parkour’, the
NGD kernel is best on ‘parade’. For most features, simply
using different kernels results in non-trivial gap in perfor-
mance, even for identical features. For most cases, non-linear
SVMs provide significant improvement in performance over
linear SVMs. However, except GIST which turns out to be
fairly weak, it seems that there is no winner base classifier,

which highlights the usefulness of including diverse base
classifiers to deal with diverse event classes. For example,
even a SUN09 MKL base classifier which combines a large
subset of features enlisted in Table 1 is frequently outper-
formed by other single-feature base classifiers.

From the base classifier results in Table 3, we can also draw
interesting observations between low-level and higher-level
features. In particular, base classifiers based on even single
low-level features deliver surprisingly strong performance.
Overall, while higher-level features such as OB and ASMs
do showcase strong performance as well, there does not seem
to be any systematic advantage of either method, in terms of
quantitative performance.

In addition, it still remains to be a challenge to predict
the high-performing features based on human judgement.
For example, CSIFT base classifier performances on E008
(‘flash mob gathering’) are somewhat counter-intuitive. First,
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Table 4 Objects with highest
positive weights as learned by
Object Bank linear SVM
classifier

The list of the highly ranked
objects suggest that semantic
interpretation of the learned
model is challenging

Event Objects with highest weights

E006 Shield Car Loudspeaker Duck Pen

E007 Aqualung Keyboard Hook Switch Blind

E008 Monkey Boot Chair Microwave Floor

E009 Fruit Aqualung Baseball Cabinet Blind

E010 Motorcycle Truck Jersey Radio Bathtub

E011 Bench Pool table Fork Bottle Desk

E012 Snake Motorcycle Monitor Aqualung Cesspool

E013 Blanket Snake Soccer ball Sail Flipper

E014 Blanket Aqualung Cesspool Snake Blind

E015 Bathtub Shelf Loudspeaker Chair Bookshelf

that the level of performance is quite good despite not explicit
detecting people. And, second, that the performance of audio
features is quite a bit worse than visual features on this event,
despite the videos often having prominent musical accompa-
niment. Again, this observation highlights that it is important
to include diverse features.

7.2.1 Analysis of mid-level semantic features

It can be observed that semantic features such as OB or ASMs
can provide superior performance over low-level features on
certain event classes, e.g., OB for E009 and ASM for E006 as
shown in Table 3. Accordingly, the benefits of incorporating
semantic features in terms of performance measure is clear.

We analyzed whether the models learned by semantic
features provide the desired interpretability which can be
another crucial benefit over using low-level features. A mean-
ingful analysis is to look into the types of concepts which are
ranked highly for each event class. By analyzing the fea-
ture weights learnt by the Object Bank linear SVM classi-
fier, we can determine which concepts in the lexicon are the
most important for classifying a given event. Table 4 enlists
the five OB objects with highest positive weights, for every
event. A high response for one of the positively weighted
objects provides evidence in favor of classifying a clip to the
corresponding event.

We can see that for most of the events, the objects with
high positive weights are not strongly related to the respec-
tive event class. Such observation suggests that while Object
Bank base classifiers are valuable in discriminating between
events, it is still challenging to directly draw semantic inter-
pretation from the trained models based on semantic con-
cepts. We have conducted a similar analysis on ASM fea-
tures, and observed a similar pattern.

The most likely reason for this is that the accuracy of
each object detector in OB feature is too low to analyze the
contents in unconstrained videos. For example, the object
detectors in OB system are trained from relatively regularized

and high-resolution image datasets such as ImageNet [12].
It has been previously reported [11] that the accuracy of the
object detectors trained by state-of-the-art methods are still
very limited, and it degrades further when the detectors are
applied to datasets substantially different from the training
data. It seems that this limitation is again observed in our eval-
uation, perhaps even more strongly due to the unconstrained
nature of videos in MED ’11 dataset.

7.2.2 Latent SVMs and discriminative description of
retrieved videos

In this section, the various aspects of the LSVM results are
analyzed. For the evaluation results for this paper, LSVM
model was configured to originally discover S = 40 scene
classifiers for each event and K = 5 high-level scene clusters
are latently selected during learning, which is a setting found
to work well across diverse events.

In terms of performance, the OB L1 model trained by the
Latent SVM (LSVM) method outperforms the purely global
OB (L0) base classifiers (both max and average pooling) for
most event classes, as illustrated in Table 3. Given that our
LSVM formulation in Eq. 2 is an extension of L0 model,
and still a linear SVM model, the overall improvement in
accuracy showcases significant benefits in using LSVM for-
mulation for MED tasks.

More importantly, we find that salient temporal segments
identified by the L1 model correlates highly with the key
visual contents for the target events. In particular, because
the L1 model localizes the segments with key visual evi-
dence from test video clips, the selected segments can be
presented to users as a discriminative summary description
of the retrieval results. This description provides some trans-
parency into the classifier, and can help to further users’ con-
fidence in the system as well as provide an avenue for further
research in developing the system.

Figure 8 shows sample description results using the L1
model for 6 retrieved video clips by our system, across dif-
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Fig. 8 These results show visualizations of discriminative summary
descriptions for retrieved videos, produced by the L1 model. From left
to right, the three results in the top half correspond to three true posi-
tive video retrievals for events: the flash mob, making a sandwich, and
making a sandwich categories, respectively. The three results in the bot-
tom half are hard negatives (i.e., confusers). For each video example, a
column of frames is shown on the left which shows three (out of five,

for brevity) frames that were latently selected by the L1 model as being
the most discriminative. On the right, the associated scene type clusters
corresponding to the latently selected frames are shown. For visual-
ization purposes, the top ten frames that are closest to each concept
cluster center are shown, and their visual contents are summarized as
text descriptions below each clusters. (Faces are occluded for privacy)

123



Multimedia event detection 65

ferent events. The left row shows three strong positives (cor-
rect retrieval) on three of the test video clips, along with the
corresponding targeted events at the bottom. The three exam-
ples in the right row correspond to hard negatives (incor-
rect retrieval). For each example, on the left side, there are
three frames latently selected and temporally localized by
the model as being the most discriminative, which are effec-
tively key evidence or discriminative descriptions for each
retrieval. The frames are ordered based on the estimated dis-
criminative power, from top (most discriminative) to bottom.
Also shown for each of the localized frames, are the corre-
sponding 10 images from the training data which are in the
same concept cluster as the selected latent frame. For better
visualization, visual contents for such concept clusters are
summarized as text description below each cluster.

The results of discriminative descriptions by the L1 model
highlights several benefits of this model. First, it shows that
the corresponding segments in the same cluster across train-
ing and test data indeed exhibit semantically similar visual
content. For example, in the strong positive example for Flash
Mob (top-left in Fig. 8), all video segments in the first row
include scenes with crowd choreography in a public place,
while those in the third row contain black screens with texts.
Such consistency showcases that our design of concept detec-
tion is effective and generalizes across diverse unconstrained
videos, enabling the LSVM framework to successfully oper-
ate on a broad class of data. Second, for correct retrieval,
the localized subset of frames deliver a concise and effec-
tive evidence even when the original video clips are long and
cluttered with irrelevant background content. In other words,
discriminative frames learnt by LSVM (the left row in each
example) seem convincing and related to a target event cat-
egory. Finally, even for hard negatives, the selected frames
do provide a reasonable explanation about its confusion. For
example, the hard negative example for Grooming an ani-
mal in Fig. 8 is actually an event of cutting someone’s hair
where the selected frames are surprisingly similar to various
concept clusters deemed to be discriminative for the target
event. This way, the underlying basis for confusion are more
transparently understood when the matching segments for
the selected segments are visualized altogether, boosting the
user confidence on the system as well as providing the valu-
able information about the system limitations to the system
engineers for further research.

Overall, the demonstrated summary description benefits
of the developed LSVM framework is significant and pro-
vides an avenue for further research. In particular, such
description capability is hardly achieved by most base clas-
sifiers based on low-level BoW features, and even the OB
L0 base classifiers with semantic features do not necessarily
support such functionality as discussed in Sect. 7.2.1. How-
ever, while the benefits of temporal LSVM model is indeed
significant, the overall MED performance is frequently not

as high as the OB base classifiers with non-linear SVMs (see
Table 3). We believe that additional performance improve-
ment may be achieved by further developing a kernelized
version of (linear) L1 model, incorporating techniques such
as our recent work [58], which remains as future work.

7.3 Score fusion

As mentioned in Sect. 6.4, we evaluate several fusion meth-
ods for all events, and choose the model which produces the
best results for each. Note that the fusion model is chosen
using base classifier performance on a validation set con-
structed from approximately 100 positives for each event
class, combined with negatives from a development set (the
TRECVID event kits and DEV-T collections, respectively).
Table 3 shows the base classifiers’ performance on our test
set, which is different than the performance used for fusion
training and model selection. The results of the fusion process
is shown in Table 3 and Fig. 9. Over the 10 events, fusion
reduces the probability of missed detection by 8 % compared
to the best of the base classifiers.

An interesting question is whether the fairly large num-
ber of base classifiers that we use are really necessary. There
are two ways to answer this. The first is to check whether
the learned fusion models assigning a weight of zero to base
classifiers; in practice, we find that this is rare, though many
base classifiers are given a small weight. The other way to

Fig. 9 Fusion results on MED11 test data. These DET curves show the
overall system performance after the fusion of 21 base classifiers on the
10 MED11 events. Each curve shows performance for different target
event where the x-axis corresponds to probability of false alarm, and
y-axis indicates probability of miss, i.e., lower left corner corresponds
to perfect retrieval
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Fig. 10 Comparing the progression of fusion. Curves show the average
probability of missed detection over the 10 events (lower is better) as a
function of the number of base classifiers fused using different methods.
The blue curves show the result of arithmetic average-based fusion, the
red curves geometric mean, and the green curves show LEF fusion.
Dashed lines show the progression when the best base classifiers are
fused first, and solid lines when the worst base classifiers are fused first
(color figure online)

evaluate the utility of these base classifiers is to test fusion
performance as a function of the number of base classifiers
combined. Figure 10 shows the average event performance as
a function of the number of base classifiers fused, using three
different fusion methods: arithmetic mean (blue curve), geo-
metric mean (red), and LEF (green). For the dashed lines, we
start with the best base classifier and, at each step, add the next
best; for the solid lines, we start with the worst base classifier
and add the next worst. So, at a particular position on the hori-
zontal axis (e.g., 4), the red dashed curve represents the fusion
of the 4 best base classifiers, and the solid curve the fusion of
the 4 worst. While these curves have their highest gradient
magnitude over small numbers of base classifiers, extrapo-
lating the solid lines suggests that there may still be improve-
ment from adding additional high-quality base classifiers.

These results suggest a few further conclusions. First, we
could generally achieve the benefits of the learned fusion
methods such as LEF over the untrained fusion methods when
given enough number of base classifiers, 12 and 13 for fusion
from the worst (solid) and the best (dashed) base classifiers,
respectively. In contrast, when small number of scores are
used for fusion, LEF showed similar, if slightly better, per-
formance to arithmetic mean-based fusion. It implies that the
effects of learning a fusion model in the small-dimensional
score space may be limited. Second, geometric mean per-
forms much better than the other models when the base clas-
sifier set is composed of relatively few poor-performing base
classifiers (solid line for 2–10 base classifiers), but signif-
icantly worse than the others when the base classifier set

is high-performing (dashed lines over the same range). The
observed results imply that we can benefit from geometric
mean, which tends to be largely affected by lower-valued
scores among its inputs, when the high scores from base
classifiers are relatively unreliable. On the other hand, aver-
age fusion performs well if high scores of base classifiers are
reliable.

8 Conclusion

A system for multimedia event detection has been presented
in this paper. Various innovations have been integrated into
our system, including novel features, Latent SVMs for tem-
poral concept localization, a robust fusion learning scheme,
and novel fusion algorithms, among others. The evaluation
of the presented system on the large scale TRECVID MED
’11 dataset highlights the benefits of the proposed methods,
in terms of detection accuracy along with additional capabil-
ities of discriminative summary descriptions. In particular,
our in-depth analysis of the results show that the proposed
recounting scheme based on LSVM can effectively help users
to understand the rationale for retrievals. On the other hand,
our analysis shows that the alternative approach of directly
using mid-level concept responses is still challenging.
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