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ABSTRACT 
A multimedia-based learning system to teach children with intellectual disabilities (ID) the basic living and 

science concepts is proposed. The tutorials’ development is pedagogically based on Mayer’s Cognitive Theory 

of Multimedia Learning combined with Skinner’s Operant Conditioning Model. Two types of tutorials are 

proposed. In the first type; the contents are developed in a static manner while in the second type; the contents 

are developed using a domain-specific ontology with text processing tools and Google search engine. Both types 

of tutorials have shown a considerable improvement in the learning process and allowed the children with ID to 

improve their cognitive skills and become more proactive in the classroom. 
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Introduction  
 

Children with intellectual disabilities (ID) are very challenging to teach, and can learn best with the use of different 

methodologies that engage their senses, such as using images, sounds and clips. In fact, every child in the same 

classroom may have a different way of understanding, and should have an individual learning plan with specific 

goals and objectives. Therefore, instructors use different methods to teach these children in an acceptable manner 

(Adam & Tatnall, 2008).  

 

Existing research in Universal Accessibility (UA) related to individuals with ID is quite limited. Studies that examine 

cognitive disabilities started to emerge only in the past decade. Cohone et al. (2007)worked on developing 

reminiscence tools for people with Alzheimer’s disease. Wu et al. (2007) developed some tools for people with 

amnesia. Moffatt et al. (2004) developed tools for people with aphasia. A field that has drawn increasing attention 

both in the general public and in academia is the study of children with autism and the attempt to improve their 

language development and social skills via computer mediated software or agents e.g., Lehman (1998), Hart (2005), 

and Tartaro & Cassell (2008). In addition to developing technologies to be used by children with autism themselves, 

researchers also explored technologies to assist the children’s caregivers in communication, record collection and 

analysis, decision-making, and assessment of the children’s internal states as what was done by Kientz et al. (2007). 

A few studies investigated people with ID together with users of various other cognitive impairments e.g., Dawe 

(2006). These studies provide valuable insights regarding the impact of cognitive impairments on the use of 

computer-related activities. But due to fundamental differences between conditions such as Alzheimer’s disease, 

amnesia, aphasia, Autism, and ID, observations and findings from these studies cannot be readily applied to children 

with ID. 

 

Researchers in special education are to some extent informed of the potential of computer technology in helping 

individuals with ID, e.g., Buckley (2000) and Black & Wood (2003). They claim that computer technology can help 

people with ID increase confidence and motivation through creative activities and web browsing. Computer 

technology also has other benefits, including errorless learning, patient feedback, immediate feedback, self-paced 

learning, and independence of learning. However, Lloyd et al. (2006)suggested that the actual benefits of computer 

technology may be reduced or not apparent depending on the quality of the software. First, the contents of many 

software programs are not age appropriate. Second, many educational software are unable to reach educational goals 

and are used as a tool for mere entertainment. Third, many applications do not promote independent learning. 

 

Different approaches have been proposed to present the multimedia-based learning system (Adam & Tatnall, 2008; 

Evans et al., 2006; Garcia-Ruiz et al., 2008; Kirk et al., 2011). The empirical study conducted by Ortega-Tudela & 
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Gómez‐Ariza (2006) examined the impact of educational software on learning mathematical counting skills. 

Eighteen children with ID have participated in the study. Ten of them used multimedia education software to learn 

basic counting skills and the other eight tried to learn the same counting skills via the traditional paper-and-pencil 

approach. After fifteen sessions, children who used the educational software demonstrated significantly higher 

performance than those who used paper and pencil. Wuang et al. (2011) illustrated a system that applies design and 

learning theories in developing multimedia courseware. This system develops multimedia courseware of Loci in two 

dimensions (Li2D) using ADDIE methodology with Macromedia Flash 8 and Adobe Photoshop. The theories that 

have been applied in the development include: Design Theory, Behaviorism, Constructivism, Cognitive and Van 

Hiele Thinking Model. A Computer Reinforced Online Multimedia Education (Crome) framework was proposed in 

(Dong & Li, 2006). The authors presented a method to integrate main components of learning, teaching, testing and 

adaptive student modeling. Crome was designed to incorporate portability, reusability, scalability and 

interoperability. Cheng et al. (2009), proposed a multi-ontology based multimedia annotation model in order to 

ensure effective utilization of multimedia by different users. In this model, domain independent multimedia 

ontology, based on MPEG-7 content description tools, was integrated with multiple domain ontologies to provide 

multiple domain-specific views of multimedia content. A term extraction procedure was designed to automatically 

extract domain specific ontological terms from textual sources. Evaluation results prove that multi-ontology based 

multimedia annotation enhances various users’ information needs.  

 

Although there is little research on computer usage of individuals with ID, there is one well-documented design case 

for this population. The National Down Syndrome Society (NDSS, 2009) worked with a Web design firm to develop 

a Web site specifically designed for people with ID, called Web Fun Central. The goal was to teach Web browsing 

and other computer skills specifically. Six individuals with ID became part of the design team and took part in 

usability testing sessions. Two separate usability tests, both involving the same six participants, were completed to 

inform the design. As a part of this process, the researchers were able to develop a number of guidelines for 

designing Web sites and computer-based learning modules for people with ID.  

 

In this work, we propose an assistive educational system using multimedia technology to teach the children with ID 

the basic concepts of daily living tasks and elementary sciences in an attractive way. Such a system is highly needed 

due to the lack of appropriate contents for children with ID in the state of Qatar. Our proposal generates the 

multimedia tutorials which can be easily used by the instructor and provide mentally disabled children the 

opportunity to learn with tutorials designed to suit their intellectual needs. We use a combination model of two 

cognitive theories, as is elaborated in section 2. The development of the tutorials is based on two techniques; the 

static manner is presented in section 3, and the dynamic technique in section 4. Assessment and analysis is presented 

in section 5. The last section concludes the paper. 

 

 

Learning models 
 

Both types of proposed tutorials, dynamic and static are developed with a combination view of two cognitive 

models: Mayer’s Cognitive Theory of Multimedia Learning which implements using multimedia elements to 

enhance the learning experience of a child, and a mild implementation of Skinner’s Operant Conditioning which 

suggests using gentle positive and negative reinforcements to help motivate the child.  

 

 

Mayer’s cognitive theory of multimedia learning 

 

Mayer’s Cognitive Theory of Multimedia Learning (Mayer & Alexander, 2011) allows children to use their auditory 

and visual channels in the learning process.  It involves active use of their sensory, working and long-term memory 

to process multimedia elements into logical mental constructs. This theory assumes the following: 

 There are two main channels for processing information; auditory and visual.  

 Each channel has a finite capacity for cognitive load. 

 Filtering, selecting, organizing and integrating information is an active part of the learning process. 

 

According to Mayer, there are three important cognitive processes, which the multimedia learner engages in. The 

first one involves selecting verbal and visual information to yield a learning base, the second involves organizing 

verbal and visual information to form into coherent mental representations, and the third one includes integrating the 



368 

resulting verbal and visual representations with one another. The following figure represents this cognitive process 

(figure 1). 

 

 
 

Figure 1.  Cognitive process of multimedia model 

 

 

Skinner’s behaviorist operant conditioning model 

 

Skinner’s Behaviorist Operant Conditioning Model (Staddon & Cerutti, 2003) is a process that encourages behavior 

through positive or negative reinforcement. Reinforcement may come in the following forms: 

 Positive reinforcement: favorable event given to a child after an achievement (praise, reward, etc.). 

 Negative reinforcement: the removal of an undesired outcome after a positive achievement is made by the child. 

 Positive punishment: unfavorable event is given in order to weaken the following response. 

 Negative punishment: favorable event is removed after undesired behavior occurs. 

 

According to Skinner, there are three types of responses that can alter behavior: 

 Neutral operants, which are responses from the environment or other unaffecting factors, which neither increase 

nor decrease the probability of a certain behavior happening. 

 Reinforcers, which are responses that increase the probability of a certain behavior being repeated. These 

reinforcers may be positive or negative. 

 Punishers, which are responses that decrease the likelihood of a certain behavior being repeated. 

 

While Skinner’s theory implies that human behavior is solely affected by external factors such as what the subject is 

being exposed to, we note that external factors merely play a role in the child psychology and learning process, and 

the ideology of Behaviorism may be integrated with other techniques which do take into account internal factors 

such as thinking, emotions and previous experience. For the purpose of this study, only the positive and negative 

reinforcement will be mildly used, and this is in order to promote positive encouragement of the child rather than 

negative.  

 

 

Static technique 
 

The static technique consists of setting first the lessons objectives and contents with the assistance of the special 

education instructors. Our system supports and monitors the learning process through providing several interactive 

educational multimedia contents consisting of text, images, and short clips. These multimedia elements are linked to 

the objectives of teaching personalized plan. The system can be used in two ways: 

 Group activities: The system uses a smart board to view multimedia contents, i.e. lessons, puzzles, quizzes, etc. 

The children can interact with these contents. 

 Individual activities: each child has his own tablet. The teacher controls the class by sending different multimedia 

contents to the children’s tablets according to their level of abilities and personalized teaching plan. The children 

are able to practice the contents at home as the teacher will daily transfer a copy of these contents to the 

children’s tablets.  
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Model 
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The users of the system 
 

The system has four types, which are: administrator, teacher, student, and parent. 

 Administrator: It is the responsibility of the administrator to manage all users’ accounts including adding 

deleting, and updating. He/she uploads the multimedia contents and the plans. He/She links these contents with 

their corresponding objectives. System settings like sending parents periodic SMS/Email for feedback on their 

children progress are also handled by the administrator. 

 Teacher: The learning process in the class is managed by the teacher who can control the educational 

multimedia contents to be viewed on the smart board as well as the students PC tablets. The teacher also 

transfers the daily covered contents of each student to his/her tablet for home revision with the parents. 

 Student: This is the main user of the system who can smoothly interact with the contents available on both class 

smart board and PC tablet. Upon completion of a lesson, the system provides the student with several puzzles 

and games to evaluate his/her understanding of that lesson. This process is done with multiple trials, and 

intelligent algorithms are built to indicate student’s mistakes. The system tracks all student results, records it in 

database and eventually reports the student performance. 

 Parent: The system effectively contributes in increasing the level of interaction between the parents and their 

children through: First, sending periodic short SMS and Emails about the children progress. Second, ability of 

accessing the system website to post feedbacks about their children personalized plan. Third, having the class 

materials installed on the children PC tablet gives the parent the opportunity to follow up with their children’s 

daily classes. Finally, parents can review their children’s daily lessons and contact teachers for any inquiries. 

 

 

Educational content 

 

The system provides a large number of contents to meet the objectives of the learning process for the children. These 

contents are designed and customized based on the international educational system FACE curriculum, which is 

widely used to teach children with special needs and it covers different scopes including math, science, reading, 

writing, religion, and social life. The contents are designed with a focus on: 

 Represent the local Qatari environment such as dress, food, shops and currency.  

 Suit students’ intellectual, vision, and hearing capabilities (i.e., levels of difficulty, sounds, and Developed color). 

 Interacts easily with students to achieve the learning objectives. 

 Motivates students through employing exciting contents as opposed to rigid teaching. 

 Varies in teaching styles (i.e. multiple choices, match objects, drag and drop, find similarities, and puzzles). 

 Features the ability to repeatedly update, improve, and personalize contents. Organized and sequenced logically 

i.e. from easy to difficult, and basic to advanced. 

 Organized and sequenced logically i.e. from basic to advanced. 

 

Next the characters and the different scenarios are reviewed by special education instructors in order to achieve high 

quality tutorials. Then, the lessons are designed with the help of a graphic designer and multimedia developer. 

Finally, we add the animations and the corresponding sounds using the standard Arabic language, which are recorded 

in a studio. Final tutorials are stored in a specific database and can be used incrementally according to the children’s 

performances. Every tutorial needs approximately three months in average to be completed properly. Our multimedia 

tutorials are developed using Adobe Flash CS3, and Action Script. They consist of high quality animations at a video 

frame rate of 32 frames per minute. All lessons are taught in Arabic with the use of multimedia tools that appear 

attractive to children. Figure 2 shows some snapshots from the static tutorials. 

 

 
Figure 2.  Snapshots from the static tutorial content 
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Dynamic technique 
 

In the second technique, we propose to generate multimedia tutorials dynamically through providing an automatic 

mechanism to query for a desired topic based on semantic content analysis and ontology. The instructor can easily 

customize the tutorials based on the specific needs of each child in the classroom. The dynamic tutorials would 

become more time efficient due to the machine learning process of the automated system. The system will 

statistically learn the preferred customization per student and will generate automatically customized tutorials. 

 

Figure 3 gives an overview of the different steps of our proposed system. The first input is the educational text that 

will be processed using text-processing tools (i.e., segmentation, stemming, analyzing). We parse text with the 

Stanford Parser that aids to retrieve sentences containing pairs of keyword entities and represents them by using a 

data structure called a “Dependency Graph” (Klein & Manning, 2003). The objective is to identify the actors (i.e., 

lion, elephant, tiger), the objects (i.e., water, plant), and the actions (i.e., attack, live, eat) in the story text. Each 

retrieved sentence is analyzed to extract the raw relationships between keywords entities. The extracted relationships 

and entities will be semantically mapped and validated according to the domain description captured in an ontology 

model. All raw relationship instances are sent as semantic queries in order to retrieve the available multimedia 

instances in our ontology (i.e., the knowledgebase). Complimentary queries will sent also to the Google image 

database through Google APIs to fetch the corresponding multimedia elements. Hence, the teachers can then select 

the appropriate multimedia elements that are suitable to customize the tutorial based on the needs of each child in the 

classroom.  

 

 
Figure 3.  An overview of educational text analysis method 

 

 

Educational Text Parsing and Semantic Relations Extraction  

 

In this step, the text input is segmented into sentences. Each sentence will be processed syntactically to recognize its 

part of speech.  The goal is to provide the syntactical structure of educational text sentences. The word that belongs 

to a verb or a noun grammar category is defined as an entity. We focus on sentences that mention at least two 

keywords entities. The parser returns “parse trees” which is a rooted tree. Each node in the tree represents a part of 

the sentence, as in Figure 4. The parse trees generate by using the Stanford Parser that is a statistical natural language 

parser (Sleator & Temperley, 1995). It uses a set grammatical function of words to record the most likely syntactic 

structure of a sentence. 

 

We next transformed the parse tree into a Dependency Graph (DG) format (De Marneffe et al., 2006) that we analyze 

to extract the semantic relationships. The DG captures the implicit dependencies (semantics) between keywords and 

entities in a sentence. Each node is a word and labeled edges represent grammatical relations between words. DGs 

are rooted, oriented, and labeled graphs that make them easier to read and process than parse trees or other 

representations. 
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Figure 4.  Sample parse tree of the sentence “crocodile lives in water” 

 

Therefore, we extract the semantic relations in a subject-predicate-object triplet form, corresponding to the RDF 

statements (Klyne & Carroll, 2006). Subjects and objects represent words entities. Predicates are used to describe the 

nature of the relationship between two entities with a sequence of words. In order to realize a good extraction, we use 

a set of grammatical patterns that express relations between entities. These deep dependencies linguistic analysis of 

sentences will be perform by using the grammatical formalism called link grammar (Sleator & Temperley, 1995). In 

this formalism, the links are labeled depending on the nature of the grammatical relationship of two terms within the 

sentence. For example, the link label “S” is used to connect a subject to a verb, while “D” is used to connect a 

determiner to a noun. If the terms are not directly connected, one of the properties of the formalism, called 

connectivity, ensures that all terms of the sentence are at least indirectly connected via a number of intermediary 

terms. A path between two words of a sentence is called a link-path. The source and target of a link-path are denoted 

as start term and end term respectively. The set of all links describes the grammar of the entire sentence is referred to 

as linkage. The sequence of words interlinked on that path is called word-path and it can be seen as the semantic 

relationship between two terms. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.  Relation extraction from sentence “Crocodile is an aquatic animal” 

 

Given the sentence "Crocodile is an aquatic animal ". The individual terms of the chain are listed as follow: 

 Start-term: “Crocodile” 

 Stop-term: “Animal” 

 Word-path: “is,” “an” 

 Link-path: “Ss, Ost, Ds, A" 

 

Figure 5 illustrates the linkage of the example sentence. The connected terms used in the example is highlighted.  

The word-path describes the relation between start and stop term. By combining the terms in the word-path to form a 

single predicate, the valid semantic relation Is-a (crocodile, animal) is generated. 
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For finding a set of valid link-paths, we propose manually annotating a set of semantic relation triplets. The table 

shows grammatically distinct types of predicates can be found by using predefined link-paths.  The link-path such as 

(LiveIn) uses the information given by two terms that function as subject and object to a verb.  We can use it as 

predicate LiveIn(crocodile,  tropics). While in the case of the link-path (is-a), we have two nouns which are 

connected with a predicate, as we have seen is the previous example of Figure 5. 

 

Table 1. Link-paths and Predicates 

Link-path Predicate 

Ss Ost Ds Is-a 

Ss Ds LiveIn 

Ss PvMvJp WasAttackedBy 

 

 

Ontology learning development  

 

Since ontologies provide a shared understanding of a domain of interest, they have become a key technology for 

semantics knowledge extraction and integration. The aim of ontology is to develop knowledge representation that 

can be shared and reused. Guber (Gruber, 1995) defined ontology as: “A formal explicit specification of a shared 

conceptualization.” Domain ontology provides particular meaning of terms as they apply to that domain. In our 

system, the use of ontology can provide a common underlying language that aids to understand the extracted 

knowledge from different educational texts. Ontology can help to provide semantic concepts that we can use for 

searching and retrieving the multimedia elements to build the tutorials. 

 

Therefore, we write down in an unstructured list all relevant terms that are expected to appear in the ontology and we 

would like to provide an index of specific children's tutorial (animal, food, etc.). For animal ontology as an example, 

we could make the following questions to extract the most important animal-related terms. Where they live? What 

they eat? How dangerous they are? And a bit about of the basic anatomy (number of legs, wings, toes, etc.). 

Therefore, the terms list will be include: animal, subtypes of animal (herbivore, carnivore), different names of animal 

(i.e., crocodile, elephant, tiger, bird, etc.), location, plant, water, animal actions (i.e. eat, attack, etc.), and so on.  

 

For developing the concept hierarchy, we usually start with the definition of the most general concepts in the domain 

and subsequent specialization of the concepts. From the list created previously, we select a group of animal-related 

terms and ask what they have in common and what “siblings” there might be. Hence, we specialize the animal class 

by creating some of its subclasses such as (herbivore, carnivore). We can further categorize the carnivore class into 

(crocodile, tiger, lion), and so on. These concepts will be arranged in a hierarchical taxonomy to form the ontology. 

All the siblings in the concept hierarchy must be at the same level of generality. The concepts alone will not provide 

enough information to answer all the questions about the animals. Once we have defined some of the concepts, we 

must describe the internal structure of concepts. For example, Animal parentOf animal, elephants eat planets. 

 

The underlying formalism for ontology is Description Logics (DLs) (Baader & Nutt, 2003), which are a family of 

knowledge representation formalisms that have formal semantics. This family of logics is tailored towards 

representing terminological knowledge of an application domain in a structured and formally way. Description logics 

allow users to define important notions, such as classes or relations of their application domain in terms of concepts 

and roles. These concepts (unary predicates) and roles (binary predicates) then restrict the way these classes and 

relations are interpreted. Based on these definitions, implicitly captured knowledge can be inferred from the given 

descriptions of concepts and roles. These inferences are defined based on the formal semantics of DLs. 

 

The central notion for DLs is concept descriptions, which can be built from concept names. For example, one can 

describe animal ontology in DLs as an Herbivore that eats only Plants as follow: 

 

. 

 

The last step is creating individual instances of classes in the hierarchy. We use Protégé editor(Protégé, 2007), which 

is a free, open source ontology editor and a knowledge acquisition system. It is a tool supporting the construction of 

ontologies and it also provides an application platform for knowledge-based systems. Defining an individual instance 

of a class requires: (1) choosing a class, (2) creating an individual instance of that class, and (3) filling in the values. 
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Figure 6.  Example of part of animal ontology 

 

After we define an initial version of the ontology, we can evaluate and debug it by using it in applications or by 

discussing it with experts in the field, or both. As a result, we will almost certainly need to revise the initial ontology. 

This process of iterative design will likely continue through the entire life cycle of the ontology. 

 

 

Multimedia tutorial building 

 

Our system applies the mapping process between dependency graphs and our ontologies according to each topic. The 

extracted relationships and entities will be semantically mapped and validated according to the domain description 

captured in an ontology model. Thus, we need to leverage the degree of the similarity between text-extracted entities 

that correspond to the nodes in the dependency graph and the concepts in the ontology (called concept entity). Once, 

we find an instance match for the subject and the object. We search to find a matching property for the predicate in 

the domain ontology model. Finally, we check if the concepts to which the instances for subject and predicate are 

asserted in domain and range of the property matched. 

 

After determining the mapping concepts, we can combine them into semantic queries in order to retrieve the 

corresponding multimedia instances. A query language such as SPARQL seems to be best appropriate tool 

(http://www.w3.org/TR/rdf-sparql-query). SPARQL is particularly adequate for extracting data from ontology and 

through its construct statement, we can generate new data. The SPARQL query is executed against the knowledge 

base, which returns a list of instances that satisfy the query. Then the multimedia instances that are retrieved, ranked, 

and presented to the instructor. Complimentary queries will sent also to the Google image and video database 

through Google APIs to fetch more multimedia elements. Finally, the instructor can then select the appropriate 

multimedia elements that are suitable to the needs of the children in the classroom. Teachers can get additional 

multimedia elements either from the ontology or from Google search engine by simply clicking on the words or 

sentences of the text. Figure 7 shows the retrieved multimedia elements corresponding to the following educational 

text: “Crocodile is a aquatic animal that lives in the tropics in Africa. Crocodiles attack the elephants.” 

 

 
Figure 7.  Multimedia elements associated with the educational texts 

 

 

Assessments 
 

The proposed learning systems have been tested on 100 children with ID from the Shafallah Center in Doha. The 

children have an average mental age of 8 years, and are mildly disabled. Half of these children have Down syndrome 
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(DS), and the other half have various intellectual disabilities (ID). The selected children have some basic ability of 

reading simple Arabic words, doing simple calculations, recognizing and pointing to objects. Twenty special 

education instructors from the Shafallah Center participated in the assessment to assist the children using in the 

learning sessions. A training session was conducted for these teachers to explain to them how to use the system along 

with the tutorials and the exercises.  

 

The children are first allocated to try the static multimedia tutorials, and are subjected to corresponding exercises that 

indicate their comprehensive understanding level of the lessons. Their performance scores are assessed by their usual 

instructors according to an assessment model developed for this testing session. Next, the children are allocated to 

test the dynamically generated multimedia tutorials on a different set of lessons, but in a similar level of difficulty. 

The dynamic method involves the instructors teaching the lessons in the conventional story book method, and then 

reinforcing the concepts by dynamically extracting multimedia elements that correspond to the lesson, using the 

developed system. The children’s knowledge is then tested using a set of exercises, and their performance scores are 

assessed once more by their instructors by using a pre-developed assessment model. In addition to gathering 

performance score information, we have developed an assessment rubric to measure motivational levels of the 

children. The motivation assessment rubric consists of scoring the relative motivation level of each child, as 

observed by its regular special needs instructors. The scoring method involves a motivation spectrum measure of 1-

10, 1 being least motivated, and 10 being most motivated. As an average in Shafallah Center, each group of 5-6 

children have one special needs instructor dedicated to their class. Therefore we were able to rely on the special 

needs instructor to score the relative motivation levels as observed while using multimedia tutorials, static and 

dynamic. 

 

The children are assessed based on a scoring system that takes into account the following constraints: physical age, 

mental age, disability, gender, timing, number of correct answers, number of repetitions required to understand the 

lesson, mood and motivation of child, and exceptional hardships. The obtained results indicate the following about 

both dynamic and static models: increased motivation, improved performance, relatively speedy learning and 

improved memory function and memorization. 

 

The assessment process is divided into three parts: static tutorial assessment, dynamic tutorial assessment and 

combination assessment. 

 

 

Static Tutorial Assessment 

 

Static assessment consists of evaluating the average performance scores, timing, and motivation levels. Results are 

differentiated between children with DS and other IDs, and females versus males. Figure 8 depicts results in terms of 

percentile scores, relative timing and motivation levels observed, comparing the results of the children with ID with 

the children with other DS. Note that the time depicted here represents the average time (in minutes) that each 

student took to complete an exercise. As shown in the graph, we can see that children with ID and DS both scored 

high average scores ranging from 70% to 80%, although we note that the children with DS slightly outperform the 

ones with other IDs. High motivation levels for both groups were also reported with an average of 85% to 90% 

children exhibiting increased motivation. We can conclude that the implemented multimedia lessons have been 

equally useful and effective for all groups of disabilities. 

 

 
Figure 8.  Performance of ID vs DS – Static tutorials 
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Figure 9 illustrates the performance of females versus males, without taking into consideration differences in 

disabilities. As shown in the graph, female children have outperformed the male children by a 15% range. The 

average score of all females is 81%, while the average score for males is 62%. It is worthwhile to note that while the 

females fared better in terms of scores, the males took less time to complete the exercises, which is indicative of the 

relative nature of the genders; females tend to be more patient and objective oriented, while males tend to be 

impatient and view the lessons and exercises as games rather than lesson scores. We can conclude from this graph 

that the multimedia lessons had better results on females rather than males.  

 

 
Figure 9.  Female vs Male performance – Static tutorials 

 

 

Dynamic tutorial assessment 

 

Dynamic assessment, similarly to the static assessment, consists of evaluating the average performance scores, 

timing and motivation levels. Results differentiate between children with DS, ID, females and males. Figure 10 

demonstrates results in terms of percentile scores, relative time and motivation levels. Children with DS slightly 

slightly over performed the children with other ID, scoring within a higher range of 10%.  Children with other IDs 

were also noted to have taken a longer amount of time to complete exercises. Both groups exhibited high motivation 

levels, although the children who scored better (DS) are more likely to have higher motivation to keep trying. 

  

 
Figure 10.  Performance of ID vs DS – Dynamic tutorials 

 

Figure 11 depicts the performance results of females versus males, regardless of disability differences. We can 

observe from the graph females outperformed males within a 15% margin, but similarly to the static tutorial results, 

we notice that females take more time to answer exercises. Dynamic tutorials are more difficult to precisely assess 

given the time constraint, due to the process of the student first studying the concept in conventional classroom 

methods, then using dynamic tutorials to back it up. Some students had some difficulties tying the classroom concept 

with the multimedia concept, as this method is still novel to them. Females exhibited higher motivation levels than 

males. 
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Figure 11. Performance of females vs males - Dynamic tutorials 

 

 

Combined assessment 

 

The combined assessment consists of the evaluation of both static and dynamic systems in combination and 

comparison to each other. Figure 12 depicts the acceptance and relative performance levels of all the children. 7.5% 

of the children tested with the static tutorials refused to accept or participate in the lessons, due to some physical 

stress they received from the sounds associated with the lessons. 2.5% participated but found it too difficult. For the 

dynamic tutorials, we have a slightly higher acceptance rate, as only 5% of students rejected participation and 

another 5% found the concept of linking the lessons with the multimedia elements too difficult. Relative performance 

levels significantly increased, when compared to the performance of the children at conventional lessons, without the 

use of multimedia. 88% of the children exhibited higher relative performance with the static tutorials, and 82% had 

higher performance levels with the dynamic tutorials. 

 
Figure 12.  Acceptance and Performance of children 

 

While statically generated tutorials have proven to be a good source of education for the children with IDs, allowing 

for increased cognitive levels, motivation, enthusiasm and high relative performance levels, the problem faced with 

these pre-designed tutorials is the time consumed to generate each. Each tutorial, designed as per the specific 

curriculum specifications for each class or school, requires one month of work by animation, script and sound studio 

experts. Whereas, the benefit behind dynamically generated tutorials is to be able to generate a customized tutorial 

on the spot, in the classroom, with no predesigning requirements. Furthermore, the instructors can chose multimedia 

elements to complement the lessons and can customize each tutorial combination for each student as seen fit. Testing 

with the dynamic tutorial generation has proven to be similarly as effective for the children with ID, has increased 

cognitive levels, motivation levels and relative performance levels. Figure 13 illustrates the average timing required 

by the instructors to generate each dynamic customized tutorial in the class time. As shown in the graph, 21% of 

trails required 6 minutes to generate a tutorial, 47% took 10 minutes, and the remaining needed an average of 15 

minutes or more.  
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Figure 13.  Average time required to generate dynamic customized tutorials 

 

Table 2 below demonstrates a summary of average score, motivation and timing levels achieved by the students per 

static and dynamic tutorials. 

 

Table 2. Summary Scores 

 Static Dynamic 

ID 

Score: 74% 

Motivation: 86% 

Time: 6 min 

Score: 69% 

Motivation: 80% 

Time: 8 min 

DS 

Score: 82% 

Motivation: 89% 

Time: 5 min 

Score: 75% 

Motivation: 86% 

Time: 6 min 

Female 

Score: 79% 

Motivation: 90% 

Time: 7 min 

Score: 81% 

Motivation: 90% 

Time: 9 min 

Male 

Score: 77% 

Motivation: 85% 

Time: 4 min 

Score: 63% 

Motivation: 76% 

Time: 5 min 

 

 

In an overview of the assessment results, it can be noted that children with DS seemed to achieve better results than 

that of children with other IDs, and females, while taking more time achieve better scores due to their detail oriented 

nature, whereas the boys tend to deal with the multimedia tutorials in a more playful manner. Nonetheless, all groups 

obtained high scores, and teachers noted an 80% - 88% increased relative performance in their students after having 

used either the static or dynamic tutorials. Instructors were enthusiastic about using the system in the classroom as 

part of daily lessons and noted the numerous benefits on the children’s part; including higher motivation levels, 

increased performance, faster cognition and high acceptance rates. 

 

The limitation of our assessment was not testing out the differences in performance between static and dynamic 

tutorials, over prolonged periods of time. We were allocated one week of testing for the static tutorials, and one week 

of testing for the dynamic tutorials. The reason the time factor is so important because we hypothesize that the longer 

dynamic tutorials are used, the more effective they will be. However, being tested only over a period of one week 

does not allow us to gather a complete picture. The dynamic tutorials have to be used in accordance with 

conventional classroom methods, so the instructor would first introduce a concept in class, and then enforce the 

understanding of the concept with related tutorials. As a first trail for the children, some students faced some 

difficulties tying the two classroom concept with the multimedia concept.  We predict that with further use results 

will be far improved. On the other hand, this assessment had various strengths: the number of children allocated to 

testing (100), having both genders tested, and having several types of IDs allows us to further understand how to 

target each group. Having the cooperation and dedication of the special need instructors of Shafallah Center was also 

an incredible strength to this assessment, as it could not have been done without their expertise. 
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Conclusions 
 

This work proposed a novel assistive educational system to generate multimedia-based tutorials under a 

combinational pedagogical model: Mayer’s Cognitive Theory of Multimedia Learning and a mild implementation of 

Skinner’s Operant Conditioning model. The system is implemented in two main methods: (1) pre-designed or “Static 

Tutorials” where which tutorials are custom designed by animation experts according to specific curriculum needs 

and (2) “Dynamic Tutorials,” where which the following techniques are used to generate customized tutorials: text 

processing, relationship extraction, ontology building and dynamic extraction of online multimedia elements. The 

dynamic tutorials system allows instructors to generate tutorials on the fly, in the classroom, and in accordance to the 

lesson they are teaching. Instructors can choose multimedia elements appropriate for the specific needs of the child 

they are teaching, within minutes. The noted advantage of using the dynamically generated tutorial system over the 

statically pre-designed ones, is the amount of time and efficiency saved. The pre-designed tutorials require detailed 

lesson design by experts, and each tutorial requires up to one month of work. Whereas the dynamic tutorial system, 

once developed, requires minutes of time for the instructor to generate, and is far more flexible and practical, as it 

can incorporate many different lessons and does not have pertain to a set curriculum.  

 

From the performance aspect, it has been observed that both static and dynamic tutorials had excellent results on the 

cognitive ability of the children with ID, allowing them enhanced learning, higher relative performance, higher 

scores, acceptance and motivation levels. The children exhibited an average score between 70% - 80% and even 

higher motivation levels ranging from 80% - 90%. In conclusion, the use of multimedia-enhanced learning has been 

found to be extremely beneficial for children with ID, as well as practical and efficient for their instructors. 
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