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Abstract Detecting multimedia events in web videos is an
emerging hot research area in the fields of multimedia and
computer vision. In this paper, we introduce the core meth-
ods and technologies of the framework we developed recently
for our Event Labeling through Analytic Media Processing
(E-LAMP) system to deal with different aspects of the overall
problem of event detection. More specifically, we have devel-
oped efficient methods for feature extraction so that we are
able to handle large collections of video data with thousands
of hours of videos. Second, we represent the extracted raw
features in a spatial bag-of-words model with more effective
tilings such that the spatial layout information of different
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features and different events can be better captured, thus the
overall detection performance can be improved. Third, differ-
ent from widely used early and late fusion schemes, a novel
algorithm is developed to learn a more robust and discrimi-
native intermediate feature representation from multiple fea-
tures so that better event models can be built upon it. Finally,
to tackle the additional challenge of event detection with only
very few positive exemplars, we have developed a novel algo-
rithm which is able to effectively adapt the knowledge learnt
from auxiliary sources to assist the event detection. Both
our empirical results and the official evaluation results on
TRECVID MED’11 and MED’12 demonstrate the excellent
performance of the integration of these ideas.

Keywords Multimedia event detection · Multimedia
content analysis

1 Introduction

With ever-expanding multimedia collections, multimedia
content analysis is becoming a fundamental research issue
for many applications such as indexing and retrieval. One of
the interesting problem of multimedia content analysis is to
automatically detect some predefined events in a video col-
lection. An event is a complex activity occurring at a specific
place and time which involves people interacting with other
people and/or object(s) [31]. In general, an event consists
of a number of human actions, processes, and activities that
are loosely or tightly organized and that have temporal and
semantic relationships to the overarching activity. Given a
collection of test videos and a list of test events, the task of
event detection is to indicate whether each of the test events
is present anywhere in each of the test videos. Compared
with traditional concept analysis [23,36,38], event detection
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6 W. Tong et al.

Fig. 1 Example snapshots of
the videos from the event
“Changing a vehicle tire” and
the event “ Grooming an
animal” defined by TRECVID
Multimedia Event Detection
2011 task. The two snapshots in
the first row are from the event
“Changing a vehicle tire” and
the two snapshots in the second
row are from the event “
Grooming an animal”

is a more challenging task due to its dynamic attributes and
semantic richness. For example, the event of “making a cake”
consists of a combination of several concepts such as “cake”,
“people” and “kitchen” together with the action “baking”
within a longer video sequence. Figure 1 shows a couple of
example snapshots of the videos from the event “Changing
a vehicle tire” and the event “ Grooming an animal” which
are defined by TRECVID Multimedia Event Detection 2011
task.

The study of the multimedia event detection first emerged
in structured scenarios, e.g., surveillance videos, sports
videos and news videos [1,33,44,48]. Recently, people
started to focus more on general unconstrained videos such
as those obtained from internet video sharing web sites like
YouTube. To facilitate and encourage the research of new
technologies and algorithms for multimedia event detec-
tion, the ACM Multimedia society has launched three inter-
national workshops on events in multimedia (EiMM’09-
’11) and the National Institute of Standards and Technology
(NIST) launched the task of “Event detection in Internet mul-
timedia (MED)” in 2010 TREC Video Retrieval Evaluation
(TRECVID) workshop [31]. In general, there are three core
challenges in detecting multimedia events: The first is that
to detect an event one has to extract a comprehensive set
of features from the raw video. In general, the procedure of
extracting those features is computationally expensive and
time-consuming. This is particularly a serious problem for
a large collection of videos. For example, in the TRECVID
MED’12 task, the testing video set consists of about 4,000 h
of videos, and on YouTube there are about 30 million hours of
videos uploaded each year. Even with the help of powerful

computer clusters, how to efficiently extract a comprehen-
sive set of features over large video collections is still a big
challenge. The second challenge is that with extracted fea-
tures from the videos, what representations should be used
so that different aspects of the information conveyed by the
features can be effectively utilized to model an event. The
third challenge is how to model an event by jointly exploring
the multiple modalities provided by either different features
or/and different representations of the same features. In addi-
tion to these three challenges of general multimedia event
detection, a new challenging task was defined by TRECVID
MED’12 which is the event detection with few positive exem-
plars. In this challenge, only a very limited number of positive
example videos of an event are provided, specifically,10 pos-
itive videos, thus the traditional classification scheme which
works well for event detection with relatively large number
of positive training examples might not be suitable anymore
for the event detection with limited positive examples.

To tackle these challenges of multimedia event detection,
we have developed a framework [5,11] within which we
implemented the Event Labeling through Analytic Media
Processing (E-LAMP) system [5]. Figure 2 shows the
overview of the framework. In this paper, instead of describ-
ing the whole framework, we focus us on a couple of key
components (highlighted by red boxes in Fig. 2) which are
novel and essential in helping us to achieve both effective
and efficient event detection.

More specifically, for the challenge of efficiency in feature
extraction, we conduct comprehensive studies which reveal
that using features extracted from the videos with reduced
resolution may not degrade the performance of event detec-
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E-LAMP: integration of innovative ideas for multimedia event detection 7

Fig. 2 Overview of the framework. The corresponding novel components described in Sections 3,4,5 and 6 are marked by red boxes

tion. However, this can dramatically improve the efficiency of
feature extraction which could be very important for process-
ing large scale video datasets.

For the feature representation, the spatial bag-of-words
model achieves good performance by extending the classic
bag-of-word model with spatial layout information. How-
ever, the commonly used spatial layout is very arbitrary and
may not be effective to capture the complex spatial infor-
mation embedded in different videos. In this paper, we sys-
tematically test a large number of different spatial layouts,
i.e., tilings, to select the best one for each feature and each
event. Our results show that the selected tilings can capture
the spatial information more effectively than the commonly
used tilings, thus improve event detection performance.

To jointly explore the multiple modalities provided by the
features and the associated representations, we have devel-
oped an algorithm which learns a more robust and discrimi-
native intermediate representation from multiple features so
that better event models can be built. Finally, to tackle the
more challenging problem of event detection with few posi-
tive exemplars, an innovative algorithm is developed which is
able to effectively adapt the knowledge learnt from auxiliary
sources to assist in event detection.

The rest of the paper is organized as follows. In Sect. 3, we
introduce our studies on how video resolution can effect the
efficiency and the effectiveness in event detection. In Sect. 4,
we introduce our work on selecting the better tiling so that
the spatial layout information can be encoded more effec-
tively, and thus improve the performance in event detection.
In Sects. 5 and 6, we introduce our novel methods devel-
oped to model the events with respect to different number of
positive examples and the last section is our conclusion.

2 Related work

The study of multimedia event detection first emerged in
structured scenarios, e.g., surveillance videos, sports and
news videos. For example, in [1], a robust real-time detec-
tion method using multiple fixed-location monitors was intro-
duced to detect unusual events in surveillance videos. In [48],
an unsupervised online algorithm is developed for detect-
ing unusual events in surveillance videos via dynamic sparse
coding. Sadlier and O’Connor [33] proposed to use audio-
visual features and support vector machine to detect events in
field sports videos. Xu et al. [44] presented a novel approach
for event detection from the live sports game using web-
casting text and broadcast videos. Wang et al. [41] developed
an multi-resolution bootstrapping framework framework for
concept detection in news videos by exploring knowledge of
sub-domain.

With the success of event detection in those struc-
tured videos, people started to focus more on the general
unconstrained videos such as those obtained from inter-
net video sharing web sites like YouTube. Since 2010,
the ACM Multimedia society has launched three interna-
tional workshops on events in multimedia and a couple
of interesting works have been reported [28]. For exam-
ple, Makkonen et al. [26] try to detect events by clustering
videos from large media databases. In [4], build on recent
work on local feature trajectories, the authors investigate
the impact of a new trajectory filtering scheme and two
new trajectory descriptors to the detection of such video
events. Mertens et al. [27] exploit non-speech audio fea-
tures for building acoustic super-models that detect com-
plex events from low-level audio features, and show that
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even using audio alone they can achieve high recognition
rates.

To facilitate and encourage the research of new tech-
nologies and algorithms for multimedia event detection, the
TREC Video Retrieval Evaluation (TRECVID) workshop
supported by National Institute of Standards and Technol-
ogy (NIST) launched the task of “Event detection in Internet
multimedia (MED)” in 2010 [31] which is often referred to as
pre-specified multimedia event detection. In the MED task, a
participant needs to detect the occurrence of an event within
a video clip in the archive based on an event kit. According to
the definition from NIST [31], the event kit defines an event
which consists of:

• “An event name which is an mnemonic title for the event
• An event definition which is a textual definition of the

event
• An evidential description is a textual listing of attributes

that are indicative of an event instance. The evidential
description provides a notion of some potential types of
visual and acoustic evidence indicating the event’s exis-
tence but it is not an exhaustive list nor is it to be inter-
preted as required evidence

• A set of illustrative video examples each containing an
instance of the event. The examples are illustrative in the
sense that they help to form the definition of the event
but they do not demonstrate all possible variability or
potential realizations”.

Since launched, the TRECVID MED task has quickly
attracted many top research groups in both academic and
industry and the TRECVID MED datasets have become the
popular testing bed for multimedia event detection. Among
the available datasets, the MED’11 training dataset is often
used because of its moderate size and complexity. More
specifically, there are 9,746 videos in the MED’11 train-
ing dataset which are about 300 h and belong to 18 events.
Among the 18 events 3 events, e.g., P001 to P003 are from
the MED’10 and the rest 15 events E001 to E015 are newly
defined in MED’11. Table 1 list the name of the 18 events.
There are totally 1,543 positive videos for the 18 events and

the rest videos are background videos which do not belong
to any of the 18 events.

To evaluate the performance in event detection, a couple
of metrics are adopted by NIST for TRECVID MED tasks.
Among them, the minimum normalized detection cost (min-
NDC) was used in the TRECVID MED’11 evaluation. The
normalized detection cost (NDC) is computed as:

NDC = CM × PM × PT + CFA × PFA ∗ (1 − PT)

min(CM × PT, CM × (1 − PT))
,

where PM is the missed detection probability and PFA is the
false positive probability for the system of a given event. CM,
CFA and PT are predefined constants which are CM = 80,
CFA = 1 and PT = 0.001, respectively. The minNDC is the
minimum NDC a system can achieve on an event and the
smaller value of minNDC indicates better performance.

The main observation from recent successful MED sys-
tems [2,9,14,17,20,29,31,32,39] is that the following com-
ponents are in general important in achieving good perfor-
mance in multimedia event detection:

The first important component is that a comprehensive set
of features are required to be extracted from both video and
audio channels so that different aspects of the information
conveyed in the videos can be captured. Table 2 lists the
features used by the E-LAMP system.

Second, those extracted raw features need to be con-
verted to appropriate representations which can be uti-
lized in modeling the multimedia event. The most widely
used non-parametric representations are the bag-of-words
model (BoW) [10] and its extension spatial bag-of-words
model [19] which incorporates the spatial layout information
in to the bag-of-words representation. For the parametric rep-
resentation, the Gaussian Mixture Model [15] is the classical
one and also shows good performance in multimedia event
detection.

The third important component is how to model an event.
Typically, the classical classification scheme is employed to
model and detect the events when a relatively large num-
ber of positive training examples of an event are available.
For example, the support vector machine with χ2 kernel has
shown good performance. A more challenging situation in

Table 1 Name of the events in
MED’11 training dataset E001 Attempting a board trick E010 Grooming an animal

E002 Feeding an animal E011 Making a sandwich

E003 Landing a fish E012 Parade

E004 Wedding ceremony E013 Parkour

E005 Working on a woodworking project E014 Repairing an appliance

E006 Birthday party E015 Working on a sewing project

E007 Changing a vehicle tire P001 Making a cake

E008 Flash mob gathering P002 Batting a run in

E009 Getting a vehicle unstuck P003 Assembling a shelter
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E-LAMP: integration of innovative ideas for multimedia event detection 9

Table 2 Features used by the
E-LAMP multimedia event
detection system

Visual feature Audio feature

Low-level SIFT [22], Color SIFT(CSIFT) [34], Motion
SIFT(MoSIFT) [8], Transformed Color
Histogram (TCH) [13], STIP [43], Dense
Trajectory [42]

MFCC [49], Acoustic Unit
Descriptors(AUDs) [7]

High-level Semantic Indexing Concepts(SIN) [31],
Object Bank [21], Optical Character
Recognition (OCR) [20]

Acoustic Scene Analysis
[6], Automatic Speech
Recognition (ASR) [20]

modeling an multimedia event is when there are only very
few positive examples because in practise precisely labeled
training data are difficult to obtain. In this situation, the tra-
ditional classification scheme which works well using rela-
tively large number of positive training examples might not
be suitable anymore. Ma et al. [25] present a pioneer work
to tackle this challenge using the knowledge adaptation.

The fourth component is how to fuse the multiple modal-
ities to achieve good detection performance. The multiple
modalities can come from different sources. For example, dif-
ferent features, same feature with different representations,
different models built from different features, etc. Many
fusion methods [3,12,30,35] have been proposed and in gen-
eral they can be categorized into early fusion which fuses the
feature representations or late fusion schemes which fuses the
detection scores [37]. Recently, in [18] the authors propose a
double fusion method which combines the early fusion and
late fusion together so that the overall performance can be
further improved.

3 Improve efficiency of feature extraction by reducing
video resolution

It has been shown that extracting a comprehensive set of
features from the videos is an effective way to achieve good
performance in multimedia event detection [2,9,14,17,20,
29,31,32,39]. However, the feature extraction is in general
computationally expensive and time consuming, especially
for those motion features, e.g., MoSIFT, STIP and Dense
Trajectory. This problem becomes more serious when the
total hours of videos to be processed is large. For example,
the TRECVID MED’12 testing dataset contains about 4,000
h of videos. In Table 3, we demonstrate this problem by
showing the time spent on extracting MoSIFT feature over
the MED’11 training dataset which is introduced in Sect. 2.
There are 9,746 videos in this dataset and the total length
of the video is about 300 h. From the table, we can see that
it will take about 16,200 h to generate the MoSIFT feature
using a common single CPU core which is more than 50
times realtime of the videos. To improve the efficiency of
the feature extraction, we take a simple strategy which is to

Table 3 Time spent on extracting the MoSIFT feature over the
TRECVID MED’11 training data which has about 300 h of videos

Original video (h) Resized video (h)

Resize n/a 85

MoSIFT extraction 12,600 2,350

code book generation 1,800 1,800

Bag-of-words generation 1,800 930

Total 16,200 4,920

Table 4 Statistics of the video width from the MED’11 training dataset

Video width Number of videos

640 3,506

320 2,000

128 1,336

540 1,333

480 635

Other 1,011

reduce the resolution of videos and then extract those motion
features on the resized videos. More specifically, we reduce
the resolution of videos according to the following criteria:

• If the width of the video is greater than 320 pixels, resize
the video width to 320 pixels. The height of the video is
resized according to the aspect ratio of the video.

• Otherwise, skip this video.

There are two reasons why we use 320 pixels as the tar-
get video width. The first ones is that our experiments show
that this resolution preserves the vast majority of the features
and further reducing the resolution significantly degrades the
performance. The second reason is that a relatively large por-
tion of the videos in the dataset will be resized. Table 4 shows
the statistics of video resolution in the TRECVID MED’11
training dataset.

In Table 3, we show the time spent on video resizing and
the extraction of MoSIFT feature over the resized videos.
Compared to the raw videos, the total time spent on extract-
ing MoSIFT features is reduced from 16,200 to 4,920 h
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10 W. Tong et al.

Table 5 Performance of MoSIFT feature extracted from the resized
videos vs. original videos

Original MoSift Resized MoSift

E001 0.9004 0.8996

E002 0.9981 0.9532

E003 0.5570 0.6432

E004 0.5596 0.5499

E005 0.7787 0.7859

E006 0.9819 0.9245

E007 1.0019 0.8936

E008 0.5848 0.5083

E009 0.7460 0.7458

E010 0.9134 0.9204

E011 0.9591 0.9637

E012 0.8694 0.9151

E013 0.8067 0.7097

E014 0.7140 0.7336

E015 0.7994 0.7278

P001 0.6912 0.6408

P002 0.4823 0.5070

P003 0.8486 0.8173

Average 0.7885 0.7689

Bold values represent the best results

which is about three times faster. It clearly shows that on the
resized videos the time spent on MoSIFT feature extraction
is significantly less than that on the original videos. Further-
more, because fewer features are extracted on low resolution
videos, the time spend on generating the bag-of-words model
is also reduced dramatically.

We test the performance of the MoSIFT feature extracted
from the resized videos on the TRECVID MED’11 train-
ing dataset. More specifically, we randomly sample half of
the positive videos and null videos to form the training set
and the rest half are used as testing set. To evaluate the per-
formance, we adopt the minNDC as our evaluation metric
which is introduced in Sect. 2. In general, smaller minNDC
value represents better performance. Table 5 shows the per-
formance of event detection using MoSIFT features extracted
from resized videos vs. original videos. From the results,
we observe that on average the performance of the resized
MoSift is even a little bit better than that of the original
MoSift. However, a simple t test shows that at 95 % sig-
nificant level, the difference between the results from two

methods is not statistically significant. For other motion fea-
tures used in our system, e.g., STIP and Dense Trajectory,
similar efficiency results to MoSIFT can be obtained but we
omit them here.

4 Tiling

The spatial bag-of-words model (Spatial BoW) is the most
widely used representations for raw features which is an
extension of the classic bag-of-words model by incorporating
the spatial layout information. In the spatial BoW model, an
image is geometrically partitioned into several grids or tiles.
A sperate histogram is then generated to describe each tile
and the whole image is finally described as the concatenation
of the histograms of all tiles. One problem of spatial bag-
of-words model is that the existing tilings, e.g., the spatial
partition of the image, are very limited which may not able
to capture the versatile spatial information from the videos.
For example in the spatial pyramid matching, the 1×1, 2×2
and 4×4 tiling are used and in [5] the 1×1, 2×2 and 1×3
tilings (shown in the first row in Fig. 3) are adopted. How-
ever, the use of those tilings is ad-hoc and some preliminary
work has shown that other tilings might produce better per-
formance [40]. To find more representative ways to encode
the spatial information, we systematically tested about 80
different tilings to select the best one for each feature and
each event. More specifically, our candidate tilings consitst
of individual and the combination of the basic tilings which
are: 1 × 1, 2 × 2, 3 × 3, 4 × 4, 1 × 2, 1 × 3, 1 × 4, 2 × 1,
3 × 1 and 4 × 1 tilings.

Table 6 shows the performance of feature specific tiling
vs. our standard tiling, e.g., 1 × 1, 2 × 2 and 1 × 3 tilings,
on MED’11 training dataset introduced in the Sect. 2. From
the table, we can see clearly that for all of the five features,
the feature specific tiling performs consistently better than
the standard tiling.

Table 6 Performance of feature-specific tiling vs. standard tiling
evaluated on the MED’11 training dataset using minNDC

Feature SIFT CSIFT TCH STIP MOSIFT

Feature-specific tiling 0.6881 0.7006 0.7683 0.7854 0.6812

Standard tiling 0.6990 0.7262 0.7823 0.8005 0.7036

Fig. 3 Examples of tilings.
From left to right 1 × 1, 2 × 2,
3 × 1 and 1 × 3 tilings,
respectively
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Table 7 Performance of event-specific tiling vs. standard tiling on
Event E025 “Marriage Proposal”

Feature SIFT CSIFT TCH STIP MOSIFT

Event-specific tiling 0.9486 0.9482 0.9562 0.8847 0.8823

Standard tiling 0.9712 0.9509 0.9654 0.8912 0.9712

Table 7 shows an example of the performance of event-
specific tiling vs. classic tilings on a difficult event identi-
fied from MED’12 training data which is the event E025
“Marriage Proposal”. It can be seen clearly that the event
specific tiling can improve the performance over standard
tiling.

5 A robust and discriminative intermediate video
representation with sufficient training data

As we introduced in Sect. 2, how to jointly explore the mul-
tiple modalities is very important to achieve good perfor-
mance. In general, the early fusion or late fusion schemes
are often employed. In the early fusion, the feature vectors
are concatenated or the kernel matrices computed from dif-
ferent features are combined, while in the late fusion the
detection scores from the classifiers build upon different fea-
tures are fused. In this section, we introduce an algorithm
which is different from the early and late fusion schemes.
The new algorithm learns an intermediate representation of
videos from multiple features by exploiting both of the tar-
get videos and external video archives [25]. The target videos
are the videos depicting the event to be detected. The exter-
nal videos are the auxiliary labeled video archives that are
used to help to learn the intermediate representation. The
intermediate representation is a compact vector represen-
tation derived from multiple bag-of-words features of the
videos through a transformation, during which the discrim-
inative information is encoded. Meanwhile, our algorithm
integrates representation inference and classifier training into
a joint framework. In this way, the intermediate representa-
tion is tightly coupled with the loss function used by the
classifier.

Compared with the original low-level feature representa-
tions, the learned intermediate representation is more robust
and informative than the simple fusion of existing features
and, therefore, better performance can be achieved [25]. In
addition, the learnt intermediate representation is accurate to
reflect the semantics which may help to bridge the semantic
gap between the low-level features of a video and the seman-
tic meaning of an event. Finally, since a robust loss function
is used in our objective function, the performance is more
reliable, when compared with other classifiers such as SVM.

Assume we have X = [x1, x2, . . . , xn, xn+1, . . . , xn+m]
as the data matrix including the positive and negative exam-
ples x1, x2, . . . , xn of a particular event together with the
external videos xn+1, . . . , xn+m . Y = [y1, y2, . . . , yn, yn+1,

. . . , yn+m] indicate their labels. Note that the external videos
have c classes and the positive and negative examples for an
event are treated as two classes so we have c + 2 classes in
total. The formulation of the proposed method can be illus-
trated as follows:

min
W,�

‖X�W − Y‖2,p + α ‖W‖2
F .

s.t.�T� = I
(1)

where � is the mapping function from video features to
the intermediate representation and W is the classification
matrix.

Note that our method is able to learn an intermediate rep-
resentation coupled with the specific loss function. When the
loss function changes, the intermediate representation, i.e.,
� changes accordingly.

The MED’11 training dataset introduced in the Sect. 2
and the development set from TRECVID 2011 semantic
indexing task [5] are used to evaluate the algorithms. For
the MED’11 training dataset, the videos from the MED’11
events are used as the target videos set while the external
video set consists of the videos from 3 MED’10 events and
the videos from the development set of TRECVID 2011
semantic indexing task. The training data comprise three
parts. The first part consists of 100 positive examples and
500 negative examples randomly selected from the target
videos. The second part includes the positive examples of
MED 2010 from external video set. The third part is the data
from the videos of the semantic indexing task. The remaining
videos in the target videos set are our testing data. For all the
videos, three features are extracted which are SIFT, CSIFT
and MoSIFT. The raw features are first represented by the
BoW model with the code book size of 4,096 respectively
and then the BoW representations of the three features are
further concatenated together as the final representation of
each video. Detailed experimental setting can be found in
[25]

Table 8 shows the results of our method vs. SVM using a
χ2 kernel. The evaluation metric used is minNDC [25].

It can be seen that our method outperforms the SVM clas-
sifier in most of the 15 event and the averages results over
the 15 event is considerably better than that of SVM classi-
fier. We also compared our method to a couple of other algo-
rithms for example, AdaBoost, Linear Discriminant Analysis
(LDA) followed by ridge regression, etc.; our method also
outperforms those baselines considerably. For the detailed
experimental results, please refer to [25].
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Table 8 Performance of the proposed methods vs. SVM on MED’11
training dataset

Event name SVM SAIR

Attempting a board trick 0.826 0.775

Feeding an animal 0.963 0.964

Landing a fish 0.665 0.626

Wedding ceremony 0.466 0.441

Working on a woodworking project 0.726 0.711

Birthday party 0.885 0.882

Changing a vehicle tire 0.670 0.636

Flash mob gathering 0.629 0.568

Getting a vehicle unstuck 0.802 0.711

Grooming an animal 0.856 0.856

Making a sandwich 0.821 0.858

Parade 0.654 0.632

Parkour 0.570 0.449

Repairing an appliance 0.550 0.508

Working on a sewing project 0.706 0.612

Average 0.719 0.682

Bold values represent the best results

6 Structural adaptive regression with very few positive
training examples

A more challenging problem in multimedia event detection
is how to handle the situation when only very few positive
training examples are available. This is because in practice
precisely labeled training data are difficult to obtain. As a
result, the traditional classification scheme which works well
using relatively large numbers of positive training examples
might not be suitable anymore. Recent research has shown
that it can be beneficial to borrow knowledge from related
tasks for multimedia analysis, especially when the number
of training data is few [45,46]. Since there are some avail-
able video archives with annotated concept labels, we can
leverage them to facilitate the multimedia event detection
with only very few positive examples. Specifically, we pro-
pose to adapt the knowledge from concept level to assist
the event modeling using the available video corpora with
annotated concepts as our auxiliary resources. The difficulty
is that the concepts from the auxiliary resources are differ-
ent from the event to be detected. Hence, we have proposed
a method to bridge the gap between the concepts and the
event.

Denote the target training videos by X̃t = [x̃1
t , x̃2

t ,

. . . , x̃nt
t ]. yt = [y1

t , y2
t , . . . , ynt

t ]T are the labels for the target
training videos. yi

t = 1 if the i th video xi
t is a positive exam-

ple whereas yi
t = 0 otherwise. Denote the auxiliary videos

by X̃a = [x̃1
a , x̃2

a , . . . , x̃na
a ]. Ya = [y1

a , y2
a , . . . , yna

a ]T is their
label matrix where ca indicates that there are ca different

Table 9 Performance of SAR vs. SVM with different kernels on
MED’11 training dataset

Kernel Type SVM SAR

RBF 0.954 0.910

χ2 0.904 0.881

Bold values represent the best results

concepts. Y i j
a denotes the j th datum of yi

a and Y i j
a = 1 if xi

a

belongs to the j th concept, while Y i j
a = 0 otherwise. Then,

our proposed formulation is:

min
Wa ,Wt ,ba ,bt

∥
∥
∥X̃T

a Wa + 1aba − Ya

∥
∥
∥

2,1
+

∥
∥
∥X̃T

t Wt + 1t bt

−yt‖2,1 + α ‖W‖2,p + β(‖Wa‖2
F + ‖Wt‖2

F ) (2)

where W = [Wa, Wt ] and Wt is used for event detection in
the target. The objective function can be optimized via an
alternating approach described in [24]. We name the algo-
rithm as structural adaptive regression (SAR).

We test our algorithm on the M ED’11 training dataset
as before and the development set from TRECVID 2011
semantic indexing task is used as the auxiliary videos set.
In our experiments, all the videos are represented by SIFT
and CSIFT BoW features. For the MED’11 dataset, we ran-
domly sample ten positive and negative videos as the training
set and the rest of the videos are used as the testing set. The
experiments are independently repeated five times with ran-
domly selected positive and negative examples. The detailed
setting can be found in [24].

Table 9 shows the detection results of different approaches
reported in [24]. We can see that our method SAR outper-
forms the SVM considerably. This indicates that it is ben-
eficial to leverage auxiliary knowledge for event detection
when we do not have sufficient positive examples. Another
observation is that χ2 kernel is better than RBF kernel for
both SAR and SVM.

7 Conclusion

In this paper, we introduce a couple of cutting edge ideas
to deal with both the effectiveness and efficiency challenges
in multimedia event detection. More specifically, we have
shown that reducing the resolution of raw videos to certain
degree can dramatically improve the efficiency in feature
extraction while not sacrificing the detection performance.
We also discover that the standard tilings adopted by the
spatial bag-of-words or spatial pyramid matching might not
be able to effectively capture the spatial layout information
of an event in videos; therefore, we suggest that more ver-
satile tilings should be adopted. Finally, we introduce two
event modeling methods which handle different situations
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with respect to different number of positive examples. In the
future, we plan to focus more on another big unsolved prob-
lem which is that the semantic gap between the event model
built by the system and the text event description is quite
large. In other words, the event model built by the system is
not sematic meaningful, thus difficult for human to under-
stand and to interpret why a video detected by the system
is a specific event. Event though we have incorporated some
semantic features in event detection, e.g., ASR, OCR and SIN
features, they are very noisy and inaccurate, thus not able to
provide robust semantics [16]. Furthermore, those semantic
features are utilized in a similar way as other low-level fea-
tures in which they essentially just provide another type of
“bag-of-words” representation of the video as other low-level
features. To this end, their semantic meanings are not impor-
tant anymore for modeling an event. To reduce the sematic
gap, we believe that a possible solution is to first understand
what semantic concepts are meaningful and discriminative
in modeling an event and then find the mapping from the text
description of the event into the available semantic visual
concepts, spoken words on ASR OCR transcripts. Our pre-
liminary work on this idea in the context of event detections
with zero positive training example but only text description
shows promising results [47].
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