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Technology  |  doi:10.1145/1409360.1409366	 Ted Selker

Touching the Future 
In combination with finger and hand gestures, multitouch input is enabling users  
to manipulate and display information in innovative and unprecedented ways.

T
h e  i P h o n e  l o o k s , feels, and 
acts like no other phone, 
thanks to its device-sized 
screen and multitouch re-
sponsiveness to one and 

two-fingered gestures. Sweep a finger 
to the right to unlock its touch screen. 
Another finger sweep scrolls through 
all of its features, from applications 
to photos. Spread two fingers apart or 
draw them together on a list, photo, 
or newspaper article to zoom in or 
out. Press on the screen for a few sec-
onds and the application icons start 
shaking as though they have become 
unglued, allowing a user to rearrange 
them. The judicious combination of 
simple finger gestures and screen ani-
mations, representing physical meta-
phors, make the iPhone’s interface 
feel like a physical object that one can 
intuitively manipulate. 

With the iPhone, Apple successfully 
brought together decades of research 
and dreams. However, one could imag-
ine the iPhone, upon its introduction, 
faring poorly relative to the Nokia N95 
smartphone. The iPhone features an 
inferior camera, a slower processor, a 
worse keyboard, no Flash player, and 
not even a way to attach a lanyard. 
Yet, the iPhone has been a huge hit. It 
boasts simple integrated function that 
introduced millions of consumers to a 
gestural, multitouch interface. Unlike 
previous technology deployments, the 
iPhone did not ask consumers what it 
can be useful for, but presents a suite 
of scenarios that a person typically 
uses several times a day, and its de-
signers carefully matched use scenar-
ios to user actions. So, while one must 
wrestle with different ways to use the 
myriad of functions on the Nokia N95, 
the iPhone user enlarges a roadmap by 
simply spreading two fingers apart. 

Buoyed by the iPhone’s success, 
companies are competing to show 
compelling multitouch scenarios that 
enable users to input, process, and dis-

play information in innovative ways, 
often involving finger and hand ges-
tures. Jeff Han’s company, Perceptive 
Pixel, has created a seven-and-a-half 
foot diagonal multitouch monitor, 
most prominently seen on CNN and 
known as its “Magic Wall.” (Percep-
tive Pixel has also sold its multitouch 
monitors to a number of unspecified 
U.S. government agencies.) Han’s wall-
size monitors use a variation of the 
typical camera and projector mounted 
behind the display surface, with the 
camera mapping “frustrated” light in 
the projection surface to detect touch 
inputs. 

In Perceptive Pixel’s videos of its 
wall-size multitouch monitors, Han 
and others use finger and hand ges-
tures to type on a virtual keyboard, call 
up a document, and scroll through its 
content; change the composition of a 
human face; and manipulate 3D ob-
jects by turning them any way a user 
desires. In one sequence, a user pulls 
up a distant image from Google Earth 
and zooms in on the image until it’s re-
vealed to be a street-level view of mid-

town Manhattan, which the user pans 
and tilts; the user can then transform 
the Google Earth image into a comput-
erized scale model of buildings and 
other street-level features.

Microsoft Surface uses five cam-
eras and projector mounted beneath a 
table display surface, aided by a Win-
dows Vista PC, to produce up to 52 
points of touch on its 30-inch diagonal 
tabletop screen. As well as recognizing 
gestural input, Surface recognizes ob-
jects with RFID tags placed on them, 
allowing a user to transfer music files 
between an MP3 player and a smart-
phone by placing each device on the 
computer’s tabletop surface. Surface 
uses the presence of the object and the 
RFID to identify the type of device and 
its capabilities. The music files appear 
on the tabletop surface near each de-
vice, enabling a user to drag material 
from one device to the other. 

The UnMouse Pad is a multitouch 
pad, similar to a mouse pad, created 
by Ken Perlin, a computer scientist at 
New York University, and several col-
leagues. One can use any object, such 

Jeff Han, right, employs a simple, two-fingered gesture to manipulate an image on one of 
Perceptive Pixel’s wall-size multitouch monitors.
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as a small block of wood, like a mouse 
on the UnMouse Pad, but more inter-
estingly one can use multiple fingers 
to write and draw on the pad, creating 
the corresponding content on a com-
puter screen. 

An undergraduate student of Per-
lin’s, for example, has used the Un-
Mouse Pad for animation; one of the 
student’s hands moved the “paper” 
around on a screen while his other 
hand drew on it. “You rethink how you 
interact with information,” says Per-
lin. “It’s much more human friendly.” 

The UnMouse Pad is part of Per-
lin’s focus on creating innovative but 
low-cost technology. “Rather than use 
a large number of wires and expensive 
circuitry, we use a sparse set of force-
sensing wires on the surface—one 
wire every quarter of an inch—and 
that’s sufficient,” he explains. “Our ap-
proach allows us to measure continu-
ous position in the spaces between the 
wires, using simple and low-cost elec-
tronics.”

Fortunately for Perlin and other re-
searchers, there is now a large arsenal 
of relatively inexpensive motion-sens-
ing equipment for gestural and multi-
touch input. 

The most ubiquitous touch screens, 
such as ATMs and airline kiosks, mea-
sure a finger’s position as it presses a 
layer of transparent indium tin oxide 
that is charged from the horizontal 
edges of the display to a layer that is 
charged from the vertical edges. Except 
for light pens that use the onscreen 
image to find where the tethered sty-
lus is, most touch sensing today re-
quires calibration. One can imagine a 
calibration-free technology that could 
be integrated into flat-panel displays. 
The approach could use the thin film 
circuitry in the display as an array of 
antennas. Modified driver chips could 
be used to measure the changes to the 
electrical field in patterns at different 
pixel locations in the display. And soft-
ware could sort the changes in a high-
frequency electrical environment of 
the local pixel circuits to locate where 
and how many fingers are touching 
the screen.  

Commercial Success 
The iPhone’s commercial success—
approximately 10 million units sold 
and counting—has been a giant step 

forward for the mainstreaming of mul-
titouch technology. “The iPhone is im-
portant,” Perlin notes, “because it tells 
people that using multiple fingers to 
interact with computers via hand ges-
tures is a natural, wonderful thing.” 

Bill Buxton, a senior researcher 
for Microsoft Research and a pioneer 
in human-computer interaction and 
computer graphics, envisions a future 
of multitouch devices with their own 
specially designed operating systems 
and applications. “One solution I 
see,” Buxton says, “is that we will start 
building new classes of computation-
al devices that are not constrained by 
the legacy applications that were de-
signed for a very different style of in-
teraction.”

Buxton believes future technology 
will create new relationships between 
typical consumer devices and multi-
touch screens. “What is really fascinat-
ing to me is when you combine the abil-
ity of not just the sense of touch of my 
fingers, but when different objects—a 
phone or a camera—makes a relation-
ship with the use of my hands and ges-
tures,” he says. “This will lead to a con-
vergence of multitouch surfaces and 
what is known as tangible computing.”

New multitouch surfaces also 
mean new finger and hand gestures, 
and along with the development of 
multitouch operating systems and ap-
plications, Apple, Microsoft, and Per-
ceptive Pixel are investigating how to 
best use multiple fingers and hands 
for multitouch input.  “A lot of our re-
search is coming up with gestures and 
manipulation metaphors,” according 
to Han, such as how a CAD designer 
could manipulate multiple parts of an 

Computer Security

Attacking 
Keyboards
Swiss security researchers have 
developed four attacks that can 
detect what a person is typing 
on a keyboard by analyzing the 
signals produced by keystrokes. 
According to the researchers, 
doctoral students Marti 
Vuagnoux and Sylvian Pasini of 
the Security and Cryptography 
Laboratory at the Swiss Ecole 
Polytechnique Fédérale de 
Lausanne, keyboards are “not 
safe to transmit sensitive 
information.”

Vuagnoux and Pasini tested 
11 keyboard models connected 
to a computer via a PS/2 or USB 
slot and found that each of the 
keyboards was vulnerable to 
at least one of the four attacks 
they devised. (The attacks also 
worked with laptop keyboards.) 
The researchers used a radio 
antenna to “fully or partially 
recover keystrokes” by spotting the 
electromagnetic radiation emitted 
when the keys were pressed. 

Vuagnoux and Pasini have 
stated they believe “our attacks 
can be significantly improved, 
since we used relatively 
inexpensive [equipment].” 

Artificial Intelligence 

Human  
or Not?
“Am I conversing with a human 
or a computer?” is a question 
that a dozen judges grappled 
with at the annual Loebner 
Prize competition held at the 
University of Reading. 

In 1950, British mathema-
tican Alan M. Turing suggested 
that a computer could be said 
to be thinking if, in a text-based 
conversation, its responses 
are indistinguishable from a 
human’s. Turing predicted that 
by the end of the 20th century, 
computers would have a 30% 
chance of being mistaken  for 
a human in a five-minute text-
based conversation.

In the 18th Loebner Prize 
competition, Elbot, one of six 
programs, nearly passed the 
Turing test, tricking 25% of judges 
into believing it was human. Each 
of the six programs fooled at least 
one judge. 

Apple, Microsoft, 
and Perceptive Pixel, 
among others, are 
investigating how 
to best use multiple 
fingers and hands for 
multitouch input.
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engine with only his or her hands. 
As humans get their hands and 

fingers into the act of manipulating 
everything, they must be careful in 
their expectations of how novel the 
actions are as new expressive multi-
touch, gestural, and bimanual inter-
faces are developed. And researchers 
must learn from Apple that it chose a 
set of multifinger tracking techniques 
for the iPhone; its interface makes the 
act of showing a photo to another per-
son into a visual spectacle. Research-
ers must develop scenarios of use that 
people want to perform, and scenarios 
can be better than simple, ergonomic, 
and productive; they can be memo-

rable, socially positive, and robust for 
both novice and expert use. 

“The way it will end up is we will 
get better, as a species, for having 
our computer interfaces match the 
richness that is already built into our 
brains and body,” Perlin says. “You 
watch people use sign language, ges-
turing, manipulating tools, or playing 
guitar in the real world. We have the 
potential of writing software that cap-
tures the richness of human interac-
tion that has evolved over millions of 
years. When it becomes successful, it 
won’t seem exotic. It will be as aston-
ishing to people that they used to rely 
on a mouse and keyboard as it was to 

people when they used to program 
through punch cards.” 

Hands and eyes are the special con-
nections that the human brain has 
to the physical world. In the next few 
years, many great advances are pos-
sible, such as 3D multitouch inter-
faces. Three dimensions can make a 
huge difference. For instance, George 
Miller’s famous paper about short-term 
memory holding seven, plus or minus 
two things demonstrated that people re-
member many more items in a random 
list of numbers, letters, and words in 3D 
than in 2D.  

Although coordinated multitouch 
input, such as a two-handed, chordic 
stenographer keyboard, might be 
great for words—and words are pow-
erful—a picture is truly worth a thou-
sand words. Multitouch interfaces 
offer more exciting ways to search for 
and display images. They might also 
drive faster use of information. These 
interfaces are demonstrating natural 
3D metaphors, allowing coordinated 
manipulation to replace what would 
be multiple actions with a cursor con-
trol. In the near future humans can 
look forward to merging simple hand 
gestures with rich feedback in a 3D 
interface to create display and con-
trol surfaces that are simple to use, 
increase productivity, and produce 
more socially positive experiences. 	

Formerly an associate professor at the MIT Media 
Laboratory, Ted Selker develops and tests new user 
experiences in Palo Alto, CA. Saratoga, CA-based  
author and technology writer Wylie Wong provided 
additional reporting. 

Quantum Cryptography

Quantum-Encrypted Network Debuts in Vienna
A team of international research-
ers and Siemens Austria 
unveiled the first commercial 
network protected by quantum 
encryption at a Development 
of a Global Network for Secure 
Communication based on 
Quantum Cryptography 
(SECOQC) conference in Vienna, 
BBC Radio reports. The network 
connected six different locations 
in Vienna and one in the 
neighboring town of St. Poelten, 
and involved nearly 125 miles of 
fiber-optic cable. 

While standard network 

security encryption is based 
on complex mathematical 
equations that are extremely 
difficult to crack, it is vulnerable 
to parties who possess sufficient 
computing resources and 
time. The promise of quantum 
encryption is its reliance on the 
laws of quantum theory, which 
has been shown to be inherently 
unbreakable. 

“All quantum security 
schemes are based on the 
Heisenberg Uncertainty 
Principle, on the fact that you 
cannot measure quantum 

information without disturbing 
it,” Gilles Brassard, a computer 
scientist at Montreal University 
and a pioneer of quantum 
cryptography, told BBC Radio. 
“Because of that, one can have 
a communications channel 
between two users on which 
it’s impossible to eavesdrop 
without creating a disturbance. 
An eavesdropper would create 
a mark on it. That was the key 
idea.” 

The Vienna network used 
extremely faint beams of 
light, equal to single photons 

being fired a million times a 
second, which raced between 
the nodes. When an intruder 
tried to eavesdrop on the 
quantum exchange, the photons 
scrambled, and the rise in the 
error rate at the node detectors 
announced the attack. The 
network shut down without being 
compromised, and the network 
connections were rerouted 
via other nodes without any 
interruption in connectivity.

The SECOQC researchers 
believe a business-viable network 
is possible in three years.

Ken Perlin demonstrates the UnMouse Pad during the ninth annual Microsoft Research 
Faculty Summit at the Microsoft headquarters in Remond, WA. 






