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Abstract: Environmental and meteorological conditions are of utmost importance for the population, as they are strongly related to the
quality of life. Citizens are increasingly aware of this importance. This awareness results in an increasing demand for environmental
information tailored to their specific needs and background. We present an environmental information platform that supports submission
of user queries related to environmental conditions and orchestrates results from complementary services to generate personalized
suggestions. The system discovers and processes reliable data in the Web in order to convert them into knowledge. At runtime, this
information is transferred into an ontology-structured knowledge base, from which then information relevant to the specific user is deduced
and communicated in the language of their preference. The platform is demonstrated with real world use cases in the south area of Finland,
showing the impact it can have on the quality of everyday life.
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1. Introduction

Environmental conditions strongly influence our daily life,
and more and more people are aware of this influence.
One of the consequences of this awareness is the increasing
demand for publicly accessible high quality environmental
information. Thus, information on environmental
conditions is among the information in the Web that is most
often searched for and consulted by the users. According to
Google Adwords,1 there are about 150 million monthly
searches with the keyword ‘weather’, about 14 million

searches with the keyword ‘environment’, and 5 million
searches with the keyword ‘pollution’. Especially sites that
feature meteorological information enjoy a wide-spread
popularity because weather greatly influences the leisure
and professional activities of a significant share of the
population. Biological (pollen) and chemical air quality
(AQ) weather sites are equally of increasing demand,
although their importance is perceived less by individuals
who do not suffer from health conditions aggravated by
unfavourable pollen or air pollutant concentrations.

The demand for environmental information by the
population led to an explosion of environmental information
providers in the Internet. Among them are official institutions
such as public and private meteorological institutes,1www.adwords.google.com; consulted in December 2013.
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periodicals of broad and local distribution and private
companies that make business with advertisement spots
they place in the pages along the environmental
information. Not all of these providers use measurement
networks of the same size and distribution and the
same forecasting models, such that it is not surprising
that the quality of the information is similarly diverging as
the nature of the providers. For instance, as response to
the query ‘Weather Barcelona’ on 3 December 2013, the
first hit forecasted a wind speed of 16 km/h and the second
43 km/h; on 20 July 2013, the first claimed the humidity to
reach next day 65%, the fifth 93% and the tenth 52%; and on
5 November 2012, the first saw the temperature for the
same day to be at 12°C min/18°C max, the second at
10°C min/20°C max and the third at 12°C min/17°C
max. Air pollutant information is less frequent in the
Web. Also, it is often summarized into the AQ index,
such that there is less room for deviance. But, still,
diverging concentrations and assessments continue to be
rather common.

The user is often lost in the light of these discrepancies or
even contradictions. But this is not the only problem: the
user is also faced with the problem of the interpretation of
the environmental data. Thus, while all of us can judge
whether �10°C is cold or not, not all will know how to
interpret 179μ/m3 of ozone or 52mg/m3 of CO
concentration, or to judge whether for someone allergic to
birch pollen there is a risk of suffering symptoms when the
pollen count is 92 grains/m3 and why the wind speed and
direction are mentioned at all.

The two central questions for which the user needs an
answer in the context of environmental information are,
thus, the following:

(1) Given the multitude of environmental information
providers in the Web, and the large discrepancy
between the information offered by them, what is the
information I can trust (i.e. what information is the
accurate one)?

(2) What environmental information is relevant to me?

In order to be able to answer these questions, we need
intelligent environmental data assessment and user need-
tailored information provision technologies. However,
surprisingly, few works address the theoretical challenges
and/or the design and development of such technologies,
let alone the problem of how to identify and cater the
correct and relevant environmental Web-based information
to the user.

The vast majority of the environmental information
services in the Internet present raw data or indices thereof
to the public in terms of tables, distribution curves,
pictograms or colour scales. Innate to these presentations
is ‘the same information for all’ philosophy. Some of the
services intend to offer all the information that might be of
relevance to any of the users; others present the information
that is assumed to be relevant to a default user (a healthy

citizen, with no major background on environmental
information). The first expects the user to be able (and
willing) to browse through the entire information and decide
which information is relevant to him or her; the latter
deprives the user with specific needs of information that is
relevant to him or her. Both are not in accordance with
the design principles of Human–Computer Interaction
(Preece et al., 2002).

The need for more intelligent solutions for provision of
environmental information has already been voiced in the
research community in the late 1990s and in the 2000s; see,
for example, Peinel et al, (2000), Johansen et al, (2001),
Bøhler et al. (2002) and Karatzas (2007) and further insisted
upon more recently; see, for example, Klein et al. (2012). It
has been argued that such solutions must

(1) Incorporate intelligent data interpretation needed to
analyse the course of the measured pollutant
concentrations or meteorological conditions and assess
their relevance.

(2) Tailor their information to the needs of the users.
(3) Rely upon the textual mode as the central mode.
(4) Offer the information via all modern communication

channels.

Some of the prototypical environmental services that
attempt to cover (3) are described in Busemann and
Horacek (1997), Coch (1998), Bohnet et al. (2001) and
Bøhler et al. (2002). Wanner et al. (2010) present the
MARQUIS service, which also addresses (1), (2) and (4).
However, all of these services have in common that (a) they
receive as input data time series from a single measurement
network; (b) if they personalize the information, they draw
at best on static user profile typologies. Both features are
no longer appropriate. Firstly, data obtained from a single
source are likely to be less reliable than data counter
checked and complemented by data from additional
sources. The Web offers a number of complementary and
alternative sources for nearly any given region, which lend
themselves for use in automated environmental information
services. Secondly, although user profile typologies allow for
the provision of information that matches the static needs of
a user (as, e.g., be aware of an elevated birch pollen
concentration in case of a birch pollen allergy), they cannot
guide context-oriented choice of the information. The user
must be able to inquire the service about the environmental
conditions in a specific context and receive active decision
support in the language of their preference when planning
an activity, which might be influenced by the environmental
conditions. The relevant context features span over the
user’s age (elderly are more sensitive to extreme weather
and air pollution conditions than young people) and health
conditions (allergic to a specific pollen, suffering from
respiratory or heart insufficiency, etc.), as well as the
planned activity in combination with background
knowledge on the negative consequences of extreme weather
or air pollution conditions, and so on.
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PESCaDO attempts to overcome the limitations of the
state-of-the-art services and address in depth the challenges
(1–4) listed earlier.2 Users of PESCaDO can submit queries
on environmental conditions in a region or solicit
recommendations with respect to the appropriateness of
planned outdoor activities in view of current or expected
environmental conditions and in view of their personal
profile. The system (a) searches all potentially relevant
data sources in the Web; (b) extracts the data; (c) assesses
their quality, selecting the most reliable data and fusing,
where reasonable, the data from several sources; (d)
reasons about them, the inquiry of the user and his or her
personal profile record; (e) selects the relevant content to
be communicated to the user; and (f) generates a
personalized recommendation in English, Finnish or
Swedish – depending on the preference of the user. In other
words, it develops further a series of cutting edge artificial
intelligence technologies in order to cater optimal and
personalized information to the user. To integrate these
technologies, a service-oriented architecture model is used,
which accounts for the asynchronous nature of some of the
tasks and ensures maximal modularity and flexibility.

The remainder of the article is structured as follows.
The next section assesses the problem of the delivery of
user-tailored environmental information, highlighting the
requirements for overcoming these limitations. Section 3
presents the service-based architecture of PESCaDO. The
following three sections then group the tasks addressed
by PESCaDO into three major areas: Section 4 outlines
the tasks related to environmental data acquisition,
Section 5 deals with the conversion of data into
ontology-codified content and Section 6 discusses the
processing of the content for the user. In Section 7, the
evaluation of PESCaDO is presented, before Section 8
summarizes the achievements of PESCaDO and draws
some conclusions.

2. Delivery of user-tailored environmental information
revisited

Advanced environmental information delivery that aims to
exploit the wealth of environmental data in the Web has to
cope with a number of challenges that originate from the
nature of the Web, the way environmental data are
presented there, the viability of the data and the necessity
to account for the needs of different types of users in
different contexts. The following five global challenges are
essential:

(1) Discovery of environmental service nodes in the Web
and data extraction: As already mentioned earlier, the
Web hosts a large amount of environmental
(meteorological, AQ, pollen, etc.) distributed services,
which include both public web pages that offer
environmental data worldwide, as well as dedicated
environmental Web services with free access. Every
now and then, a new service appears or an existing
service disappears. There must be thus a dynamic
service discovery procedure that identifies and indexes
those services that can be of relevance to the targeted
users with respect to both the kind of the data they offer
and the region they cover. In order to do this with
sufficient reliability, this procedure must be able to
parse and extract data from heterogeneous formats in
which the data are presented – including text, images
and numerical data. In particular, data extraction from
environmental heat map images is a challenge because
of their large variety and the current state of the
art (Epitropou et al., 2011). Data extraction must,
in fact, account for two tasks: (a) content-oriented
indexation of the corresponding web pages for
targeted search launched upon a specific inquiry by
the user and (b) content assessment and relevance-
driven selection procedures. Therefore, it must be
accurate and exhaustive.

(2) Orchestration of environmental service nodes:
Environmental nodes may provide competing or
complementary data on the same aspect for the same
or the neighbouring location. To ensure the availability
of the most reliable and most comprehensive content,
the measured and forecasted data from these nodes
must be assessed with respect to their trustworthiness
and certainty and selected accordingly (if several nodes
offer competing data) or fused (if several nodes offer
complementary data). For this purpose, uncertainty
(or variance or imprecision) metrics and fusion metrics
are needed. Imprecision metrics are a standard quality
measurement instrument in environmental applications
whenever large time series are processed (Li et al., 2007;
Kumar, 2008; Potempski & Galmarini, 2009; Park,
2011). However, so far, they have mainly been applied
to judge the error margin of the data provided for a
specific time and space by a specific measurement
source or forecast model.
For high quality environmental information delivery,
however, we need also to be able to apply the metric to
data of varying spatial and temporal resolution
provided by any source or any forecast model, as long
as they are in the catchment area of the inquiry of the
user. Furthermore, the metric must allow for
phenomenon-specific parametrization and calibrate
for a variety of needs. For instance, for black ice
forecasts, an error of 2–3°C in temperatures around
0°C may cause significant harm, whereas an error of
the same size in summer temperatures has, in general,
no relevance. That is, we need fusion metrics that

2PESCaDO stands for ‘Personalized Environmental Service Configuration
and Delivery Orchestration’. Its development was supported by the
European Commission within its FP7 Programme under the contract
number FP7-ICT-248594. Although PESCaDO does not cover the
multitude of communication channels, as does MARQUIS, it uses two
different modi to convey environmental information: text and
graphics.
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assess the complementarity of the available data from
different sources for a given time and geographical area
(s) in order to deduce from all of them the most accurate
estimate for the given area(s) or a neighbouring area for
which no data are available. A number of contextual
parameters must be taken into account, including, for
example, the morphology of the landscape of the area
in question (street canyon, field, forest, etc.) and the
proximity to reference data sources.

(3) From the data to user-relevant information: The
extracted and orchestrated data provide an objective
environmental snapshot of a given geographical space
at a given time. In order to make sense of them, we need
to (a) put them into the context of the background
knowledge of the environmental domain and (b) evaluate
and reason about them in order to determine what data
are of relevance to the user and infer how they affect
him or her, given his or her personal health and life
circumstances and the purpose of his or her request.
For instance, a citizen may request information because
she wants to decide upon a planned action, be aware of
extreme episodes or monitor the environmental
conditions in a location. To make this possible, we must
build up an environmental background knowledge base
(KB), provide mechanisms for automatic mapping of
obtained data to content elements and their integration
into the KB, and select and refine fuzzy reasoning
techniques because ‘crisp’ reasoning techniques are not
appropriate in the light of the vagueness of the percieval.

(4) Catering the content to the user: Not all content in the
KB is apt to be communicated to the targeted
addressee: some of it would sound trivial or irrelevant
(as, e.g., the fact that ozone is an air pollutant or that
if it is raining, the streets are wet), some others may not
be appropriate because of the profile of the addressee
(as, e.g., that 180μg/m3 constitute the so-called
information threshold in the case of ozone concentration,
when compiling information for an environmental
expert). Intelligent content selection (CS) strategies must
take into account the background of the user and the
intended use of the information to decide which elements
of the content are worth and meaningful to be
communicated. Strategies presented, for example, in
Coch (1998), Busemann and Horacek (1997) or Peinel
et al. (2000), omit CS in this sense altogether.
Once the content has been selected, techniques are required,
which present the content in a suitable mode (text,
graphic and/or table) and in the preferred language
of the addressee. The textual mode is required to be
the central mode. That is, a robust full-fledged
multilingual and multimodal generator is called for.
So far, robust and, at the same time, flexible, high
quality multilingual natural language generation has
not been in the focus of attention in natural language
processing research. State-of-the-art robust text
generators are often sentence-template based because
they cope with rather restricted sentence constructions

and vocabulary (Sripada et al., 2003; Yu et al., 2007;
Portet et al., 2009). In the case of personalized
environmental information, this is not feasible because of
the variety of the vocabulary and sentence constructions.

(5) Interaction with the user: The user must be able to
formulate his or her information request or
environment-related problem in a simple and intuitive
format and receive the generated information in a
suitable form. A menue-guided selection of the
location, for which the information is desired, or
browsing through the blocks of provided information
in a webpage – as is most often the case in current
environmental services – is not sufficient because of
the potential complexity of the requests and the nature
of the information provided. More adequate is the
formulation of the requests in a Problem Description
(or Definition) Language (PDL). The PDL must be
expressive enough to capture the request itself, the
profile of the user and the context of the request.
Furthermore, the PDL must be projectable without
any loss of information onto the KB representations
in order to be seamlessly related to the corresponding
knowledge elements and thus allow for the derivation
of the adequate reaction of the system.
The challenge for the presentation of the generated
information is twofold: firstly, to be able to select the
appropriate mode (text, graphics or table) for distinct
chunks of information, depending on the nature of the
information and the profile of the addressee and,
secondly, to adopt to the information visualization
principles (Munzner, 2012) both for each mode and
for the layout of the entire information display.

3. Coping with the challenges: the PESCaDO Architecture

Each of the aforementioned challenges can be considered a
system design requirement. From the bird’s eye view, the
architecture of a system for provision of personalized
environmental information from the Web that fulfils these
requirements consists of four major modules and two
repositories (cf. Figure 1). The modules are (A) the
environmental data acquisition module, (B) the data-to-
content processing module, (C) the user-oriented content
processing module and (D) the user interface. The modules
(A) and (C) consist, in their turn, of several submodules,
each of them assuming one of the tasks listed in the previous
section. The repositories are the data base (DB) in which the
data extracted from web pages are stored and the KB that
contains all the content (including the data imported from
the DB) needed for the provision of personalized
environmental information.

From the processual perspective, the architecture can
be envisaged in terms of two processing pipelines. In
the first pipeline, the environmental nodes potentially
relevant to the problem space dealt with by PESCaDO
are discovered in the Web, and the data from these nodes
are extracted and fed into the PESCaDO DB. In the
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second pipeline, (a) the request from the user is
processed, (b) the request-relevant data in the DB are
assessed with respect to their quality/scope and fused
where appropriate and integrated into the PESCaDO
KB, (c) the problem solution/decision support is
reasoned, (d) the content relevant to the user is selected
and (e) the corresponding information is generated from
this content and delivered to the user.

The two pipelines are asynchronous. Certain tasks in both
pipelines are asynchronous as well. Thus, in the first
pipeline, data extraction from the already discovered web
pages can be carried out while the discovery procedure
continues; the same applies in the second pipeline to the
reasoning about the static content in the KB and the
assessment of the quality of the data/data fusion of the
dynamic data introduced depending on the user request.
This calls for a distributed architecture that supports
asynchronous task management. After an assessment of
possible variants, we opted for a service-based architecture,
based on the ORCHESTRA/SANY methodology for risk
management (Usländer, 2007) and management of sensor
(Web) networks (Usländer, 2009). The focus of this
methodology is on a platform-neutral specification, which
aims to provide the basic concepts and their interrelationships
(conceptual models) as abstract specifications. The design is
guided by the methodology developed in the ISO/IEC
Reference Model for Open Distributed Processing, which
explicitly foresees an engineering step that maps solution
types, such as information models, services and interfaces
specified in information and service viewpoints, respectively,
to distributed system technologies. Each independent task
and action is thus defined in terms of an abstract service,
which is implemented as a platform-specific service. In
PESCaDO, the services are realized as Web service instances;
they can be redefined and substituted for other applications
as required. A main dispatcher service controls the workflow,
the execution of the services and their access of the KB. The
user interacts with PESCaDO via a separate service that drives
the user interface.

In the rest of the section, the two central PESCaDO
repositories, the PESCaDO user interface (UI) and the service
workflow, are presented, to give the reader an overview of the
PESCaDO system. The three process-oriented modules A–C

from the preceding text are discussed then subsequently in
separate sections.

3.1. The PESCaDO data base

In order to store, handle and index efficiently the data
extracted from the environmental nodes, a DB schema needs
to be employed, which is able to store efficiently the clues that
comprise the node profiles. The type of data, the need for
spatial indexing and generally the nature of the problem let
us choose the 52°North Sensor Observation Service,3 which
implements the official Open Geospatial Consortium SOS
specification 1.0 and depends on PostgreSQL DBMS with
the PostGIS extension for representing the data and the
spatial information. The key tables of the DB schema, which
have been extended to account for the data required for the
PESCaDO application,4 are the following:

(1) feature_of_interest table for storing geographical
descriptions of regions (cities, municipalities, counties,
etc.), for example, city of Espoo and city of Helsinki,
including their geometries.

(2) Phenomenon table for representing the types of
environmental measurements such as temperature, pollen
or chemical pollutant; each phenomenon is identified by
its ‘phenomenon_id’, which corresponds to the uniform
resource identifier of the specific named individual found
in the PESCaDO ontology (Section 3.2).

(3) Procedure table stores metadata of the environmental
node that provides the observations.

(4) Observation table aggregates the data of an observation
event such as, for example, date and time, procedure
(sensor or group of sensors), the feature of interest,
the phenomenon and the value of the phenomenon.

(5) Offering table stores the types of data included in the
database and the period for which information is
available; an example of a type of offering is
AirQualityDataType class of PESCaDO ontology.

3https://wiki.52north.org/bin/view/Sensornet/SensorObservationService
#SOS_tutorial
4The DB extended schema continues to conform to the Observations and
Measurements 2.0 (O&M 2.0) standard.

Figure 1: PESCaDO’s high level architecture.
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3.2. The PESCaDO knowledge base

The KB acts as the main data structure that is accessed by
all services of the second pipeline of the system.5 It is
realized as an instantiated Web Ontology Language
(OWL) ontology. The static class partition of the ontology
is built partly manually and partly exploiting automatic
key-phrase extraction techniques (Tonelli et al., 2011) and
further extended by the available geographical and
provenance ontologies geosparql 6 and PROV-O.7 The
information relevant to a user request (such as the context
of the inquiry and measured data) is dynamically
instantiated. See (Moßgraber & Rospocher, 2012) for details
on the management of the KB.

The core part of the ontology of the PESCaDO KB
comprises three main modules: (a) the Problem Description
Language module (PESCaDO-PDL), (b) the Data module
(PESCaDO-Data) and (c) the Conclusions module
(PESCaDO-Conclusions). That is, in contrast to the
common tendency to use ontologies in environmental
applications only for data representation (Zagorulko &
Zagorulko, 2010) and/or for reasoning (Ceccaroni et al.,
2004), in PESCaDO, ontologies form the integrative core
of the system.

PESCaDO-PDL formally describes all aspects of decision
support requests that the user can submit to the system. It
consists of three interrelated submodules: PESCaDO-
Request, PESCaDO-User and PESCaDO-Activity.
PESCaDO-Request describes a taxonomy of request types
supported by the system (e.g., ‘Is there any health issue for
me?’ and ‘Do environmental conditions require some
administrative actions?’). PESCaDO-User defines the
building blocks of the profile of the user involved in the
request. Examples of the aspects modelled in this module
are the user typology (e.g., ‘end-user’ or ‘administrative
user’), the age of the user, the gender, diseases or allergies
the user may suffer from, and so on. PESCaDO-Activity
describes the activities that the user may want to undertake
and that may affect the decision support provided by the
system – among them, for example, ‘physical outdoor
activity’ and ‘using public transportation’. Figure 2 shows
the class hierarchy of the three submodules composing the
PESCaDO-PDL.

PESCaDO-Data formally describes the environmental
data accessed and manipulated by the system to produce
personalized content, among them meteorological
(temperature, wind speed, precipitation, etc.), pollen and
AQ data (e.g., NO2, PM10 and AQ index). Environment-
related data such as traffic density and road conditions are
also represented. All the necessary details needed to
comprehensively describe observed, forecasted and historical
data are described, including quantitative and qualitative

measurement values and the mapping between the two,8 the
period covered by the data and the type of the data
(e.g., instantaneous, average, minimum and maximum).
Detailed information on the environmental nodes providing
the data is also captured, including its type (e.g., measurement
station, website and Web service), geographical location and
confidence value. The characterization of environmental data
and nodes in the PESCaDO ontology is illustrated in Figure 3.

The ontological representation of the data processed by the
PESCaDO system is used to integrate the input data coming
from heterogeneous sources for decision-making purposes
and obtained by different techniques – for instance, by
querying environmental Web services or by distilling data
from texts and images offered by environmental websites.

PESCaDO-Conclusions formally describes the
personalized content produced by the PESCaDO system by
processing the problem description and the available data.
Typical content includes (a) conclusions such as warnings,
recommendations and suggestions that may be triggered
by environmental conditions; (b) exceedances of air
pollutants limit values that may be detected from the data;
and (c) data aggregations and data analysis results. An
example of a warning type encoded in the PESCaDO-
Conclusions module is presented in Figure 4, together
with the associated warning message to be reported to the
users (available in all three languages supported in
PESCaDO: English, Finnish and Swedish).9

Details on the confidence of the system about this content
may also be represented by means of a [0…1] weight.
Furthermore, PESCaDO-Conclusions contains logico-
semantic relations (LSRs) to support the automatic
generation of personalized information (Bouayad-Agha
et al., 2012a). An LSR is a domain-independent relation that
expresses a logical link between domain entities. LSRs
support text planning, where they are used to enforce
coherence in the text (Section 2). The following LSRs are
captured: Implication, Cause, Violation of
Expectation, Contrast, List and Elaboration.
They are formalized as concepts,10 such that for each type of
LSR an OWL class is defined. Figure 5 shows (a) the hierarchy
of LSRs and (b) the formal definition of the Cause relation.

3.3. The PESCaDO user interface

The PESCaDO UI is designed to support the user in the
formulation of meaningful queries/problem descriptions and
to adequately present the personalized information offered by
the system. The UI is realized as an intelligent wizard dialogue

5The KB is available at http://pescado-project.upf.edu/. See Rospocher
and Serafini (2012) for a more detailed presentation.
6version 1.0 (http://www.opengeospatial.org/standards/geosparql)
7Working Draft 03 May 2012 (http://www.w3.org/TR/prov-o/).

8For instance, ‘moderate concentration of birch pollen’ corresponds to a
concentration between 10 and 100 grains/m3 of air, ‘mild temperature’ in
winter time in Finland corresponds to a temperature up to �10°C and so
on.
9Such warnings are legal texts that cannot be changed and that must thus
be displayed to the user as they are.
10Logico-semantic relations are defined as concepts rather than as object
properties because the arity of some LSRs is higher than 2, while OWL
allows us to express only binary properties.
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Figure 2: Class hierarchy of the three submodules composing the PESCaDO-PDL.

Figure 3: Characterization of environmental data and nodes in the PESCaDO ontology.

Figure 4: Excerpt of the PESCaDO-Conclusions.

(a) (b)

Figure 5: (a) Logico-semantic relation class hierarchy and (b) formal definition of Cause relation.
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hovering over a geographicalmap and interactive elements that
are placed at the corners of the map (cf. Figure 6(a)). The
geographic area of interest is the natural link between the user
query/problem description generation and the visual result
presentation on the same canvas. The wizard allows a free
navigation between the pages in order to avoid patronizing
the users. The UI validates each user input to identify
inconsistent queries and lack of information in the required
input fields, based on the already provided information. In
the case of inconsistencies, the relations between input fields
are highlighted to enable the user to correct his or her input.

The wizard has two levels of navigation. The top level
determines the content of the lower part of the wizard and
is separated into the tabs ‘Home’, ‘Request’, ‘Result’ and
‘Profile’. The Request Tab contains the second level of
navigation: the request pages, numbered from 1 to 6. These
pages contain the input elements to formulate a complete
request grouped into separate pages by their theme and by
their interdependency: (1) selecting the request type; (2)
selecting the activity for which environmental information
related decision support is requested; (3) selecting the
geographical context of the request; (4) selecting the
temporal context of the request; (5) providing personal
information; and (6) advanced functionality such as request
scheduling and interactive CS (cf. Figure 6(b)). In all pages,
options made invalid by previous input are greyed out.

The interactive formulation of the query is controlled in
that (a) highlightings warn the user when invalid information
was supplied or mandatory information is missing when the
user’s cursor is near the ‘next’ button,and (b) errors are
marked with a red line indicating with what other input the
information is conflicting. These errors become apparent after
the user confirmed his or her input by navigating away from
the current page and coming back again later. The ‘start’
button is only enabled after the query is in a serviceable state,
that is, the explicit rule set derived from the requirements of
the PDL is satisfied. Otherwise, the problematic areas are
marked in the page overview and on the individual pages.

For the validation of the user inquiry, the UI draws upon
the PESCaDO-PDL (Section 2) during the initialization stage
in that it derives a set of rules from PDL’s subclass relations,
class restrictions and generic properties that model inquiries
it can handle (cf. Table 1) for illustration. During the user
session, these rules are applied to the inserted inquiries.

The personalized information returned by the system as
response to the processed inquiry is displayed as integral
part of the UI wizard (Section 2) on a designated tab.

3.4. Services of the processing modules

As pointed out earlier, each independent task carried out by
PESCaDO’s modules is implemented in terms of a service.
Accordingly, we can distinguish between services that deal
with (a) the acquisition of environmental data from the
Web, (b) the assessment and fusion of data and their
conversion into content, (c) the processing of content in the
context of an inquiry of the user and (d) user management.
Table 2 summarizes the main PESCaDO services.

Depending on the concrete application, the services can
be assembled to a specific workflow that serves best the
application. Figure 7 shows the workflow for the provision
of personalized decision support information to citizens via
the Web once the acquisition of the data from the Web
has been accomplished. In the case of the provision of
information on the quality of a specific environmental data
source, the composition of the workflow would be rather
different (for instance, it would not involve most of the
content processing services).

4. Environmental data acquisition

The environmental nodes, which consist of Web portals and
sites, are highly distributed all over the Web, and each of them
offers the data in terms of both texts and images in a proprietary
format. This makes the problem of discovery and extraction of
environmental Web-based nodes a serious challenge.

(a) (b)

Figure 6: (a) UI wizard; (b) Interactive inquiry composition, page 6.
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4.1. Environmental node discovery

PESCaDO’s Node Discovery Service addresses environmental
node discovery as a domain-specific search problem.
Therefore, we apply methodologies developed in this field.
However, given that we are interested only in web pages that
contain observed or forecasted environmental data, excluding,
for example, scientific or general public background
information on environment with examples of data, the
problem constitutes a serious challenge that cannot be solved
by a standard domain-specific search engine that would

retrieve all pages indiscriminately. To address this challenge,
we combine two types of methodologies of domain search:
(a) domain-specific query submission to a general-purpose
search engine, followed by a post-processing phase and (b)
focused (or directed) crawling; see Figure 8 for the architecture
of the Node Discovery Service.

In the case of domain-specific query submission to a
general-purpose search engine, basic and extended queries
are distinguished (Moumtzidou et al., 2012b). The basic
queries are compiled by combining environment-related

Table 1: Examples of the derivation of rules from the problem description language constructs

Ontology relation Resulting rule Rule effect

Y subClassOf X X ∧¬ (Z1 ∨… ∨Zn) Requires Y
S hasSomeValuesFrom {Z1…Zn} S Requires L
not(S hasSomeValuesFrom {Z1…Zn}) S Forbids Y
X hasOnlyValuesFrom (Y) X Requires Y
X hasExactCardinality (1, Y) X Requires Y
X hasMinCardinality (2, Y) X Requires count: Y

Zi are the siblings of Y, and L is the least common ancestor of all Zi. The prefix count stands for ‘number of occurrences of Y’.

Table 2: The services in PESCaDO

Data acquisition services Node discovery service Searches for the environmental nodes in the Web.

Data extraction service Extracts multimodal environmental data from the discovered
environmental nodes and stores them in the data repository.

Data indexing service Indexes the environmental data to be stored in the data repository.

Data retrieval service Facilitates access to the data repository.

Data to content service Fusion service Acts as a bridge service between the two blocks of services in that it
collects the data related to the inquiry of the user from the DB,
assesses, extrapolates and fuses them and feeds them into the ontology.

Content processing services Answer service Main dispatcher service that supervises the control and the
information flows between all services active during the processing
of an inquiry of the user.

Problem description
generation service

Maps the inquiry of the user onto the formal problem description,
which can be instantiated in the ontology and processed further.

Related aspects
computation service

Identifies content in the ontology that is indirectly related to the
inquiry of the user (e.g., the weather conditions in an area for
which the user requested a pollen forecast).

Knowledge base
access service

Handles the instantiation of new knowledge elements in the
ontology (i.e., writing into the ontology and reading out of content
from the ontology).

Decision service User request interpretation and reasoning service; identifies all
(explicit and deduced) content in the ontology that is relevant to
the inquiry of the user.

Content selection service Selects the content (from the content pool identified by the DS)
that is to be communicated to the user.

Mode determination service Determines the communication mode (text or graphic) for the
individual chunks of content selected by the CSS.

Information production service Generates textual and graphic information from the selected content.

User services User profile management service Serves as a bridge between the user and PESCaDO by maintaining
the user profile information.

User interaction service Ensures the communication between PESCaDO and end users and
between the expert user and interactive services.
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keywords (e.g., weather, temperature, ozone and AQ)
obtained from PESCaDO ontology with geographical data
(e.g., city names) retrieved using geographical Web services
(among them, e.g., GeoNames) (cf. a sample query):

weather + Helsinki.

The extended queries are generated by enhancing the basic
queries with domain-specific keywords using the keyword
spice technique (Oyama et al., 2004) (cf. a sample query):11

weather +forecast -instrument -part -surface
-comment -climate +Helsinki

As the general-purpose search engine application
programming interface (API), the Yahoo! BOSS API is used.

In the case of focused crawling, a crawler explores the
Web in a directed fashion and collects other nodes that
satisfy specific criteria related to the content of the source
pages and the link structure of the Web. The PESCaDO
crawler is built upon the Apache Nutch crawler, which it
extends by integrating text and hypertext classification.
More precisely, the crawler retrieves text from specific parts
of the web page (i.e. anchor text, text around link and URL
itself) and filters the URLs that are visited through machine
learning techniques as proposed by Tang et al. (2004).

Because the web pages returned by both techniques
include a significant number of irrelevant hits, it is essential
to introduce a post-processing classification that improves
precision. For this purpose, a Support Vector Machine

(SVM) classifier is used. We employed the LIBSVM library
(Chang & Lin, 2011) with a binary C-Support Vector
Classification, using as kernel the radial basis function. The
classifier is trained onmanually annotated websites and textual
features extracted using the KX environment (Pianta &
Tonelli, 2010), which identifies a list of concepts in a document
and ranks them with respect to their relevance taking into
account the language and the structure of the webpage.

Although the discovery procedure is automatic, an
administrator can intervene via an interactive graphical UI in
order to select geographic regions of interest to perform the
discovery and parameterize the post-processing through a
relevance feedback-based interactive classification interface
(Vrochidis et al., 2012a).

The combination of multiple methodologies in the
discovery procedure proved to be highly effective. Thus,
experiments have shown that the initial precision of the
Yahoo! BOSS API with basic queries reached only 29%.
Using extended queries, we already achieve around 70%.
The SVM classification of the initial result lists further
improves the discovery performance: with basic queries,
the precision is increased by 38.5% to 67.5%, while with
extended queries, it is increased by 11% to about 81%
(Moumtzidou et al., 2012b). High precision is of great
importance, given that data extraction techniques are
applied to all derived web pages in order to extract
environmental data relevant to users of PESCaDO.

4.2. Extraction of data from environmental nodes

The discovered environmental web pages contain relevant
data as texts and images. The goal of the extraction task is
to populate the PESCaDO DB with environmental data by
extracting them from the discovered web pages and feed them
into the DB. As mentioned in Section 1, we use a SOS server

11Keyword spices are Boolean expressions of keywords that are produced
by applying supervised machine learning techniques to a set of predefined
web pages. In PESCaDO, we use the ID3 algorithm implementation of the
WEKA workbench http://www.cs.waikato.ac.nz/ml/weka/, (Witten
et al., 2011).

Figure 7: Service workflow for the provision of personalized decision support information to citizens.
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as interface to the DB, which facilitates the indexing and
retrieval of real time or archived spatial data produced by
all kinds of sensors (including, e.g., sites) – as required in the
context of PESCaDO.

4.2.1. Extraction of data from textual sources In textual
sources, environmental data are mainly displayed in web pages
in a tabular format. To parse the HTML structure of the page
and retrieve the relevant data, a number of routines have been
implemented that act in sequence. A page is first downloaded
and its HTML structure is converted into a tree-like format.12

Then, the following routine sequence is applied:

(1) Go through the textual content of the page to look
for time and date information.

(2) Parse the tree and isolate the sub-trees containing a table.
(3) For each subtree, search the cells containing environ-

mental data and extract them.
(4) Connect the environmental datawith the corresponding

time/date information and convert them into the
format compliant with the PESCaDO ontology.

The extracted data need to be very precise because they
are further processed in the PESCaDO service chain to
compute exceedances and generate forecasts and
recommendations. Given that the formats in which the data
are presented in the web pages are very idiosyncratic, a
certain specific adaptation to prominent known pages of
the regions frequented by the users13 cannot be avoided,
such that all data are extracted and carefully checked by
specific scripts. This guarantees that the data extracted from
known web pages achieve an accuracy of 100%. In order to
also offer a generic data extraction from web pages of any
region in Europe, a generic data identification and
extraction procedure has been developed. This procedure
is based on routines that identify triggering elements in the
HTML page, for instance, the Celsius degree symbol ‘°’,
‘bar’ as measurement unit for pressure, the ‘%’ symbol for
humidity and the ‘m/s’ or ‘km/h’ abbreviations for wind

speed. Upon the identification of a triggering element, the
HTML tree is searched, and a fixed number of nodes are
explored for numbers (values), dates and names of
locations, which are then retrieved using fixed patterns and
lists in the form of regular expressions. However, an
evaluation of this generic procedure revealed a number of
limitations. For instance, the triggering elements are not
always present in the page, and the retrieved data may be
largely incomplete. In view of this experience, an adaptation
of the data extraction procedure is necessary when the
service is ported to a new region.

To cope with multilinguality, the extraction routines
avoid to search for concrete word patterns (such as ‘Last
Update’ and ‘Weather Forecast’ in English). Instead, they
draw upon the HTML source code: the code is not displayed
to the user, and therefore, it remains generally the same,
even if the language option of the page is changed by the
user. To understand how the environmental data are
internally encoded in the page sources and to identify
generic source code that can be used as a hint for the
presence of specific environmental data, the same pages in
different languages were retrieved and carefully studied over
a period. After observing how the code changes with different
weather conditions, the extraction routines were adapted to
retrieve the environmental data exclusively from HTML
tags and language-independent elements in the page
(e.g., images with the corresponding attributes).

4.2.2. Extraction of data from image sources Images
(especially heatmaps) are a very common means for the
presentation of AQ and pollen information in a web page.
While this presentation format is informative for the casual
user, it poses a big challenge for the extraction of concrete
values. In order to address this problem, a semi-automated
procedure has been developed in PESCaDO. This procedure
combines a heatmap annotation tool (AnT) with text and
image (mainly heatmap) processing modules (Vrochidis
et al., 2012b); see Figure 9.

The AnT facilitates the annotation process for the user.
AnT provides two different interaction methods, which are
realized on two different data views. The first data view is
designed as a simple TreeView, which represents the

12For this task, the HTML::TreeBuilder library was used.
13In PESCaDO’s use cases, this was Finland.

Figure 8: Architecture of the node discovery service.
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underlying XML data structure and its entries as a
traversable tree. The second data view is conceived as a
GraphicsView, which is capable of interpreting and viewing
the selected datasets graphically. This view is used to draw
regions of interest or points of interest as overlays over the
heatmap. Figure 10 shows AnT with an already loaded
heatmap of a typical site with heatmaps.

The text processing module focuses on retrieving the
textual information captured in the image using text
extraction and processing techniques through a two-step
procedure. The first step includes the application of
optical character recognition on the following parts of
the initial image: title, colour scale, x and y axes of the
map and searching for potential text strings containing
relevant information to the heatmap itself. The second
step involves the application of text processing based on
heuristic rules in order to correct, extract and understand
the semantic information encoded in the aforementioned
locations.

The image processing module extracts data from
different models and coordinate systems. It is realized
by the AirMerge engine (Epitropou et al., 2011), which
is a processing framework with the primary purpose of

extracting environmental data from heatmaps. The most
important component of AirMerge is the AirMerge Core
Engine, which performs the conversion of image data
(heatmaps) into numerical grid data. The Core Engine
performs the extraction of data from heatmaps using a
processing chain that consists of two main procedures:
(a) the screen scraping procedure, where raw RGB pixel
data are extracted from heatmaps, classified according
to a colour scale and mapped to ranges of numerical
values and (b) the reconstruction of missing values and
data gap procedure, which deals with noisy elements on
heatmaps.

The annotation tool accepts as input an image
containing a heatmap and produces a configuration file
that contains information on the heatmap elements. This
information is then forwarded to the text processing
module, which extracts textual data from the corresponding
image. The produced data are sent along with the
configuration file to the heatmap processing module,
which processes the heatmap located inside the image.
The output of this procedure is an XML file in which
each geographical coordinate of the initial heatmap is
associated with a value.

Figure 9: Extraction of data from image sources in PESCaDO.

Figure 10: Annotation tool (AnT) user interface.
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5. From data to content

Environmental node discovery and data extraction services
provide a large amount of relevant input data, which need
to be assimilated in the context of a user-defined inquiry.
Given that individual competing pieces of information from
different sources can seldom be regarded as equally relevant,
a procedure of fusion of competing or complementary data
and their incorporation as content into the ontology is
needed.

State-of-the-art proposals for data fusion from multiple
resources have been successful when the data showed no
major deviations (Hoek et al., 2008; Janssen et al., 2008;
Weigel et al., 2008). However, they fall short when the
input data are extremely heterogeneous and contain
simultaneous model forecasts and observations of varying
reliability, time of validity and location – as it is the case
in PESCaDO. Spatial and temporal gaps are also a matter
of concern: there are only a finite number of measurement
stations, and forecasting models have a finite spatial and
temporal resolution. PESCaDO thus requires a fusion
model that (a) facilitates the representation of a
collection of environmental data extracted from different
sources as one set of data, (b) assesses the quality of the
data and chooses the best or merges independent data
describing the same phenomenon such that the fusion
outcome is of superior quality than that of the individual
sources (Potempski & Galmarini, 2009) and (c) facilitates
the extrapolation of small geographic and temporal gaps
in the input data. This presupposes a general measure
for information relevance and quality. All components
of meteorological and AQ data reflect conditions of
a certain place and time. These data components can
be regarded as statistical estimations θp(rp, tp) for
the conditions θ(r0, t0) in the user-defined area and time,
where

θ r0; t0ð Þ ¼ θp rp; tp
� �þ єp (1)

(with єp as the error in terms of statistical variance and
bias). The algorithm that is used for calculating the
ensemble value requires information about the statistical
properties of єp, namely, its variance VAR[єp]. The
Fusion Service (FS) estimates an aggregate statistical
variance measure for each єp. These variance measures
are then used for the assignment of averaging weights
to each θp(rp, tp). A large estimated aggregate variance
causes the assigned weight to decrease, while the data
from the more accurate and relevant sources are
assigned higher weights and, thus, gain more emphasis
in the fusion.

In general, the procedure for fusing environmental data
for a certain variable with respect to user-defined time and
location consists of three stages: (a) evaluation of data
variance; (b) optimal data weight calculation and merge;
and (c) bias correction. Because in PESCaDO the fusion
needs to be performed for a large set of variables over a
specified period, this procedure is iterated several times to

produce complete hourly fused time series for each variable
while keeping the location fixed. For instance, if FS retrieves
information from five different variable types describing
conditions in a 24-h interval, then 5×24 fusion iterations
would be performed. The fused data are fed into the KB
of the system.

5.1. Data variance estimation

The variance of єp, or VAR[єp], is affected by the capability
of the information source to properly assess the
phenomenon of interest, for example, the sensor/model
quality and/or its operational capacity. In addition, it is
well known that information about air pollutant
concentrations and weather conditions loses accuracy
rapidly as a function of its ageing because atmospheric
conditions are ephemeral and volatile phenomena, affected
by randomness and entropy. Furthermore, a data point
near the location r0 should always gain more emphasis in
the fusion in contrast to other data points that describe
the conditions at more remote locations. Thus, we assume
that the variance related to єp is the sum of these three
individual (independent and thus summable) components,
given by

VAR єp
� �

≈f dð Þ þ g τð Þ þ VAR θp
� �

(2)

where f(d) is the variance component as a function of d, g(τ)
is the temporal variance component as a function of τ, and d
and τ are defined as follows:

d ¼ ∥r0 � rp∥; τ ¼ t0 � tp
���� (3)

VAR[єp] in equation (2) describes the native quality of the
information source in terms of variance or, in other words,
the capability to estimate θ(r0, t0) when d and τ are equal
to zero. For the evaluation of VAR[θp], stored information
about the source’s prediction accuracy in the past can be
used, evaluated by the Uncertainty Metrics Tool depicted
in Figure 11.

The PESCaDO framework allows for an imprecise
definition of the location rp for the estimator θp. This is
usually the case, for instance, with extracted weather
forecasts for cities. In these cases, rp actually pinpoints the
center of the city while information represents the
conditions throughout the city. Then, the coordinates are
flagged as approximations and set dp=min{rc,∥ r0� rp∥},
where rc is the radius of the city.

The variance models f(d) and g(τ) can be formulated
in terms of statistical methods. In the FS, the methods
have been formulated individually for each air pollutant
using regression analysis with historical measurement
data. For the pilot application in PESCaDO, these
data represent 6 to 43 measurement stations across
Finland, depending on the measured phenomenon. More
specifically, the following simple regression models have
been employed:
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g τð Þ ¼ a3τ3 þ a2τ2 þ a1τ þ aÞ; f dð Þ ¼ b1d (4)

where the parameters a3… a1, a and b1 are defined by
statistical regression techniques. The achieved correlation
of g(τ) polynomial models is generally very high for the
domain of interest (τ< 36h). In the formulation of f(d), the
capability of a measurement station to predict the measured
phenomenon at a distance of d (covariance of the two time
series) is evaluated. For illustration, see Figure 12 for the
calculated average variances of measurement station pairs
as a function of distance in the case of fine particles
(PM2.5) for Finland. The derived parameterization of the
regression curve, without the constant, can be used to
represent f(d).

5.2. Optimal weight calculation

Assuming all data sources to be independent and non-
biased, an optimal ensemble value θF(r0, t0) can be
calculated according to Potempski and Galmarini (2009) as

θF r0; t0ð Þ ¼ Σn
p¼1wpθp rp; tp

� �
(5)

where the individual weight wp is given by

wp ¼ VAR єp
� ��1

= Σn
p¼1VAR єp

� ��1�
(6)

To assure statistical independence of θ1… θn, only the
most relevant estimator θp per data source is selected for
the ensemble value calculation in equation (5). If a
collection of estimators {θ1(r1, t1),… θk(rk, tk)} is available
from the same source, the selected θp to represent the source
is simply the one with the lowest VAR[єp] from the
collection. In the particular case of extracted time series
from measurement stations, the estimator which has the
smallest τ is selected to represent the source, as d and the
base variance are the same for all θ1… θk. Theoretically, it
can be shown that the fused ensemble value θF(r0, t0) is the

optimal estimator in terms of the mean squared error and
that the prediction accuracy increases while the number n
of independent data sources is increased (Potempski &
Galmarini, 2009). More importantly, θF(r0, t0) does not
suffer from very low quality input data, as long as d and τ
in equation (3) have been estimated reasonably well.

5.3. Bias correction with geo-demographic profiling

The user of PESCaDO may draw a polygon within a
geographical area to request environmental information in
this polygon. This implies the retrieval of all relevant data
in the polygon. Usually, the polygon contains various
different environments such as parks, suburbs and urban
areas. The representativeness of the measured data for each
of these environments varies significantly. Thus, while the
measured data in a rural area can be extended to cover a
wide area (of a up to 100 km) without major reservation,
the data measured by an urban measurement station cannot
(already 10m away from the station, the concentrations can
differ considerably). Therefore, the estimator θp(rp, tp) may
very well be significantly biased with respect to θ(r0, t0) while
having a low aggregate variance estimate. To be able to
remove this bias due to the geographical irrelevance, the
FS utilizes a geo-demographic profiling feature using
CORINE land use data in conjunction with a population
density data from 2010.14

Based on the surrounding land use, the expected hourly
average concentration of a certain pollutant in any location
can be evaluated fairly accurately with the help of six
variables: (a) population count, (b) suburban land use, (c)
urban land use, (d) industrial land use, (e) roads and (f)
vegetation. The land use variables are equal in this case to

14CORINE (COoRdinate INformation on the Environment) is a pan-
European land cover/land use map database for non-commercial use
provided by the European Environmental Agency; http://www.eea.
europa.eu/publications/COR0-landcover.

Figure 11: Impresion estimation tool in PESCaDO.
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their relative frequency (percentage of total) inside the
evaluation radius, which has been fixed to 200m around
the target location. To be able to distinguish larger cities
from smaller ones, the evaluation radius for population
count is much larger, approximately 6km. In our experiments,
in which a Monte Carlo simulation was used, both radia
proved to result in the highest correlation of the expected
average concentration (by the profiling feature) and the
measured hourly average concentration. In Figure 13, the
capability of the profiling tool to predict hourly average
concentration of NO2 in four different environments is
demonstrated. The profiling tool can be calibrated or updated
using the information that has flown through the PESCaDO
system. Thus, FS can adapt and update the parameters of all
statistical models.

By comparing the profiles of the target location and the
specific location for input data (e.g., by using measurement
station coordinates), it is possible to reduce the bias
resulting from the differences between the expected hourly
averages of air pollutant concentrations. Our latest
evaluation studies suggest that when using the profiling
feature set-on, the prediction error is at most test locations
30–60% less than it would be without the profiling feature.

6. Processing the content for the user

Once the assessed and fused data have been incorporated,
the processing of the content of the KB for the user consists
of two major tasks: (a) interpretation of the environmental

Figure 12: The capability of a PM2.5 measurement station to predict another PM2.5 measurement as a function of distance
(smaller is better). A data point describes the statistical variance between two PM2.5 measurement time series. The archived
time series were measured in various locations in Finland in 2010.

Figure 13: Observed and estimated hourly averages of NO2 at four measurement sites (evaluation period January–May 2011).
The predicted hourly NO2 concentrations are based on multi-variable regression models, which have been derived from another
set of measurement time series from 2010.

© 2014 Wiley Publishing Ltd Expert Systems, June 2015, Vol. 32, No. 3 419



content in view of the profile and needs of the user and (b)
production of personalized information.

6.1. Interpretation of the environmental content

In order to adequately interpret the environmental data in
view of the profile and needs of the user, two subsequent
tasks need to be addressed. Firstly, all and only the relevant
data for the given user and given request have to be
identified, and secondly, the selected data have to be
processed in order to produce personalized content. These
two tasks go significantly beyond the scope of the common
use of ontologies for environmental data (see, e.g., Ceccaroni
et al., 2004).

For the first task, mappings have been encoded in the
ontology between the three main modules, Request, User
and Activity of the PESCaDO-PDL (Section 2), and the types
of environmental data supported by the system, in order to
associate PDL statements (and thus user profile and inquiry
elements) with environmental data and subsequently be able
to identify relevant data.

The mappings, which have been defined together with
environmental and health experts, are formalized as OWL
‘hasValue’ restrictions on the classes of the problem
partition of the ontology. For instance, a restriction of the
form ‘hasRelevantAspect hasValue Rain’ on the
class that characterizes the users sensitive to some pollen
states that data about precipitation should be retrieved and
taken into consideration when providing decision support
for this type of user. Figure 14 shows the ‘hasValue’
restrictions associated with the class representing
the activity of travelling by car in the PESCaDO ontology.

The definition of mappings such as ‘hasValue’ allows us
to automatically determine the environmental data types for
which data are to be retrieved via description logics (DL)-
based reasoning, by checking the new assertions inferred
by the OWL reasoner from the request, the user profile
and activity individuals that form the processed user
decision support request. Furthermore, it supports easy
extension/adaptation to new problem types added to the
PESCaDO-PDL or to new user profiles: only the relevant
aspect mappings for the new request types/activity
types/user profile classes have to be defined. The techniques
for identifying the relevant data for the given user and given

request are implemented in the Relevant Aspects
Computation Service.

Once the raw environmental data that are relevant to the
given user request have been selected, they are processed in
order to produce personalized content. The personalized
content comprises the following:

(1) Aggregations of raw data to favour the communication
of environmental conditions to the users;

(2) Qualitative representation of a numerical value
associated to a datum (e.g., the fact that a 5°C is
considered a mild temperature);

(3) Detection of exceptional concentrations of air pollutants;
(4) Warnings or recommendations triggered by environ-

mental conditions to support a user in making decisions
(e.g., the fact that if the concentration of birch pollen is
very high and the user is allergic to this pollen, a warning
should be issued, and some suggestions on how to react
should be proposed);

(5) Hints on possible causes of exceptional AQ episodes;
(6) LSRs connecting the facts described in the ontology

(e.g., a relation stating that a certain data implies a
warning).

For the computation of data aggregation, parameterized
procedures have been defined that first query the PESCaDO
KB to retrieve the data to be considered in the computation,
then apply the appropriate aggregation function to the
returned values and finally store in the ontology new
environmental data representing the aggregated data.

For the computation of the qualitative representation of a
numerical value, fuzzy reasoning has been applied. Fuzzy
reasoning is based on the theory of fuzzy sets, which mimics
human reasoning in its use of imprecise information to
generate decisions (Zadeh, 1975).15 An element of a fuzzy
set belongs to the set in a degree of membership, a real
number from the [0,1] interval. Examples are ‘hot
temperature’, ‘low pressure’, ‘satisfactory AQ index’, and
so on. A fuzzy set is formally defined by a membership
function, which maps the universe of the discourse to the

15In PESCaDO, fuzzy reasoning is performed by exploiting Xfuzzy
(http://www2.imse-cnm.csic.es/Xfuzzy/), a development environment
for fuzzy logic systems.

Figure 14: The ‘hasValue’ restrictions associated to the ‘Car Travelling’ activity, stating that information about road traffic, road
weather, rain, NO2, temperature, wind and meteo alarm is relevant to requests involving this activity.
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[0,1] interval. An example of a membership function for the
fuzzy set ‘mild summer temperature in Finland’ is given in
Figure 15. The interpretation of this function is that when
the summer temperature is (more or less) between 10 and
18, we call it mild; close to the left border of the above
interval, it becomes in between chilly and mild, while close
to the right border, it is in between mild and warm; around
the middle of the interval the ‘mildness’ of the temperature
is maximal with the value of membership function close or
equal to 1. The function type in the given example is
triangular, which is one of the most commonly used
membership function types; other widely used examples
are Gaussian (‘bell’) and trapezoid functions.

For the detection of air pollutant concentrations above
legally defined thresholds, a highly modular ontology-based
computation has been implemented. All exeedances
(together with their relevant details such, e.g., the threshold
value) are formally represented in the PESCaDO ontology as
instances of the class ‘ExceedanceType’ (or one of its
subclasses). The system queries (using SPARQL) the
PESCaDO ontology for the supported exceedance types,
retrieving all individuals that are instances of the class
‘ExceedanceType’. All parameters of each exceedance type
are retrieved by the assertions made on the corresponding
ontology instance. The system then calls the appropriate
parameterized procedure (to which all the parameters of
the exceedance type individual are passed as input values)
to detect actual exceedances among the data stored in the
PESCaDO KB.

For the generation of warnings and recommendations,
the suggestion of possible causes of exceptional AQ
episodes, and the instantiation of LSRs between the
facts in the PESCaDO KB corresponding to the current
request, we combined DL reasoning with rule-based
reasoning. For this purpose, a two-layer reasoning
infrastructure has been realized. The first layer exploits
the HermiT reasoner (Shearer et al., 2008) for the OWL
DL reasoning services. The second layer is stacked on

the top of the previous layer and implements the Jena
RETE rule engine,16 which performs the rule-based
reasoning computation. Figure 16 shows an example of
a rule for triggering the introduction of a recommendation
to pollen-sensitive users in case of abundant pollen levels.

The produced personalized content is put back into the
PESCaDO KB, stored as a set of instances and assertions
on them. This enables us to relate the personalized content
generated by the system with the data and the request
description that were processed to produce it. The
techniques for producing personalized content for the given
user and given request are implemented in the Decision
Service (DS).

6.2. Personalized information production

The generation of personalized information from the
content provided by the DS is accomplished in PESCaDO
using two modi: the text mode and the graphical mode, or
a combination of both. The choice of the modi for the
communication of a specific information is handled by a
rule-based module and depends on the following:

• The profile of the user and the nature of the query; for
example, if the user is a citizen asking for decision support
in planning of the weekend in a national park, the text
mode is chosen to be the main mode and the graphical
mode as the complementary mode.

• The nature of the information to be communicated; for
example, meteorological information suggests the use of
graphical elements, while high concentrations of air
pollution accompanied by health warnings and suggestions
suggest the text mode.

Figure 15: Membership function for ‘mild summer temperature’ in the fuzzy set for Finland.

16Jena – A Semantic Web Framework for Java. http://jena.sourceforge.
net/index.html.
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• The type of the requested service: Web-oriented pull service
(which favours the graphical mode) or, for example,
Twitter-based push service (which requests the text mode).

6.2.1. Multilingual textual environmental information
generation PESCaDO’s textual information generation
module is a fully fledged multilingual language text
generator in that it covers all three major tasks of text
generation: (a) selection of the content that is to be
communicated to the user; (b) discourse structuring (DiS)
of the selected content; and (c) linguistic generation. In
automatic report generation in general and in environmental
information generation in particular, most often template-
based generation has been used, drawing upon predefined
content and discourse schemata and more or less rigid
sentence templates, which are filled with actual data in the
course of generation; see, for example, Busemann and
Horacek (1997), Coch (1998) and Bohnet et al. (2001) for
environmental information generators and Sripada et al.
(2003), Yu et al. (2007) and Portet et al. (2009) for generators
in other fields. In PESCaDO, the personalization of
information and the great variety of linguistic constructions
require more flexible solutions.

6.2.1.1. Content selection

Content selection operates on the output of the DS. It
selects the content to be included in the report and groups
it by topic. As is common for robust state-of-the-art report
generators, CS draws upon a number of schemas in the
sense of McKeown (1985), where each schema models a
specific theme and specifies the type of content elements
that are to be communicated in the context of this theme.
In PESCaDO, schemas on AQ, weather, pollen and so on
are defined. Each schema is implemented as a SPARQL
query. Thus, there is a SPARQL query for instantiating
the schema on AQ and related information: minimum
and maximum values and ratings of the AQ index,
pollutant(s) that contribute(s) to the AQ index, conclusions
(i.e. warnings and recommendations) for the AQ and any
LSRs between the schema’s components. Similarly, there
is a SPARQL query for instantiating a schema for each type

of pollen, with minimum and maximum counts and
ratings, conclusions related to these counts, and any LSRs
between the schema’s components associated with the
schema.

Figure 17 presents graphically a sample schema for birch
pollen comprising the pollen rating, associated recommen-
dation and the implication relation between the two.

The inclusion of a given element in a schema can be subject
to some restrictions defined in the queries. For instance, if the
minimum and maximum AQ index ratings are identical, or if
the maximum AQ index rating has an associated conclusion,
then only the maximum AQ index rating is selected (the
minimum AQ index rating is omitted). Similarly, a
recommendation is selected only if it has a weight of at least
80%, where a weight of 100% is for abundant pollen and a
weight of 0% for no pollen, thus ensuring that only important
conclusions are conveyed to the user.

6.2.1.2. Discourse structuring

In contrast to, for example, Sripada et al. (2003) and Portet
et al. (2009), PESCaDO flexibilizes the rigidness of schemas,
which, in their traditional interpretation, prescribe not only
which content elements are to be communicated but also
how they are grouped and in which order they are
presented. This is achieved by the use of (a) Elementary
Discourse Units (EDUs) into which related individual
elements are assembled (to be interpreted later in the
generation chain as propositional units) in accordance with
specific criteria, (b) LSRs, which are projected onto
discourse relations in the sense of the Rhetorical Structure
Theory (Mann & Thompson, 1988) to form a tree-like
discourse structure and (c) context-dependent ordering
of EDUs.

Subsequently, PESCaDO’s DiS is a pipeline of three rule-
based submodules: (1) EDU determination; (2) LSR –

discourse relation projection; and (3) EDU ordering. All
three of them draw heavily on what is known as domain
communication knowledge (Kittredge et al., 1991): the expert
knowledge how to structure the discourse in a given domain.
The domain communication knowledge of the environmental
domain has been acquired and formalized in terms of rules

Figure 16: Example of a rule for triggering the introduction of a recommendation to pollen-sensitive users in case of abundant
pollen levels.
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and constraints discussed in the succeeding text in interviews
with environmental experts. The output of the DiS module
is a text plan, which serves as input to the linguistic generation
module (cf. Figure 18 for illustration).

Let us discuss the aforementioned three submodules in
turn.

(1) EDU determination:EDUdetermination groups topically
related individuals into propositional units, starting from
the schemas determined during CS. Figure 18 shows two
EDUs identified in the pollen-related schema, one for
the pollen rating and another for the message with the
recommendation concerning the actions of the user in
view of this rating. As already CS, EDU determination
is handled by SPARQL queries. For instance, AQ query
creates the EDUwith the AQ index value; the exceedance
query, the EDUs that capture the transgression of
predefined thresholds by the measured/forecasted
parameters; the pollutant query, the EDUs with the
measurements of the individual air pollutants; themissing
data query, the EDUs that communicate for which
pollutants no measured/forecasted data are available for
the requested time; and so on.

(2) Mapping LSRs to discourse relations: LSRs introduced
between individuals of the ontology (Section 3.2)
allow us the derivation of discourse relations and
thus also the derivation of a tree-like discourse
structure, which influences linguistic generation.
Currently, we work with six LSR-to-discourse relation
mapping rules, which proved to be sufficient for our
application:

• Non-volitional Cause ⇒ Circumstance
(as expressed, e.g., by With the high levels of carbon
monoxide, the air quality will be poor).

• Implication, whose consequent is an exceedance
⇒ Circumstance
(as expressed, e.g., by With a value of 186mg/m3, the
ozone threshold was exceeded).

• Implication, whose consequent is a warning ⇒
Elaboration, whose satellite is the warning
(as, e.g., in The level of nitrogen dioxide was exceeded.
Nitrogen dioxide causes respiratory symptoms,
especially in children and asthmatics …).

Figure 17: Sample schema.

Figure 18: Sample text plan.
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• Implication, whose consequent is a recommen-
dation ⇒ Evidence
(as, e.g., in Birch pollen is abundant. Most of the
sensitive people have symptoms.)

• Implication between a value and a rating ⇒
Elaboration
(as, e.g., in the maximum temperature will be low
(� 4∘C)).

• List ⇒ List
(as, e.g., in With the high levels of ozone and carbon
monoxide, the air quality will be poor).

(3) EDU ordering: EDU ordering introduces precedence
relations between obtained EDUs using a series of
constraints that apply under specific conditions or that define
the default order between EDUs. Consider, for example,

IF an EDU with the location and time of the
user query is available

THEN place this EDU first
or
IF a measurement exeeds a legal threshold

and the EDUs with the measurement and the
threshold value are available

THEN EDU-threshold<EDU-measurement as

examples of constraints of the first type and

EDU-temperature<EDU-wind speed<EDU-wind
direction<EDU-skies<EDU-humidity<EDU-
precipitation

as an example of constraints of the second type.
The definition of the problem of EDU ordering lends itself

naturally to a resolution within the constraint satisfaction
programming paradigm. We used the Java Choco API17

and implemented the conditions for EDU ordering using
simple SPARQL queries. The first solution offered by the
solver is returned, provided it is consistent (i.e., each EDU
has a position and each position is different); otherwise, the
follow-up solutions are returned.

6.2.1.3. Linguistic generation

Our linguistic generation module is based on the extended
multistratal linguistic model of the Meaning-Text Theory
(Mel’čuk, 1988), such that generation consists of a series of
transitions between structures of adjacent strata. The
following strata are involved: (a) conceptual stratum, (b)
semantic stratum, (c) deep-syntactic stratum, (d) surface-
syntactic stratum, (e) deep-morphological stratum and (f)
surface-morphological stratum. For each pair of adjacent
strata Si and Si + 1, a transition grammar Gi

i þ 1 is defined
such that any well-formed structure Sij of Si is mapped by

Gi
i þ 1 onto a well-formed structure Si + 1k of Si + 1, with

Sij and Si + 1k being equivalent with respect to their meaning.
Because the DiS module delivers as output an RDF-

based text plan, and the linguistic generator requires as
input a conceptual structure in the sense of Sowa (2000),
the text plan is mapped onto the conceptual structure before
linguistic generation is triggered.

The specifics of Meaning-Text Theory based linguistic
generation are presented in Lareau and Wanner (2007)
and further elaborated on in a series of publications,
including (Wanner et al. (2010), Bouayad-Agha et al.
(2012a) and Bouayad-Agha et al. (2012b). Therefore, let
us simply illustrate in Figure 19 the kind of textual
information produced by the linguistic generator in
English, Finnish and Swedish (in this case, for a citizen
upon the request of a comprehensive overview of
environmental conditions). For contrast, consider the text
in Figure 20 generated for an expert upon the request of
information on AQ.

6.2.2. Graphical information generation PESCaDO offers
a set of Web-based visualization techniques that are
capable of representing environmental data on a map.
Some of the techniques are tailored to depict a specific
data type, for example, particle flow for wind data,
but most of them are multipurpose techniques. The
visualization shows either continuous data, using overlay
data views such as heatmaps, isolines, particle flow and
graphs, or point data, using glyphs such as weather
icons, bars and labels. The first always cover an area,
while the second can be used, for instance, for a single
location, for locations along a defined route, for a
regular grid of locations in an area or for a separate
view outside of the map.

Continuous data views depict the data from a whole
area at a given point of time. If different time steps are
relevant (e.g., throughout one day or multiple days), an
animation can be used to give an overview, or the users
can browse through the time steps manually using a
slider control. A very common means are heatmaps.
Heatmaps use colour to depict continuous data in a
two-dimensional area. The heatmap is drawn semi-
transparently over the map (Figure 21(a)), which allows
for combining heatmaps with arbitrary maps and
eliminating the need to redraw orientation guides such
as state borders or city names. The conversion from data
values to colour values is personalized to the current
season and to each user, which is especially important
for visually impaired users. Heatmaps are very suitable
for showing a broad overview and are mainly applicable
to dense data (in the case of sparse data, the
interpolation between the actual data points may lead
to false impressions). This can be countered by increasing
the translucency of the heatmap if the uncertainty is
high. Data intervals can also be shown in a heatmap
using animation.17http://www.emn.fr/z-info/choco-solver/
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In the case of point data views, each glyph depicts exactly
one data object; multiple glyphs can be combined to form
glyph-based visualization. This has the advantage that each
glyph in the view can depict a different point in time,
eliminating the need for exploring a time range manually.
For this purpose, an intuitive mapping from geo-
coordinates to time is needed. A very common glyph type
are labels (see the right-hand side of Figure 21(b)). The data
value with its unit of measurement is placed at the specified
geographical location. While placing the labels, it is
important to avoid overlapping with other labels or lines
from other visualizations. Therefore, the number of labels

that can be used for the sampling of an area or route
correlates with the label size.

All visualization types and available data types are
registered in the Visualization Manager as map overlays
and/or separate displays. Some of them supply additional
control widgets for integration into the UI. Among the
default control widgets are, for example, slider controls for
the adjustment of the visualized point in time, the time range
and the icon size. Individual visualizations can add their
legends as custom control widget to the map interface. The
Visualization Manager has his or her own control interface
that allows the disabling/enabling of visualizations and

Figure 19: Multilingual environmental information produced in PESCaDO.

Figure 20: Environmental information produced in PESCaDO.

(a) (b)

Figure 21: (a) Heatmap data view; (b) graph and label data view.
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controlling the mapping from data type to the visualization
technique for further personalization.

As illustrated in Figure 21(b), the textual and graphical
information are coherently integrated into the UI.

7. Evaluation of PESCaDO

The performance of the integrated PESCaDO system and of
its individual modules has been thoroughly evaluated.
Because the purpose of this paper is to present PESCaDO
as an integrated system for the provision of personalized
environmental information, we focus, in what follows, on
the evaluation of the integrated system. The evaluation of
the individual modules is presented elsewhere; see Tonelli
et al., (2011) and Moumtzidou et al. (2012a) for data
acquisition, Johansson et al. (2013) for data fusion,
Rospocher et al. (2012) for ontology construction,
Rospocher and Serafini (2012) for the interpretation of the
environmental content for decision support, Bouayad-Agha
et al. (2012a) for textual information production and Bosch
et al. (2012) for the user interface.

The evaluation of the integrated PESCaDO system has
been carried out by groups of citizens and experts. In total,
18 citizens and seven environmental information experts
(employees of the Helsinki Region Environmental Services
Authority (HSY) and the Finnish Meteorological Institute,
who were not involved in the project before) participated
in the evaluation. Both groups had access to the final
demonstrator of the system and were asked to fill out
questionnaires compiled by experts from HSY and Finnish
Meteorological Institute.18

Both groups were asked to rate their consent to a number
of statements on a scale from 1 (strongly disagree) to 5
(strongly agree) – including ‘The interface looks appealing’,
‘The interaction with the system is straightforward’, and
‘The provided information is comprehensible’. The box
plots in Figure 22 show the dispersion of the ratings. With

respect to the appeal of the interface, there is de facto no
dispersion among citizens, while among the experts, the
lower quartile is at 3 (which means ‘undecided about the
appeal of the interface’) and the upper quartile at 4 (‘I agree
that the interface is appealing’). Unsurprisingly, the experts
find the interaction with PESCaDO easier than the citizens.
What might be more surprising is that the soundness of
the information is judged in the average higher by experts
than by citizens. One might have expected that environ-
mental experts will be more critical with an automatically
generated information than naïve users. The average
‘comprehensibility of information’ grade by citizens is 3.88
and by experts 4.3, that is, in both cases rather high; the
dispersion among the ratings is in both cases limited. As
the upper quartile of the box plot for the usefulness of the
information among citizens shows, citizens tended to find
the information provided by PESCaDO even somewhat
more useful than the experts. The willingness to use the
PESCaDO service is among citizens slightly lower (3.6 in
the average) than among experts (3.9 in the average), but
in both cases, it is high for an experimental implementation.

For the evaluation of PESCaDO by environmental
experts, two additional evaluation runs have been carried
out for appropriateness and completeness – the first is to
assess the performance of PESCaDO when determining the
relevant environmental data for a given request submitted
to the system and the second is to assess the performance
of the system when producing targeted personalized content
(e.g., whether it is appropriate to say for �26.3°C that it is
‘extremely cold’ and whether the health warnings are
included in the case of a high concentration of ozone).19 In
both runs, the evaluation was based on three different user
scenarios that the experts had to have in mind: (a) a citizen
with no detailed environmental background plans an
excursion; (b) environmental administration staff member
inquires about the measurements of air pollutants at a
certain time point, and, in particular, whether any

18Interested citizens can inspect the Final PESCaDO Demonstrator at
http://pescado-project.upf.edu/ and send their comments to the
Consortium.

Figure 22: Evaluation of PESCaDO by citizens (left) and environmental experts, when using PESCaDO for administrative
decision support (right); in boxes that do not show the median marker, except in that for ‘interface appeal’ of experts, the
median coincides with the right margin of the box; in the box for ‘interface appeal’ of experts, it coincides with the left margin
of the box.

19The linguistic and visual quality of the produced information has been
evaluated in the scope of the evaluation of the textual and graphical
information generation modules.
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pollutants are above or near the legal thresholds; and (c) an
administrative staff member desires to set up an
environmental service.

In the first run, the experts were presented in sequence the
description of each of the scenarios and the list of
environmental data determined as relevant for the scenario
in question by the system and were asked to judge the
appropriateness of these data in the context of the scenario.
The outcome of the evaluation revealed an average
appropriateness of 94% (with a standard deviation of the
agreement between experts of 11%) and an average
completeness of 92% (with a standard deviation of 8%).
The appropriateness and completeness figures of all experts
and all scenarios are most often distributed between 92%
and 100% for both appropriateness and completeness. The
median value is 100% for appropriateness and 92% for
completeness.

In the second run, the experts were presented for each
scenario the textual description of the scenario, a
spreadsheet containing the relevant environmental data
retrieved by the DS and the environmental information
delivered by the system. The obtained results show an
average appropriateness of 90% (with a standard deviation
of 25%) and an average completeness of 87% (with a
standard deviation of 23%) of the personalized content
produced by the system. With the exception of a few
outliers, the appropriateness and values obtained for all
experts, all scenarios and all questions are, as a rule,
distributed between 95% and 100%, while the completeness
figures are mostly distributed between 75% and 100%. The
median value is 100% in both cases.

8. Conclusions

The increasing need for advanced solutions in the area of
personalized environmental information is generally
acknowledged by experts and confirmed by polls among
citizens. Thus, while in a Gallup poll from 2010 by HSY,
47% of the Finnish interviewees of age between 35 and
49 years, 57% between 25 and 34 years and 70% between
15 and 24 years considered a service such as PESCaDO useful
and were ready to use it; in a poll from 2012, already 76%
between 35 and 49 years old, 68% between 25 and 34 years
old, and 75% between 15 and 24 years expressed this
opinion. Providers of Web-based information are aware of
this need and offer meteorological, AQ and pollen
information via a multitude of web pages, which are
intensely accessed. Unfortunately, the quality of this
information varies significantly, such that it is difficult to
rely upon one specific source without having carried out a
thorough empirical evaluation study. Despite this, all
state-of-the-art proposals use data from one source
(e.g., one measurement network) and provide the same
information for all users. In this paper, we argued that this
is not appropriate. An appropriate solution ought, on the
one hand, to take advantage of the wealth of the

environmental data available in the Web and, on the other
hand, tune the information to the needs of the respective
user. The PESCaDO service has been developed with these
two goals in mind. It offers integrated cutting edge Artificial
Intelligence technologies for a series of tasks, including
environmental data acquisition, processing and delivery to
offer multilingual personalized information to various types
of users. This makes it novel compared with the state-of-the-
art user-oriented environmental services such as Busemann
and Horacek (1997), Coch (1998), Bohnet et al. (2001),
Bøhler et al. (2002) and Wanner et al. (2010), which tend
to focus only on a subset of the tasks, for example, report
generation as Busemann and Horacek (1997), Coch (1998),
Bohnet et al. (2001) and Wanner et al. (2010) or raw data
delivery as Bøhler et al. (2002). Those approaches that focus
on report generation operate on raw data, which severely
limits the potential of their rule-based inference engines
applied to deduce the information that is to be
communicated to the user. In contrast, PESCaDO operates
on ontological representations and uses fully fledged
reasoning engines. Furthermore, while PESCaDO uses an
equally fully fledged report generator, Busemann and
Horacek (1997), Coch (1998) and Bohnet et al. (2001) are
based on template-based generation, which lacks the
flexibility required by a personalized information production
service.

However, it should be also clear that a number of
challenges await to be solved to make PESCaDO a mature
service – including, for instance,

(i) Environmental data extraction from web pages in any
format in order to ensure that it is applicable to any
geographical region and any unseen environmental
node;

(ii) Broad coverage ontology learning that would allow us
to acquire additional background knowledge on
environmental, medical and social topics that might
be relevant to the provision of personalized
environmental information – without cost-intensive
manual labour;20

(iii) Decision support models that are universal enough to
cope with unexpected user inquiries;

(iv) Broad coverage robust multilingual generators that
would take any well-formed conceptual structure as
input and produce a report in a great variety of
languages; and, finally,

(v) User privacy and personal data security: as a
prototypical service, PESCaDO does not take any
measures to ensure that sensitive user data such as
domicile, life style preferences and allergies are
handled in compliance with legal data protection
regulations.

20Incorporation of, e.g., TaToo techniques developed specifically for the
acquisition of environmental content (Schimak et al., 2010) would help
ease the knowledge bottleneck.
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