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The issue of Web reliability is gaining importance, as different Web-based applications
are getting popularity with time. In order to enhance the reliability of a Web system,
the Web administrator have to determine if there exists any relationship or correlation
among different Web workload characteristics and the errors having an impact on the
reliability of the Web system, so that he will be able to predict them accurately. It may
not be possible to establish a generalized relationship among different Web workload
characteristics. Hence, in this paper, we have performed principal component analysis
(PCA) to check whether different Web workload characteristics, for particular Web soft-
ware are correlated or not. Then, we have proposed a transfer function based model
for Web software fault prediction. Also, we have used the pre-whitening technique to
eliminate the noise present in the data for developing an efficient transfer function based
model to predict the cumulative occurrences of different Web failures having an impact
on the reliability of the Web software.

Keywords: Web software reliability; time series; transfer function; pre-whitening tech-
nique; HTTP; HTTP logs; Web server.

Nomenclature

ACF : Autocorrelation function.
PACF : Partial autocorrelation function.
AR(p) : Autoregressive process of order p, where, p is

a non-negative integer.
MA(q) : Moving average process of order q where, q is

a non-negative integer.
ARMA(p, q) : Autoregressive moving average process of order (p, q).
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ARIMA(p, d, q) : Autoregressive integrated moving average process with
order (p, d, q).

PCA : Principal component analysis.
URI : Uniform resource identifier.
URL : Uniform resource locator.

HTTP : Hypertext transfer protocol.
HTML : Hypertext markup language.

1. Introduction

The issue of reliability is gaining importance with time for Web system due to the
popularity of different Web based applications. The need of highly reliable Web
systems is increasing as different companies, research organizations, academic and
other institutions are switching to online applications for their business and other
activities. In order to enhance the reliability of a Web system, some methods are
required to measure the current reliability of the system. To estimate the reliability
of a system various metrics are available like, MTTF, MTTR, MTBF, failure inten-
sity etc. One such important measure is the number of faults present in the system.
There are several models available in the literature to measure the reliability of
general software.1–12 Unfortunately, these models cannot be applied directly to the
Web software due to its some specific nature.13–20 Specific characteristics those
make Web workload measurement different from the traditional software systems
are given below:

• Massiveness and diversity: Web applications provide cross-platform universal
access to Web resources for everyone with an Internet access. Again the Web
system can interact with several different external systems consisting of massive
user population, diverse hardware/software configurations, and the varied usage
patterns need to be reflected in the selected workload measures.

• Document and information focus: Traditional workload concentrates on the com-
putational focus but on the other hand the Web system has a document and
information focus. Hence, the traditional workload measurement may not be
applicable in case of a Web system.

Web software reliability can be defined as the probability of failure free Web opera-
tion completion.13 To measure the reliability of Web software, Kallepalli and Tian,13

Tian et al.,14 Ma et al.17 and Popstojanova et al.16 have defined the following four
different workload characteristics or measures for Web applications.

• Number of hits: It is the most obvious Web workload measure due to the following
reasons:

(a) Each hit represents a specific activity associated with Web access.
(b) Each entry in the access log corresponds to a particular hit. Hence, it can be

easily extracted.
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• The number of transferred bytes: It may be an alternative Web workload measure
present in the log file of Web software. Tian et al.14 have proposed that it has
finer granularity than hit count measure.

• Number of users: It can be an alternative measure for Web workload, meaningful
to the organization that maintains Websites and several services at the user level.
For finding it, we treat each unique IP in the access log as a unique user. It is not
true in all cases. For example, if a proxy server exists between the user and the
server, IP address of the proxy will be there in the access log of the server rather
than the address of the originating machine. Hence, this measure is suffering from
coarse granularity.

• Number of sessions: Session is defined as a sequence of requests from the same
user during a single visit to the Website. A session begins when the user issues
a request for a particular page on a Website.13–19 It may be a better measure
of overall workload than the number of users, because big access gaps are typi-
cally associated with changes of users or non-Web related activities by the same
user. But in many cases, it may provide some confusing results, which have been
discussed later.

In the previous studies,13–20 the authors mainly emphasize on finding the relation-
ship among different Web workload characteristics and found no straightforward
relation among them. For example, Popstojanova et al.16 have established that the
reliability based on the session work load is lower than the reliability based on the
hit-count for the Websites under their studies which may not be a general result.
A session begins when the user generates a request for a particular Web page on a
Website.13–20 When the user Web browser receives the response, it simply parses
the file and generates response for all the embedded files. Therefore, a session may
be present when the client requests for a single Web page, e.g., accessing a home
page involves requesting the HTML page and then making further requests for all
the embedded images and documents. Hence, corresponding to a particular hit,
multiple sessions can be generated which may not be the general situation. Simi-
larly, a large number of hits may guarantee a large number of sessions. For example,
if a large number of users having different IP addresses, from different corners of
the world are making a large number of requests for a particular Web page of a
Website, we may find a huge number of hits and sessions simultaneously. Hence,
there is no straightforward relationship between the number of sessions and hit-
count. Based upon circumstances, the above statement may be incorrect. We can
have a similar conclusion in the case of session-count and user-count as a single
user may or may not create several sessions. Therefore, better session reliability
may not guarantee better user reliability and vice versa. Similarly, a large number
of hits may not imply a huge number of users, as a single user can make a very large
number of requests. In case of other Web workload characteristics we can draw a
similar conclusion. Hence, in general, we may not be able to establish relationship
among different Web workload characteristics. In those cases, there must be a joint
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contribution of all the uncorrelated Web workload characteristics on the combined
occurrences of all the Web failures having an impact on the reliability of the Web
software.

Tian et al.14 have established that among all the measures of the reliability of
the Web software, session reliability is the better measurement. The limitation of
session-count lays with the use of dynamic IP’s or proxy servers at Internet Service
Providers (ISPs). For example, if user A visits a site and immediately leaves, but
user B comes to the site within the time frame defined, using the same source IP
address, both visitors will be counted as one visitor. If, on the other hand, user A

visits the site then leaves the system for more than the defined time frame (de-facto
standard 30min), then return to the site and pull up a second page, he would be
counted as two users. Hence, in those cases, it may not be appropriate to say that,
only the number of session is responsible for the occurrences of different Web errors
having an impact on the reliability of the Web software. The shortcomings of bytes
transfer workload is that, from access and error logs we cannot get the total size
of the file rather the amount of transferred bytes. The user-count workload has
some limitations too. Here, we address the inaccuracies introduced by using the IP
addresses as surrogate for users. For example, if a proxy server exists between the
user and the server, the IP address in the Web access log will be the address of the
proxy, rather than the address of the originating machine. Furthermore, even when
a unique IP address is assigned to a single machine, it may be a machine available
for public access, such as for example machines in the university laboratories. The
hit-count is also suffering from some disadvantages as it becomes misleading if the
workload represented by individual hit shows high variability.13–20 From the above
study, it is quite clear that, all the uncorrelated Web workload characteristics are
responsible for the occurrences of different Web failures.

Hence, to determine that, if any correlation among different Web workload char-
acteristics exists, initially the PCA21,22 has been carried out here. It is a math-
ematical procedure that uses an orthogonal transformation to convert a set of
observations of possible correlated variables into a set of values of linearly uncor-
related variables called principal components (PCs).22 Its fundamental idea is to
reduce the dimensionality of a data set consisting of a large number of interrelated
variables. This is achieved by transforming to a new set of variables, the principal
components (PCs), which are linearly uncorrelated, and which are ordered such
that the first few retain most of the variation present in all the original variables.
For this purpose, the PCA of the Web workload characteristics has been carried out
to find that if there is any correlation between them or not. Different probabilis-
tic and data driven approaches have been used for software reliability analysis.1–12

There are various models available in data driven approaches like time series, neural
network, etc. The advantage of data driven approach is the models are assump-
tion free and they can be used for modeling of any types of software failure data.
Using conventional and fuzzy time series approach, various researchers10,11,23,24

have developed different types of time series based software reliability models like
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AR, MA, ARMA, ARIMA and transfer function based models. Among these AR,
MA, ARMA, ARIMA are univariate models, i.e., the output is dependent on single
input or independent variable. On the other hand the transfer function models are
not only assumption free but also in this approach the output can be modeled as a
function of multiple independent input variables. Transfer function model was first
proposed by Singpurwalla.23

Previously, we have shown that, all the uncorrelated Web workload character-
istics have contributions on the occurrences of different Web errors. However, all
the existing Web software reliability models13–20 use only the Nelson’s model (a
static reliability model) for estimating the reliability with respect to individual
Web workload characteristics. It is unrealistic as in many cases almost equal influ-
ences of all the Web workloads can be found. Keeping this in mind, in the present
paper, an efficient statistical transfer function based Web error prediction model
has been developed that can forecast the occurrences of different Web errors having
an influences on the reliability, considering the impact of all the uncorrelated Web
workload characteristics. But in practice, the output may not always be a deter-
ministic function of the input variables. The output is often disturbed by noise
or has its own dynamic structure. Since, the noise component and the input vari-
ables might be serially correlated or dependent would in general may not provide
consistent estimate of the output variable. Hence, in order to predict the output
variable more accurately, we have applied the pre-whitening technique. Moreover,
the performance of the proposed model has been compared with a MANOVA based
forecasting model as well as some nonlinear regression models. But, in every case,
the proposed model shows its better predictive accuracy. In short, the proposed
model can be described as follows:

(1) Extract the occurrences of different Web error codes, having an influence on
the reliability of the Web software, different Web workload characteristics from
the HTTP log files.

(2) Find the uncorrelated Web workload characteristics.
(3) Form the transfer function model, considering the uncorrelated Web workload

characteristics as inputs and the occurrences of different Web errors having an
influence on the reliability of the Web software as output.

This proposed method can be applicable in forecasting the occurrences of every indi-
vidual Web errors having an influence on the reliability of the Web software. But,
for this purpose, we have to implement the proposed method for all the Web errors
having impact on the reliability, which is a lengthy procedure and will increase the
length of the paper. Hence, for simplicity, in this paper, the authors have imple-
mented their methods for predicting the cumulative occurrences of all the Web
errors having an influence on the reliability of the Web software.

The rest of the paper is organized as follows: Section 2 represents the research
methodology which consist of a brief description about different Web testing tools
available, log files analysis, recording the Web server’s workloads, session tracking
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procedure, determination of session threshold, some frequently occurred Web error
codes and the proposed method. Section 3 describes the overview of the Websites
in this study. Results and discussions are given in Sec. 4. Section 5 represents the
performance analysis of the proposed method. Section 6 concludes the work.

2. Research Methodology

In this section, we have highlighted the steps involved in our research work. The
highlights of the steps are given as follows:

2.1. Different Web testing tools

In this subsection, we have discussed about some Web testing tools, which can be
used for functionality testing or analyzing the HTTP log files (access and error logs)
of Web software. Some of them are tabulated in Table 1.

HTML valuators such as Weblint and W3C Validator listed in Table 1 can
parse HTML files and check their conformance to relevant language specifications
and document standards. Link checking tools like Net Mechanic listed in Table 1
can be used to check the entire site for broken links. Tools like Doctor HTML listed
in Table 1 can be used to check input types and variable names in various forms.
Java applets, which work on the clients’ side, or other Java applications, which
work on the server side, need to be tested. Tools such as TCAT for Java listed in
Table 1 can be used to perform coverage-based testing for Java components. Tools
such as SilkTest or Visual Test listed in Table 1 can be used to support multiple
types of functionality testing. Analog and FastStats, mentioned in Table 1 can be
used for HTTP log file analysis purpose.13

2.2. Analysis of log files (access and error logs)

We need to analyze the HTTP logs (access and error logs) as proposed by Kallepalli
and Tian,13 Tian et al.,15 Popstojanova et al.16 and extract all the factors, i.e., all
the errors having an impact on the reliability of the Web system (minimizing main
factors), number of sessions (maximizing main factor), etc.

Table 1. Existing Web testing tools and Web log analyzers.

Tools Online information

Web Testing Tools
Weblint www.weblint.org
W3C Validator validator.w3.org
Net Mechanic www.netmechanic.com
Doctor HTML www2.imaginewarecom/RxHTML
TCAT for JAVA www.soft.com/Products/Coverage.msw/tcatj.html

Log files Analyzers
Analog www.mach5.com/fast
FastStats www.analog.cx/
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2.2.1. Recording Web servers workloads

Web servers can be configured to record (in an access log) information about all of
the requests and responses processed by the server.13–20 Each line from the access
log contains information on a single request for a document. The log entry for a
normal request is of the form:

hostname — [dd/ mmm/ yyyy: hh: mm: ss tz] request status bytes (Ref. 18). From
each log entry, it is possible to determine the name of the host machine making
the request, the time that the request was made, and the name of the requested
document. The entry also provides information about the server’s response to this
request, such as if the server was able to satisfy the request (if not, a reason why
the response was unsuccessful is given) and the number of bytes transmitted by
the server, if any. The access log provides most of the data needed for workload
characterization studies of Web servers. However, they do not provide all of the
information of interest. For example, the log entries tell only the number of bytes
transferred for a document, not its actual size13–20 there is no record of the elapsed
time required for a document transfer13–20; and there is no information on the
complete set of files available on the server, other than those documents that are
accessed in the logs.13–20 Furthermore; there is no record of whether a file access
was human-initiated or software-initiated (e.g., by a Web crawler or Web robot),
or what caching mechanisms, if any, are in place at the client and/or the server.

One point must be kept in mind that the log files may contain requests from
robots and other automated systems that should be removed as they are not actual
requests from Web users. Automated systems are classified as systems that repeat-
edly request a resource from the Website after a predefined period of time. Several
techniques to identify them can be used by Web administrators to remove auto-
mated requests. Most well-known robots have a signature line that is included with
every request as part of the USER AGENT field in the log file, especially HTTP
error logs of the corresponding Web server.

2.2.1.1. Session tracking procedure

Nowadays, we are using IPv4, i.e., a 32 bit addressing style, which implies that in
a network there can be maximum 232 unique computers. With the current explo-
sion in the number of Internet users, the total amount of IP addresses available is
shrinking rapidly. To avoid this situation, IPv6 addressing style has been adopted.
It uses a 128-bit address, allowing 2128 or approximately 3.4×1038 unique addresses,
i.e., more than 7.9 × 1028 times as many as IPv4. Thus, many methods now exist
that allow one public IP address to be used for a group of machines; some of these
methods include proxy servers and personal routers. Since the original study sug-
gests counting one unique IP as a user, there is a strong possibility that this “user”
is actually a group of users. As personal routers and proxy servers become more
dominant this issue is also becoming more prominent.

1450026-7



2nd Reading

September 15, 2014 13:25 WSPC/S0218-5393 122-IJRQSE 1450026

S. Chatterjee & A. Roy

Session tracking (for those who have not heard of it) is a concept which allows
us to maintain a relation between two successive requests made to a server on
the Internet. Whenever a user browses any Website, he uses HTTP (the underlying
protocol) for all the data transfers taking place. HTTP is a stateless protocol. When
a user requests for a page the server returns that Web page to the user. When the
user once again clicks on a new link the server once again sends the new page that
was requested. The server (because of the use of HTTP as the underlying protocol)
has no idea that these two successive requests have come from the same user. The
server is not at all bothered about who is asking for the pages. All it does it return
the page that has been requested. This is exactly what stateless means. There is
no connection between two successive requests on the Internet.

There are many instances where some sort of connection is required between
two requests made by the same user. Since all transfers on the WWW use HTTP
at the lowest level this sort of connection cannot be made. For example if you are at
a Website buying books online, then you may add books to your Cart and continue
searching for more books. Every time you click on a new page your old selected
books in the Cart should not disappear. In case you use the default way the WWW
works, then since two successive requests (by the same user) have no connection,
there would be no books in your Cart every time you click on a new link, which
means every click would be considered as a separate request and none of them
having relation to previous request. Thus as you browse, all the information that
relates to you should be maintained and should be carried on as you browse more
and more. Your previous Shopping Cart contents should be present when you want
to add a new book to the Cart. This is what session tracking enables us to do. It
let us to maintain an active session as long as we are browsing and it gives HTTP a
sort of new quality with every successive request having some relation to previous
requests within the same session.

Session tracking is so common that we may not even realize that it is present. It
is used on almost every possible site you visit on the net. For example, at Hotmail
once you enter your username and password and you reach your inbox, had there
been no session tracking then every time you click on a particular link in your inbox,
you would be asked for your password. This would be the case since there would
be no way to understand that the one who had originally entered his username-
password is the same person who is currently asking for more pages. Session tracking
allows you to store the information that you have successfully logged in and this
information would be checked every time you do anything within your inbox. Thus
you would not be asked to enter your password with every click.

The session count also suffers from the similar problem as that of user count
because “one session” may actually be several sessions from several different users
who are sharing the same public IP. Thus, a methodology needs to be developed
to distinguish different users before accurate reliability analysis can be performed.

A unique characteristic of Web workload is the concept of session. A session is
defined as a sequence of requests from the same user during a single visit to the
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Website.13–20 Tracking the overall Website sessions is the best and most accurate
way to determine the site’s performance. There are certain ways to implement the
session tracking. Some of the most popular ways are discussed as follows:

(i) Hidden Fields in Forms
(ii) URL Rewriting
(iii) Cookies.

(i) Hidden Fields in Forms

This is the simplest and extremely useful way to implement session tracking. With
the help of an online book buying Website example, we have explained this concept.

In case of an online book buying Website, a user can select books and click on an
Add to Cart Submit button. A sample code for such a page is shown below. Remem-
ber this is just what the code may look like and not the exact page. We should try
to understand the logic rather than focus on the syntax. Also remember that these
are all dynamic pages being generated using some language such as JSP.

< b > Search results for books < /b >

< form method = “post” action = “serverprogram.jsp”>

< input type = checkboxname = bookIDvalue = 100 >

Java Servlet Programming
< br >

< input type = checkboxname = bookIDvalue = 101 >

Professional JSP
< br >

< input type = submitname = Submitvalue = Add to Cart >

< br >

< /form >

Suppose a page similar to the above one was generated when the user searched for
some books. The above page has only two search results (“Java Servlet Program-
ming” and “Professional JSP”). There is a form with two checkboxes, each next to
the name of a book and a Submit button to add any selected books to the Cart.

Now suppose the user clicks on the checkbox next to book named “Java Servlet
Programming”, and then clicks on the Submit button. Note that the value of
a checkbox is used in this case to store the bookID. Generally when there are
many checkboxes each representing one-of-many kind of entity then the value for
that checkbox differentiates between all of them. In our case since all the checkboxes
represent books, each value represents a different bookID and thus a different book
(one book-of-many books).

Now coming back to the point, in case the user checked the checkbox next to the
book named “Java Servlet Programming” and then clicked the Submit button, the
contents of the form are all bundled together and sent to the server side program.
In our case the program is named serverprogram.jsp. Now suppose at any further
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instant when the same user is searching for more books then on a search result he
might be presented with page such as the one shown below. Remember that he has
already selected a book previously. So that book should be present in his Cart and
now he would like to add more books.

< b > Search results for books < /b >

< form method = “post” action = “serverprogram.jsp” >

< input type = “hidden” name = “bookID”value = “100”>

< input type = checkboxname = bookIDvalue = 150 >

Teach yourself WML Programming
< br >

< input type = checkboxname= bookIDvalue = 160 > Teach yourself C++
< br >

< input type = “submit” name = “Submit” value = “Add to Cart” >< br >

< /form >

The new search result produced once again two new books. One book named
“Teach yourself WML Programming” with a bookID of 150 and another book
named “Teach Yourself C++” with a bookID of 160. So a form was generated with
the names of these two books and with two checkboxes so that the user may select
any of these books and add them to the Cart. But there is one more important
thing in the form that was generated. There is a hidden input field named bookID
and having a value of 100. We might have noticed that 100 was the bookID of
the book named “Java Servlet Programming” which the user had initially selected.
This line describing a hidden input does not make any difference on the HTML
page displayed in the browser. It would be totally invisible to the user. But within
the form it makes a lot of difference. This way when the user keeps adding more
and more books, there would be many hidden input fields each with a different
value, each representing a previously selected book. When this form is submitted
to the server side program, that program would not only fetch the newly selected
checkboxes (newly selected books) but also these hidden fields each representing a
previously selected book by that user. Note that all the input fields have the same
name bookID but their values are different. Within the server side program we
would simply expect a parameter called bookID which would be an array with dif-
ferent values. We can extract all the values and then use them as required. It is the
job of the server side program to add these lines indicating hidden fields whenever
it generates a new page. Once again, the main concept to be understood is that a
hidden field displays nothing on the HTML page. So the user who is browsing the
page sees nothing unusual, but the value associated with these hidden fields can be
used to hold any kind of data that you want.

The disadvantage of session tracking is that in case we do not want the user to
know what information is being passed around to maintain a session (in case that
information is somewhat vital, maybe a password or something) then this method
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is not the best one since the user can simply select to View the Source of the HTML
page and get to see all the hidden fields present in the Form.

(ii) URL Rewriting

This is another popular session tracking method used by many. But it has a few bad
points associated with it. In spite of that we would like to use this method. It does
not require a lot of understanding to get the work done. URL Rewriting basically
means that when the user is presented with a link to a particular resource instead
of simply presenting the URL as you would normally do, the URL for that resource
is modified so that more information is passed when requesting for that resource.
We will try to explain URL Rewriting with the same Shopping Cart example used
in the hidden field method.

Once again assume that a user has searched for some books and he has been
presented with a search result that has two books listed. It is basically a Form with
two checkboxes, each for one book and a Submit button to add any of these book
to his Cart.

< b > Search results for books < /b >

< form method = “post” action = “serverprogram.jsp”>

< input type = checkboxname = bookIDvalue = 100 >

Java Servlet Programming < br >

< input type = checkboxname = bookIDvalue = 101 >

Professional JSP < br >

< input type = “submit” name = “Submit” value = “Add to Cart” >< br >

< /form >

Now once again suppose the user selects the book named “Java Servlet Program-
ming” and then clicks on the Submit button. This would pass the contents of the
form to the server side program called serverprogram.jsp which should read the
selected checkboxes and do the necessary (i.e., make some arrangements to keep a
track of the selected books, which basically means implement session tracking). Now
suppose the user continues browsing and searches for more books and is presented
with a new search result just like in the previous example. For better understand-
ing, we shall once again give you the same two results as shown in hidden field
method. The two books named “Teach yourself WML Programming” and “Teach
yourself C++”

< b > Search results for books < /b >

< form method = “post” action = “serverprogram.jsp? BookID = 100” >

< input type = checkboxname = bookIDvalue = 150 >

Teach yourself WML Programming
< br >

< input type = checkboxname = bookIDvalue = 160 > Teach yourself C++
< br >
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< input type = submitname = Submitvalue = Add to Cart >

< br >

< /form >

In the above html source, the target for the form has been changed from serverpro-
gram.jsp to serverprogram.jsp? bookID = 100. This is exactly what URL Rewriting
means. The original URL which was only serverprogram.jsp has now been rewritten
as serverprogram.jsp? bookID = 100. The effect of this is that the any part of the
URL after the “?” (Question mark) is treated as extra parameters that are passed
to the server side program. They are known as GET parameters. GET method
of submitting forms always uses URL Rewriting. Now when the serverprogram.jsp
fetches the parameters by the name bookID it would be presented with the one
that was present after the “?” in the URL as well as the newly selected checkboxes
by the user in that Form.

Consider a general example where a user has selected 2 values, then whenever
a program generates a new Form the target for that form should look something
like

< form method = “post” action = “serversideprogram.jsp? name1

= value1 + name2 = value2” >.

This sort of URL would keep on increasing as more and more values have to be
carried on from one page to another.

The basic concept of URL Rewriting is that the server side program should con-
tinuously keep changing all the URLs and keep modifying them and keep increasing
their length as more and more data have to be maintained between pages. The user
does not see anything on the surface as such but when he clicks on a link he not
only asks for that resource but because of the information after the “?” in the URL
he is actually sending previous data to the program.

The disadvantage of URL Rewriting (though it is a minor one) is that the
displayed URL in the browser is of course the rewritten URL. Thus the clean
simple URL that was seen when hidden fields were used, is replaced with a one
with a “?” followed by many parameter values. This does not suit those who want
the URL to look clean. Another disadvantage is that some browsers specify a limit
on the length of a URL. So once the data which is being tracked exceeds beyond
a certain limit, you may no longer be able to use URL Rewriting to implement
session tracking. But that limit is generally large enough and so do not feel afraid
to use this method.

(iii) Cookies

This is one of the most famous methods and the one used by almost all professional
sites. This allows us complete flexibility and whatever we want as far as session
tracking is concerned. But it is not as easy as the other two methods. Besides some
applications may not allow cookies in which case we have to revert back to the
other two methods. Websites designed using Wireless Markup Language (WML)
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which worked on WAP based cell phones. Unfortunately the cell phones did not
have enough memory to support cookies. Hence, we had to use hidden fields to
get session tracking working. But cookies would work on almost every computer,
except when a user may have blocked all cookies for security reasons in which case
we would once again have to use either of the other two methods.

Using cookies is probably the best and the neatest of all the methods to main-
tain sessions. Cookies are basically small text files that are stored on the user’s
computers. This has information pertaining to that user. Once the cookie is cre-
ated on the user’s computer then for every further request made by that user in
that session, the cookie is sent along with the request. The value of every cookie
is unique (for users browsing a particular Website), so the server side program can
differentiate between various users.

The method to program cookies is different for different languages. Most of
the languages provide some class that covers all the details of cookie creation and
maintenance. For example in Java we have “ajavax.servlet.http.Cookie” class that
is used to work with cookies.

2.2.1.2. Determination of the session threshold

A unique characteristic of Web workload is the concept of the session. A session
is defined as a sequence of requests from the same user during a single visit to
the Website.13–20 Hence, we can define a session as a sequence of requests issued
from the same IP address within a certain time period less than some predefined
threshold value. For this purpose our first objective should be to identify the user
by the IP address. Though we have previously stated the inaccuracies introduced
by using the IP addresses as surrogate for users, in spite of that for simplicity we
have used the IP address as the reasonable approximation of the number of distinct
users.

Our next objective is to find the threshold value that delimits the sessions, i.e.,
the time limit after which a session will be expired. Web servers close sessions after
a predefined period of inactivity to save resources allocated to inactive sessions. If
the Website does not enforce a threshold, we need to estimate the threshold from
the HTTP access logs of the Web server. Popstoganeva et al.16 have observed that
if the threshold value (in minutes) increases, the number of sessions decreases. Once
the threshold values larger than 30min are used there is a little further reduction
in the total number of sessions even with the substantial increase in the threshold
value. Similarly, we have also conducted the test to find the threshold value. Fig-
ure 1 depicts the effects of different threshold values (i.e., 1, 3, 5, 10, 20, 30, 40, 50 and
60min) on the total number of sessions for the two data sets described in Table 2. It
shows as the threshold value increases, the total number of session’s decreases. The
arrow in Fig. 1 indicates that there is very little further reduction in the number
of sessions if we increase the threshold value beyond 30min, which supports the
de-facto standard of taking the session length as 30min. For example, Google Inc.
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Fig. 1. Effect of session threshold on the number of sessions.

Table 2. Classification of error response code.

Error response codes Reasons

1XX Informational (100, 101, etc.)
2XX Successfull (200, 201, 203, 204, 205, 206)
3XX Redirectional (300, 301, 302, 303, 304, 305, 306, 307)
4XX Client error (400, 401, 402, 403, 404, 405, etc.)
5XX Server error (500, 501, 502, 503, 504, 505)

uses the 30min timeout value for their Analytics web application. Hence, in this
paper, we fix 30min time interval as the threshold value for the session.

2.2.2. Some frequently occurred error codes

Several types of errors can occur in the system, like system error, HTTP error, etc.
These errors are represented by some numbers or digits or some hexadecimal codes
called error response codes. In this paper, our area of interest is HTTP error. There
is a wide range of HTTP error codes, which are classified in Table 2.

In case of the HTTP error, these error response codes are embedded in the
access log and these codes can be mapped to the error entries in the error logs, e.g.,
in case of HTTP error, a “file not found” error in the log usually corresponds to
a 404 error code in the access log. Hence, as described by authors in Refs. 13–20,
using access logs is a reasonable method to gather information unless the detailed
information about the Web error is required. Among those occurred errors, a few
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have a relevant impact on the reliability of the Web software.19 Following are the
descriptions of some frequently occurred error codes for any Website.

200 (Successful): It comes under the class 2XX . This class of status code indi-
cates that the client’s request was successfully received, understood, and accepted.
The information returned with the response is dependent on the method used in
the request, for example: GET an entity corresponding to the requested resource is
sent in the response; HEAD the entity-header fields corresponding to the requested
resource are sent in the response without any message-body; POST an entity
describing or containing the result of the action; TRACE an entity containing the
request message as received by the end server. This will not be considered as the
web software failure.

400 (Bad request): It comes under the class 4XX . The request could not be
understood by the server due to its malformed syntax. The client should not repeat
the request without modification. This code should not be used in the reliability
analysis as in this case, the client is violating the HTTP standard. It is neither a
server side error nor the web software error. Since this is a client side issue, it does
not make sense to estimate a website’s reliability based on this code.

401 (Unauthorized): It comes under the 4XX class. The server does not accept
the client’s authentication credentials, i.e., the request requires user authentication.
It occurs when the user requests for a resource, but the user does not have the priv-
ilege to access it. If the request already included authorization credentials, then the
401 response indicates that the authorization has been refused for those credentials.
This error occurs in the final step above when the client receives a HTTP status
code it recognizes as 401. In their paper, Hyunh and Miller19 have classified it
into two categories, viz., source content failures (SCF) and external failures (EFs).
Between those two categories, 401 occurred due to the SCF can be considered for
the reliability analysis of the Web software.

403 (Forbidden): It comes under 4XX class. The server understood the request
but refusing to fulfill it. The reason is same as that of the error corresponding
to the error response code 401, i.e., authentication failure. If the server does not
wish to make this information available to the client then it can issue 404 (not
found). Hyunh and Miller19 have classified this error code into two categories, viz.,
SCFs and EFs. Between those two categories, 403 occurred due to the SCF can be
considered for the reliability analysis of the Web software.

404 (Not found): It comes under 4XX class. The server cannot find anything
matching the request URI. This error is currently the dominating error code and
represented the focus of result given in Refs. 13–20. No indication is given on the
condition, i.e., whether it is temporary or permanent. The 410 (Gone) status code
should be used if the server knows, through some internally configurable mechanism
that, an old resource is permanently unavailable and has no forwarding address.
This status code is commonly used when the server does not wish to reveal exactly
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why the request has been refused or when no other response is applicable. Hyunh
and Miller have classified it into two categories, viz., SCFs and EFs. Between those
two categories, 404 occurred due to the SCF can be considered for the reliability
analysis of the Web software.

405 (Method not allowed): It comes under class 4XX . The server is unable to
give a response to the method used by the client. For example, suppose the client is
using the POST request but the server is unable to give a response to that request.
One of the reasons behind it is that, the server is not configured for executing the
particular request. Since, this error is due to the configuration, we eliminate this
error from reliability analysis of the web software. In this case, the response must
include a header containing a list of valid methods for the requested resource. Since
this code occurs only due to configuration issue, it can be discarded it for reliability
purpose.

406 (Not acceptable): It comes under 4XX class. It occurs when the client
is incapable to accept the response made by the server. This error can also be
neglected as the client is unable to get the data sent by the server. HTTP/1.1
servers are allowed to return responses, which are not acceptable according to the
accept headers sent in the request. In some cases, this may even be preferable to
sending a 406 response. User agents are encouraged to inspect the headers of an
incoming response to determine if it is acceptable. This code can be discarded from
the reliability point of view as the server’s content does not support the client used
to access it.

407 (Proxy authentication required): It comes under the class4XX . If the
client does not authenticate it to the proxy, this type of error will occur. The
nature of this error is similar to 401 (unauthorized). This code should be discarded
from the reliability point of view as the client does not authenticate with the server
before attempting to access restricted content.

408 (Request timeout): It comes under the class 4XX . The client is unable to
send a request within the time that the server is prepared to wait. We can say that
it is a network failure. Hence, this will not be considered for reliability analysis.

409 (Conflict): It comes under class 4XX . The Web server (running the Website)
is thought that, the request submitted by the client (e.g., your Web browser or
our CheckUpDown robot) cannot be completed because it conflicts with some rule
hitherto established. For example, we may get a 409 error if we try to upload a file
to the web server which is older than the one already there, resulting in a version
control conflict. This error is also discarded from the reliability point of view as it
happens due to the version of the browser.

410 (Gone): It comes under 4XX class. This will occur when the resource
requested by the client is removed from the server. For example, suppose the client
is requesting for a particular file which has been removed; the result is a 410 error.
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The nature of this error is same as 404 (not found). So in case of reliability analysis
we will do the same as that of response code 404.

411 (Length required): It comes under 4XX class. The server is refusing the
request sent by the client as the size of the data is not specified. This error occurs
due to the size of the data is not specified. Since, it is a browser error it will not be
considered for the web software reliability analysis.

412 (Precondition failed): It comes under 4XX class. The requested resource
failed to satisfy the defined precondition, the result is a 412 error. This response code
allows the client to place preconditions on the current resource meta-information
(header field data) and thus, prevent the requested method from being applied to
a resource other than the one intended. It is considered in analyzing the reliability
of the web software.

413 (Request entity too large): It comes under 4XX class. The server is refusing
to process a request because; the request entity is larger than the server is willing or
able to process. Hence, this error occurs because of the configuration of the server
and will not be taken into consideration for reliability analysis of the Web software.

414 (The request-URI too long): It comes under 4XX class. The server is
refusing to service as the requested URI is too long to interpret. Typically, Web
servers set fairly generous limits on length for genuine URLs, e.g., up to 2048 or 4096
characters. If the URL is particularly long, we can usually try shorter variations
to see roughly where the limit is. The general cause of this phenomenon is that,
the client is trying to incorporate some vulnerability in the web server. It contains
a large amount of malicious code, which will overflow the buffer. If the long URL
is indeed valid, then the Web server may need to be reconfigured to allow your
URLs through. If we find this code very frequently in the access logs, we have
to understand that the server is under attack. In reliability analysis we will not
consider it, as the client is trying to manipulate the server. Understand that Web
servers have to set some reasonable limit here, because they have to deal with badly
programmed clients trying to give them huge garbage URLs. Since this error is also
due to the configuration of the server, it will not be taken into consideration for
reliability analysis of the Web software.

415 (Unsupported media type): It comes under 4XX class. The server does
not agree with the media type specified in the request. For example, the browser
or the client request a text file but the server is unable to respond as the server
recognizes the file as a binary one. It is also possible that, the actual media type is
incompatible with the HTTP method specified in the request. Since, it is a browser
failure; we will not consider it for reliability analysis.

416 (Requested range not satisfiable): It comes under 4XX class. Here the
client is requesting for a file whose size is not valid. We will omit this error code
for reliability analysis.
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500 (Internal error): It comes under 5XX class. The server encountered an
unexpected condition which prevented it from fulfilling the request. Therefore, it
must be considered for reliability analysis.

501 (Not implemented): It comes under 5XX class. In this case the server
does not understand the request of the client. It must be included in the reliability
analysis of the Web software.

502 (Bad gateway): It comes under 5XX class. The server, while acting as a
gateway or proxy, received an invalid response from the upstream server it accessed
in attempting to fulfill the request. This error should be included in reliability
analysis.

503 (Service unavailable): It comes under 5XX class. The server is overloaded
and unable to process the further request. If a very large number of requests come
to the server, it is unable to give a response or the response time becomes too long.
For example, at the time of publication of the GATE result the number of requests
to the respective Indian Institute of Technology (IIT) — Website is so large that we
have to wait for a very long time to see the result. The existence of the 503 status
code does not imply that a server must use it when becoming overloaded. Some
servers may wish to simply refuse the connection. This failure is due to the server.
Therefore, in the reliability analysis of the web software we will consider this error
code.

504 (Gateway timeout): It comes under 5XX class. In this case the server is
acting as a gateway or a proxy server. This problem is entirely due to slow IP
communication between back-end computers, possibly including the Web server.
Hence, this error will not be considered for reliability analysis of the web software.

505 (HTTP version not supported): It comes under 5XX class. The server
does not support the HTTP version used by the client. Suppose the client is using
the HTTP1.1, but the server is running some lower version of HTTP. Therefore,
the server is unable to give the response. This error will also be rejected from Web
software reliability analysis.

2.3. Proposed method

In this subsection, we have developed a transfer function based model to forecast
the combined occurrences of all the errors having an impact on the reliability of the
Web software. Detail study about transfer function modeling is available in Refs. 2,
8–10, 21–26. Transfer function models represent a dynamic relationship between a
continuous input and a continuous output. The relationship between the continuous
input Xt and the continuous output Yt, i.e., the transfer between Xt and Yt is
represented by a linear differential equation. In transfer function model building,
observations must be considered in pairs (Xt, Yt), each measured at equispaced
times. In the discrete transfer function model Xt, Yt both are discrete and the
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transfer between them is represented parsimoniously22–26 by the linear difference
equation

(1 + ξ1∇ + · · · + ξr∇r)Yt = (η0 + η1∇+ · · · + ηs∇s)Xt−b. (1)

In Eq. (1), the backward difference operator ∇ is used in place of the differential
operator D = d

dt since Xt and Yt are discrete. Here, ξ(∇) = 1 + ξ1∇ + · · · + ξr∇r,
η(∇) = η0 +η1∇+ · · ·+ηs∇s are different operators, ξ1, ξ2, . . . , ξr and η0, η1, . . . , ηs

are unknown parameters, which in practice, have to be estimated from the data.
Constant b the delay parameter, associated with the leading indicator series Xt

indicates which of the previous values Xt affect the present Yt. The parameter b is
called the time delay (or dead time) of the system.2,8–10,21–26 For example, if b = 1,
then v0 = 0 and Xt has no impact on Yt, but Xt will affect Yt+1. In other words, the
impact of Xt on the output series {Yt} is delayed for one time period. In general if
b unit delay is assumed, then the index t is replaced by (t−b). Equation (1) may be
written equivalently in terms of past values of the input and output by substituting
B = 1 − ∇, where B is the backward shift operator defined as BXt = Xt−1 and
BbXt = Xt−b. Therefore, Eq. (1) becomes:

(1 − δ1B − · · · − δrB
r)Yt = (1 − ω1B − · · ·ωsB

s)Xt−b

= (ω0B
b − ω1B

b+1 − · · ·ωsB
b+s)Xt

or,

δ(B)Yt = ω(B)BbXt = Ω(B)Xt,

where, δ(B) = 1−δ1B−· · ·−δrB
r, ω(B) = 1−ω1B−· · ·ωsB

s and Ω(B) = ω(B)Bb

are different operators used in time series analysis.22–26 Alternatively, the pair of
observations (Xt, Yt) is represented by a linear filter:

Yt = v0Xt + v1Xt−1 + v2Xt−2 + v3Xt−3 + · · · = v(B)Xt, (2)

where v0, v1··· are constant denoting the impact of Xt−j on Yt and v(B) = v0 +
v1B + v2B

2 + · · ·. The coefficients v0, v1··· are referred to as the impulse response
function2,8–10,21–26 of the system. For the model in Eq. (1) to be meaningful, the
response must satisfy certain conditions. A simple condition is that

∑∞
j=0 |vj | < ∞,

i.e., the impulse responses are absolutely summable.22–26 In this case, the system is
said to be stable. The function v(B) determines the impact of input Xt to output
Yt and it is said to be the transfer function. For the linear filter model in Eq. (2),
the transfer function can be expressed as:

Yt =
ω(B)Bb

δ(B)
Xt, i.e., v(B) =

ω(B)
δ(B)

. (3)

It is the final transfer function model of order (r, s) in case of single input and
single output. When there are multiple input variables, the transfer function model
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becomes

Yt =
(

ω1(B)Bb1

δ1(B)
X1t +

ω2(B)Bb2

δ2(B)
X2t + · · ·

)
=

∑
i

ωi(B)Bbi

δi(B)
Xit, (4)

where, ωi(B)(i = 1, 2, 3, 4) and δi(B)(i = 1, 2, 3, 4) are similarly defined in Eq. (3).
The parameters bi(i = 1, 2, 3, 4) are called the time delay (or dead time)2,8–10,21–26 of
the input series Xit(i = 1, 2, 3, 4). This delay is due to the heavy traffic, congestion
in the network and destruction of the packets. Equation (4) is the final transfer
function model for multiple inputs and a single output.

In practice, the output Yt is not a deterministic function of Xt (in case of
single input and single output). It is often disturbed by some noise or has its own
dynamic structure. We denote the noise component as Nt. The noise may be serially
correlated, and we assume that Nt follows an ARMA(p, q) model, i.e.,

φ(B)Nt = θ(B)at, (5)

where, θ(B) = 1−θ1B−· · ·−θqB
q and φ(B) = 1−φ1B−· · ·−φpB

p are polynomi-
als in B of degree q and p, respectively, and {at} is a sequence of independent and
identically distributed random variables with mean zero and variance σ2

a. Often we
also assume that at is Gaussian. The non-negative integer q, i.e., the order of the
MA process indicates the number of lags beyond which the theoretical autocorre-
lation function (ACF) is effectively 0. The non-negative integer p, i.e., the order of
the AR process indicates the number of lags beyond which the theoretical partial
ACF is zero.2,8–10,21–26 For the ARMA(p, q) model given in Eq. (5), E(Nt) = 0
and the usual conditions of stationarity and invertibility are also applied. Putting
together, we obtain a simple transfer function model as (for single input and single
output):

Yt = c + v(B)Xt + Nt =
ω(B)Bb

δ(B)
Xt +

θ(B)
φ(B)

at, (6)

where, c is a constant, θ(B), φ(B), ω(B) and δ(B) are defined as before with
degree q, p, s and r, respectively, and {at} are Gaussian white noise series. The
noise component Nt should be independent of Xt; otherwise, the model is not
identifiable. When there are multiple input variables Xit(i = 1, 2, 3, 4) and single
output variable Yt the transfer function model becomes:

Yt = c +
(

ω1(B)Bb1

δ1(B)
X1t +

ω2(B)Bb2

δ2(B)
X2t + · · ·

)
+

θ(B)
φ(B)

at

= c +
∑

i

ωi(B)Bbi

δi(B)
Xit +

θ(B)
φ(B)

at, (7)

where, ωi(B), δi(B) and bi are similarly defined as in Eq. (4).
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2.3.1. Pre-whitening technique

Consider the transfer function model in Eq. (6). Since, Xt and Nt might be serially
correlated, the regression

Yt = c + v0Xt + v0Xt−1 + · · · + v0Xt−h + et,

where, h is a large positive integer, would, in general, not provide consistent esti-
mates of the v′is.

22–26 The pre-whitening technique has been proposed as a tool
to obtain consistent estimates of v′is whose central idea is to remove the serial
dependence in Xt. Suppose that Xt follows the univariate ARMA model given as
φ(B)Xt = θ(B)ηt, where, {ηt} is the sequence of white noises (i.e., iid random
variables). Applying the operator φ(B)

θ(B) in Eq. (6), we get:

φ(B)
θ(B)

Yt = c∗ + v(B)
φ(B)
θ(B)

Xt +
φ(B)
θ(B)

Nt = c∗ + v(B)ηt +
φ(B)
θ(B)

Nt, (8)

where, c∗ is a constant given by c∗ = φ(1)
θ(1) c. Define, yt = φ(B)

θ(B) Yt and nt = φ(B)
θ(B) Nt.

Equation (8) reduces to:

yt = c∗ + v(B)ηt + nt. (9)

Notice that {nt} is independent of {ηt} and ηt is a series of white noise.22–26 Mul-
tiplying Eq. (9) by ηt−j , j ≥ 0, we have

ytηt−j = c∗ηt−j + [v(B)ηt]ηt−j + ntηt−j . (10)

Here, {nt} is independent of {ηt} and {ηt} is a white noise series. Taking expectation
of Eq. (10), we obtain Cov(yt, ηt−j) = vjVar(ηt−j). Consequently, we have vj =
Cov(yt,ηt−j)

Var(ηt−j)
. In practice, the model for Xt can be specified via the univariate time

series analysis.22–26 One can then apply the above model to obtain yt. This process
is called pre-whitening or filtering.

In case of multiple inputs {Xit}(i = 1, 2, 3, 4) and single output {Yt}, the pre-
whitening can be described as follows:

Let, {Xit} (i = 1, 2, 3, 4) follows the model given as φi(B)Xit = θi(B)ηt, (i =
1, 2, 3, 4) where, {ηt} are the sequences of white noises. Then applying the operator
φi(B)
θi(B) (i is fixed) in Eq. (7), we get:

φi(B)
θi(B)

Yt = c∗ +
φi(B)
θi(B)

∑
j

vj(B)Xjt +
φi(B)
θi(B)

Nt

= c∗ +
φi(B)
θi(B)

∑
j

vj(B)Xjt+nt, (11)

where, c∗ is a constant given by c∗ = φi(B)
θi(B) c. Define, yt = φi(B)

θi(B) Yt and nt = φi(B)
θi(B) Nt.

The function vj(B) determines the impact of input Xjt(j = 1, 2, 3, 4) to output Yt

and it is said to be the transfer function. Here, {nt} is independent of the white
noise series {ηt}. For example, there are two independent input {Xit}(i = 1, 2) and
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single output {Yt} variables. Then, φ1(B)X1t = θ1(B)ηt and φ2(B)X2t = θ2(B)ηt.
Equating them, we get φ1(B)

θ1(B) X1t = φ2(B)
θ2(B) X2t

. Hence, X2t = φ1(B)
θ1(B)

θ2(B)
φ2(B)X1t. Oper-

ating, Eq. (11) by φ1(B)
θ1(B) , we get:

φ1(B)
θ1(B)

Yt = c∗ +
φ1(B)
θ1(B)

∑
j

vj(B)Xjt +
φ1(B)
θ1(B)

Nt

= c∗ +
φ1(B)
θ1(B)

v1(B)X1t +
φ1(B)
θ1(B)

v2(B)X2t +
φ1(B)
θ1(B)

φ1(B)
θ1(B)

Nt

= c∗ + v1(B)ηt + v2(B)
φ1(B)
θ1(B)

φ1(B)
θ1(B)

θ2(B)
φ2(B)

X1t +
φ1(B)
θ1(B)

nt

= c∗ + v1(B)ηt + v2(B)
φ1(B)
θ1(B)

θ2(B)
φ2(B)

ηt +
φ1(B)
θ1(B)

nt

or,

yt = c∗ + v1(B)ηt + v2(B)
φ1(B)
θ1(B)

θ2(B)
φ2(B)

ηt +
φ1(B)
θ1(B)

nt.

Multiplying Eq. (11) by ηt−kk ≥ 0, we have

ytηt−k = c∗ηt−k +
φi(B)
θi(B)

∑
j

vj(B)Xjtηt−k + ntηt−k. (12)

Taking expectation of Eq. (12) and using the techniques described in Refs. 22–26
for obtaining the consistent estimates of the lth element of the expansion of vj(B),
i.e., vlj(j = 1, 2, 3, 4), we have derived the parameter values. The computation has
been done by using the SPSS 20 and R software. One can then apply the model to
obtain yt. This process is called pre-whitening or filtering.

2.3.2. Stepwise procedure

In this subsection, we have described the step wise procedure for developing a
transfer function model with pre-whitening technique to predict of the occurrences
of Web errors having an impact on the reliability of the Web software.

Step I.

(1) Extract all the Web workload characteristics (Xit(i = 1, 2, 3, 4)), i.e., num-
ber of hits, number of bytes transferred, number of users and the number of
sessions created from the HTTP log files (access and error logs) of the cor-
responding Web software, given in Sec. 2. In order to determine the existing
correlation among different Web workload characteristics PCA has been per-
formed. Assume that, there is m(≤ 4) PCs, i.e., uncorrelated Web workload
characteristics in the Web system.
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(2) Extract the occurrences of all the error codes (Yt), having an impact on the
reliability of the Website from the HTTP logs (access and error logs) of the
corresponding Web software, based on the analysis given in Sec. 2.2. Add their
each day’s occurrences to get the combined occurrences.

Step II.

(1) Prior to build the model, at first careful screening of data is needed. This is
done by normalizing the data with suitable transformation like log transfer to
remove the non-stationarity in the data.

(2) After normalizing the data, find noise component (Nt) present in the data
using the method given in Sec. 2.3.1.1. Develop a transfer function model for
single (multiple) input (s) and single output based on the number of PCs(≤ 4).
This can be accomplished by an examination of the partial autocorrelation,
autocorrelation and cross-correlation.2,8–10,21–27 Xt and Nt might be serially
correlated (in case of univariate time series). Hence, apply pre-whitening tech-
nique to get the consistent estimate of vj . In case of multiple input series (Xit)
and single output (Yt), if Xit(i = 1, 2, 3, 4) and Nt are serially dependent, apply
pre-whitening technique to get the consistent estimate of vij .

(3) Use the maximum likelihood estimation technique to estimate the model
parameters by minimizing the conditional sum of square function as given in
Refs. 22–27.

(4) Equations (3), (4), (6) and (7) are then used to predict the remaining faults
present in the Web software.

3. Overview of the Websites Used in this Study

We have validated our proposed method using real failure data obtained from two
different Websites. One is www.ismdhanbad.ac.in, the official Website of Indian
School of Mines Dhanbad, India and the other is www.isical.ac.in, the official
Website of Indian Statistical Institute (ISI), Kolkata, India. In this section, brief
descriptions about these two Websites have been given. Also, we have analyzed
different frequently occurred error codes having an impact on the reliability of
the two above mentioned Websites. www.ismdhanbad.ac.in a non-commercial,
dynamic Website, utilizes the PHP (http://www.php.net) scripting language, MySql
(http://www.mysql.com) for the backend database and is hosted on an Apache
HTTP Daemon. To investigate the stability and reliability of the data, the log files
(HTTP access and the error logs) were chosen to cover 25 consecutive days starting
from 30th September 2010 to 24th October 2010. During this period, the Website
has received approximately 636,793 hits, 18,839 unique visitors, 2,533 unique user
agents (Mozilla/5.0+(compatible;+Googlebot/2.1;++http://www.google.com/bot.
html)) and transferred a total amount of 8,764,646KB data. www.isical.ac.in, is
also a non-commercial, dynamic Website utilizes the PHP scripting language and
an Apache HTTP daemon. To analyze the stability and reliability of this Website,
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Table 3. Brief overview and comparative studies of ISM and ISI Websites.

Date set Log duration (days) Starting date Sessions Avg. sessions/day Data transferred

ISM 25 30/10/10 3,137 125.48 8,764,646 KB
ISI 34 16/09/12 5,304 156 10.1GB

Table 4. Total occurrences of different error codes present in ISI and ISM Web servers’ log files.

Data 404 406 401 200 304 206 207 301 302 403 412 416 500 501

ISI 333,009 22 1 1698,441 160,391 160,981 0 28,371 40,414 5,252 13 25 589 4

ISM 75,717 1,712 41 490,713 39,251 26,697 2,382 49 5 149 4 51 19 3

34 consecutive day’s (starting from 16th September to 19th October 2012) log files
have been collected. During this period of time, this Website has transferred a total
amount of 10.1GB of data, received approximately 841,791 hits. Tables 3 and 4
describe a brief overview about the number of sessions created, total amount of
data transferred, different frequently occurred errors of www.ismdhanbad.ac.in and
www.isical.ac.in.

In both the cases, we found that the error code 404 numerically dominates the
others as noted by Tian et al.15 According to the survey results from 1994 to 1998 by
the Graphics, Visualization, and Usability Center of Georgia Institute of Technology
(http://www.gvu.gatech.edu/user surveys/), 404 errors are the most common errors
that users encounter while browsing the Web. Ma and Tian17 found that a majority
of these 404 errors is caused by internal bad links while only a small percentage
are caused by external factors such as the user mistyping the URL, robots from
search engines, external links (links from other Websites), old bookmarks, etc. No
analysis exists as to the “value” (of the information) encoded within the various
error types for Website administrators. Therefore, we will examine all of the error
codes encountered to determine which errors are truly SCFs (have value) and which
are attributed to other uncontrollable factors (no value). No analysis exists as to
the “value” (of the information) encoded within the various error types for Website
administrators. Therefore, we will examine all of the error codes encountered to
determine which errors are truly SCFs (have value) and which are attributed to
other uncontrollable factors (no value). The errors of type SCF can be considered in
the reliability analysis as they can be handled or rectified by the site administrator.
For example, we found that the error codes (in case of www.ismdhanbad.ac.in and
www.isical.ac.in) 401, 403, 404, 500 and 501 that have either SCF or host failure or
EF as a potential failure source; hence, these error codes will be examined in detail
in order to determine their exact failure sources. Further, the 401, 403 and 404 error
codes have both SCF and EFs as failure modes or sources. We will show that a little
amount (0.0004%) of 404 response errors have value for www.ismdhanbad.ac.in, as
they are generated due to SCF and the site administrator is expected to respond and
correct the 404 errors immediately due to the potential loss in sales and customers
that this error code can cause, whereas the 401, 403 error response code have no
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value for www.ismdhanbad.ac.in because all of the 404 recorded errors are caused
by factors beyond the reach of the site administrator. All the 500 and 501 (server
related errors) error response codes are generated due to the SCF in the case of
the above mentioned Website. Again in case of www.isical.ac.in, we can find a
very less amounts of the 404 (0.014%) and 403 (0.05%) error response codes are
of SCF type. All the 500 and 501 error response codes are generated due to the
SCF in the case of www.isical.ac.in, which is very much within the reach of the site
administrator. Hence in case of www.ismdhanbad.ac.in, we consider 404 (due to
SCF), 500 and 501 are the errors having an impact on its reliability. Again in case
of www.isical.ac.in, 404, 403 (type SCF), 500 and 501 are the error codes having an
impact on its reliability. Table 5 demonstrates the above statistics.

One common argument is that if information is available, EFs can also be
resolved. This logic is not valid for several reasons. A site administrator can only
be reactive to EFs rather than being proactive, i.e., until an EF occurs, a site
administrator will not have enough information to resolve that failure. Further-
more, depending on circumstances, the failure may not always be resolved. For
example, an external Website has a link to a Web page on the Web system under

Table 5. Possible error codes that have an impact on the reliability of www.ismdhanbad.ac.in
and www.isical.ac.in.

Error codes Probable reasons % of occurrence SCF(%) EF(%)

ISI ISM Impact on Impact on
reliability= YES reliability= NO

ISI ISM ISI ISM

401 Source Content 6,274 6,354 3,513 4,956 2,760 1,398
Failure (1%) (4%) (67%) (78%) (33%) (22%)

External Failure

403 Source Content 28,822 25,419 16,140 14,997 12,681 10,422
Failure (3%) (2%) (56%) (58%) (44%) (42%)

External Failure

404 Source Content 796,046 635,491 51,742 470,263 278,616 165,227
Failure (95%) (96%) (65%) (74%) (35%) (26%)

External Failure

500 Source Content 627 127 545 108 81 19
Failure (0.01%) (0.02%) (87%) (85%) (13%) (15%)

External Failure

501 Source Content 1,882 127 1,355 96 527 30
Failure (0.03%) (0.02%) (72%) (76%) (28%) (14%)

External Failure

502 Source Content 56 57 44 45 12 12
Failure (0.009%) (0.009%) (79%) (79%) (21%) (21%)

External Failure

503 Source Content 4,391 381 3,908 339 483 24
Failure (0.07%) (0.06%) (89%) (89%) (11%) (11%)

External Failure
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examination. However, due to recent changes, that Web page is no longer valid. The
site administrator will not be aware of this issue until a user follows the link from
the external Website. Once the failure occurs, the site administrator can attempt
to resolve it by attempting to contact the external Website’s Webmaster to get
the link updated. However, this process requires cooperation from the external
Website’s Webmaster. Furthermore, the process becomes tedious when there are
thousands of Websites linking to this invalid Web page. The site administrator can
also attempt to redirect the user to the correct page. However, this requires the site
administrator to have a complete mapping of all invalid pages to valid pages which
is clearly infeasible. Because of these potential issues, the site administrator cannot
resolve EFs adequately.

Previously it was noted that the error response codes can be associated to
one or more failure sources, which are classified as SCF and the EFs. Hence, in
the present case study a survey was performed and found that a large portion
of the error codes 401, 403, 404, 500, 501, 502, 503 occurred due to the SCF and as
a consequence, only the aforementioned error codes have the influences on the
reliability of both the Websites (www.ismdhanbad.ac.in, www.isical.ac.in). From
Table 6, it is found that error 404 is the most dominant error in case of both the
above mentioned Websites. It is also found that, 26% of the total occurrences of
404 in case of www.ismdhanbad.ac.in and 35% of the total occurrences of 404 in
case of www.isical.ac.in are occurred due to the EF, which are beyond the scope
of the respective Web administrator and have no influence on the reliability of the
respective Websites. The next most dominant Web errors in case of www.isical.ac.in
is 401 and that in the case of www.ismdhanbad.ac.in is 403.

After rigorous analysis of the HTTP log files (access and the error logs) of both
the Websites under the present study, it is discovered that, for these Websites, the
SCF can further be classified into following two types:

SCF ADMIN: These are errors on the Website that should be recognized and
rectified by the Web administrators or content providers. These Web errors can be
identified by careful inspection of the “referer field” of the HTTP access logs of the
respective Websites (mentioned in Sec. 4) as follows:

If the “referer field” of an error entry in the HTTP access log contains the
Website’s URL, then the corresponding error can be classified as the SCF ADMIN
category. A procedure to extract the data present in the “referer fields” of the
HTTP access log. These errors have an impact on the reliability of the Website.

SCF OLDER: These are usually links of external Websites pointing to an older
version of the Websites under study. This old version still exists on the HTTP
Daemon for archival purposes and has no connections to the current Websites.
Hence, it is not maintained and can mainly contain several bad, broken, and disabled
hyperlinks. For better and clearer understanding, the example of “Wikipedia” can
be cited, which consists of the hyperlinks of a number of different external Websites.
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When a client visits the old version hyperlink present in the external Website —
through search engines (Google, Yahoo, etc.), old bookmarks, old emails, etc. —
and clicks on one of these bad or disabled hyperlinks, the log data will record that
the error is caused by an internal source. Notwithstanding this, these errors are very
much under the direct control of system administrators and as a consequence it can
be considered as the SCF OLDER type. It can be identified using the following
method:

If the referer URL corresponding to the HTTP access logs of the Website leads to
an old version of the Website, then the error can be classified to SCF OLDER type.
These errors have an impact on the reliability of the Website too. Table 6 shows the
number of SCF ADMIN and SCF OLDER in case of both the Websites. The main
motive behind this distinction is to prevent people from being misguided by the
errors of SCF OLDER category as, it is quite similar to the EF though, it is very
much within the scope of the respective Web administrator. As a consequence, the
errors belonging to SCF OLDER category are having influences on the reliability
of the Website.

Likewise, the EF can also be distinguished into two categories, viz., EF OLD
and EF EXTERNAL which are defined as follows:

EF OLD: It generally signifies the old bookmarks, bad hyperlinks of the other
Websites. People often find it very much similar to SCF OLDER. A closer inspec-
tion of the HTTP access logs unveils the errors of this category. This type of error
has no influence on the reliability of the Website.

Table 6. Number of SCF ADMIN and SCF OLDER in case of
www.ismdhanbad.ac.in and www.isical.ac.in.

Error codes SCF ADMIN SCF OLDER

Impact on reliability = YES Impact on reliability = YES

ISI ISM ISI ISM

401 2,353 4,212 1,159 743
(67%) (85%) (33%) (15%)

403 12,750 11,697 3,389 3,299
(79%) (78%) (21%) (22%)

404 393,246 395,020 124,183 122,268
(76%) (84%) (24%) (26%)

500 430 97 114 11
(79%) (90%) (21%) (10%)

501 1,246 90 121 4
(91%) (94%) (09%) (6%)

502 42 31 2 14
(97%) (70%) (03%) (30%)

503 3,321 294 586 44
(85%) (87%) (15%) (13%)
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Table 7. Number of EF OLD and EF EXTERNAL in case of

www.ismdhanbad.ac.in and www.isical.ac.in.

Error codes EF OLD EF EXTERNAL

Impact on reliability = NO Impact on reliability = NO

ISI ISM ISI ISM

401 1,352 1,385 1,407 13
(49%) (99%) (51%) (1%)

403 12,046 10,317 634 104
(95%) (99%) (5%) (1%)

404 108,660 270,257 169,955 8,358
(39%) (97%) (61%) (3%)

500 77 72 6 9
(95%) (90%) (5%) (10%)

501 516 511 9 16
(98%) (97%) (02%) (3%)

502 44 12 1 0

(99%) (100%) (01%) (0%)

503 335 483 4 0
(99%) (100%) (01%) (0%)

EF EXTERNAL: It is due to the scanners of the external attackers which are
mainly out of reach of the respective Web administrator. If the requested resources
belong to Web applications not installed for the Website, then the errors can
be classified as EF EXTERNAL. Table 7 shows the number of EF OLD and
EF EXTERNAL in case of both the Websites. The errors belong to this category
have no influence on the reliability of the Website.

4. Results and Discussions

Extract all the Web workload characteristics (number of hits, bytes transferred,
number of users and number of sessions created) and the errors having an impact on
the reliability of the Websites under study (www.ismdhanbad.ac.in and www.isical.
ac.in) from the HTTP logs collected from the respective Web servers as described
in Sec. 2. Previously it has been mentioned that, we have 25 consecutive days log
files of www.ismdhanbad.ac.in and 34 consecutive day log files of www.isical.ac.in
which are not sufficient for time series model fitting. To overcome this problem, the
daily data was analyzed in two parts, one from 12:00 am to 11:59am and other from
12:00pm to 11:59pm. Thus the 25 days continuous data of www.ismdhanbad.ac.in
were converted into 50 numbers of observations with an interval of 12 h and 34
consecutive day occurrences of www.isical.ac.in were converted to 68 numbers of
observations of 12h interval. From simple plots of the Web workload measures and
errors over 12 h interval, we can find a high variability in the usage pattern of both
the Websites. Hence, to normalize the data, log transformation has been applied.
Different Web workload characteristics of www.ismdhanbad.ac.in have been given
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in Table 7. In case of www.ismdhanbad.ac.in, first 34 observations of Yt and Xt with
an interval of 12h have been taken for the model fitting purpose and the remaining
16 observations of Yt with an interval of 12 h for prediction purpose. Different Web
workload characteristics of www.isical.ac.in have been tabulated in Table 10.

Similarly in this case, first 44 observations of X1t = log(Hits), X2t =
log(BytesTransferred), X3t = log(Users) and Yt with an interval of 12h have been
taken for the model fitting purpose and the remaining 24 observations of Yt with an
interval of 12 h for the prediction purpose. The input {Xit}(i = 1, 2, 3, 4) selection
procedure has been described in Sec. 2.3.2.

In order to determine if there exists any correlation among the Web work-
load characteristics of www.ismdhanbad.ac.in or not, PCA proposed in Step II
of Sec. 2.3.2, has been performed with the data given in the first four columns
of Table 8. Table 9 shows the correlation matrix of www.ismdhanbad.ac.in and
Fig. 2(a) shows the corresponding Scree plot. The x-axis represents the Principal
Components (PCs) sorted by decreasing fraction of total variance explained. (The
numerical labels assigned to each PC are according to this ordering, and persist
whether or not the Scree Plot is actually displayed.) The y-axis contains the frac-
tion of total variance explained. The plot shows that only one component has the
proportion of variance as 1 (the red line shows the fluctuation of variance) and
all other components after PC1 appear to level off, which suggests that only one
component is of importance. However, Website administrators should select the
Web workload characteristic most suitable for their requirements. In this case, we
have taken the log(12h Bytes transferred-count) (i.e., Xt) as the input and predict
log(cumulative occurrences of errors) (i.e., Yt) having an impact on the reliability of
www.ismdhanbad.ac.in. From Eq. (3), we have developed a single input and single
output transfer function model between the output (Yt) and the input variable (Xt)
as φ(B)Yt = θ(B)Xt. After analyzing the partial ACF and ACF, we have decided

φ(B) = 1 − 8.882 × 10−16B − 6.661× 10−16B2 + 2.47

× 10−15B3 − 3.775× 10−15B4 + 5.551 × 10−16B5

and

θ(B) = 1 + 6.661 × 10−16B + 6.384× 10−16B2

− 2.442× 10−15B3 + 4.163 × 10−16B4 − 4.441 × 10−16B5.

The transfer function model between the output (Yt) and the input (Xt) is given
in Eq. (13)

Yt =
θ(B)
φ(B)

Xt =

1 + 6.661× 10−16B + 6.384 × 10−16B2 − 2.442× 10−15B3

+ 4.163× 10−16B4 − 4.441 × 10−16B5

1 − 8.882× 10−16B − 6.661 × 10−16B2 + 2.47 × 10−15B3

− 3.775× 10−15B4 + 5.551× 10−16B5

Xt.

(13)
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Table 8. Different Web workload characteristics and their log transformations along with the

occurrences of different errors having an impact on the reliability of www.ismdhanbad.ac.in.

Group log(Hits) Xt log(Sessions) log(Users) Yt = log(errors) Ŷt

A1 4.274134748 8.756348968 0.832508913 2.53403 0.698970004 8.835231618

A2 4.049760552 8.461269125 0.77815125 2.5302 0.77815125 8.816059857

A3 4.272491401 8.757324228 0.806179974 2.53275 0.77815125 8.816059857

A4 4.080410007 8.519577848 0.740362689 2.47857 0.602059991 8.859675815

A5 4.092720645 8.534136513 0.812913357 2.53403 0.77815125 8.816059857

A6 4.070887144 8.422097758 0.748188027 2.4609 0.698970004 8.835231618

A7 4.006294858 8.365783605 0.698970004 2.43297 0.602059991 8.859675815

A8 3.979275148 8.346017895 0.698970004 2.43616 0.84509804 8.80039534

B1 4.295413146 8.717581276 0.892094603 2.60314 0.77815125 8.816059857

B2 4.200604292 8.662325835 0.812913357 2.53148 0.602059991 8.859675815

B3 4.240599164 8.751858023 0.86332286 2.59218 0.698970004 8.835231618

B4 4.063333359 8.493365208 0.73239376 2.46389 0.602059991 8.859675815

B5 4.305222352 8.732705216 0.908485019 2.63548 0.698970004 8.835231618

B6 4.085861174 8.639720656 0.792391689 2.47857 0.77815125 8.816059857

B7 4.276139985 8.759314859 0.897627091 2.62428 0.698970004 8.835231618

B8 4.041511113 8.592867935 0.716003344 2.4624 0.602059991 8.859675815

B9 4.129818744 8.637703046 0.799340549 2.51055 0.698970004 8.835231618

B10 4.03702788 8.510355993 0.707570176 2.4609 0.698970004 8.835231618

B11 4.029261996 8.447051793 0.69019608 2.44404 0.698970004 8.835231618

B12 4.035869814 8.511780853 0.72427587 2.45484 0.77815125 8.816059857

B13 4.266466895 8.751655647 0.886490725 2.60314 0.602059991 8.859675815

B14 4.144075806 8.643302801 0.799340549 2.48996 0.698970004 8.835231618

B15 4.305415864 8.764782707 0.913813852 2.65031 0.602059991 8.859675815

B16 4.114310677 8.647530193 0.806179974 2.52244 0.77815125 8.816059857

A9 4.292743271 8.780751439 0.897627091 2.617 0.698970004 8.835231618

A10 4.095866453 8.630975554 0.812913357 2.52504 0.77815125 8.816059857

C1 4.261524556 8.730982679 0.929418926 2.65992 0.698970004 8.835231618

C2 3.806451323 8.313155225 0.568201724 2.35025 0.698970004 8.835231618

C3 4.162833144 8.614682797 0.84509804 2.48572 0.602059991 8.859675815

C4 4.135546068 8.59011298 0.832508913 2.47857 0.698970004 8.835231618

C5 4.02514195 8.526629471 0.672097858 2.42651 0.698970004 8.835231618

C6 3.94512377 8.398251897 0.591064607 2.40824 0.698970004 8.835231618

C7 4.386570302 8.774092943 0.968482949 2.69285 0.84509804 8.80039534

C8 4.093456707 8.564873619 0.785329835 2.49693 0.77815125 8.816059857

. . . . . . . . . . . . . . . . . . . . .

Table 9. The correlation matrix for www.ismdhanbad.ac.in.

Hits count Bytes count Sessions count User count

Hits count 1 0.93 0.93 0.92
Bytes count 0.93 1 0.89 0.87
Sessions count 0.93 0.89 1 0.95
User count 0.92 0.87 0.95 1
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(a) (b)

Fig. 2. (a) Scree plot for the workload characteristics of www.ismdhanbad.ac.in. (b) Scree plot
for the Web workload characteristics for www.isical.ac.in.

Here, in this case, Xt is not a deterministic function of Yt and also disturbed by
some noise. In order to eliminate the noise components from the inputs, i.e., the
log(12h Bytes transferred count) (i.e., Xt), a hypothesis Ŷt = 7 × 10−8X6 − 8 ×
10−6X5 − 0.007X3 + 0.072X2 − 0.337X + 9.038 has been designed and the cal-
culated noise component (i.e., Nt = Ŷt − Yt) corresponding to each occurrence
has been tabulated in Table 8. Here, Ŷt is the estimated log(cumulative occur-
rences of errors) having an impact on the reliability of www.ismdhanbad.ac.in.
The corresponding independently and identically distributed (iid) noise series
(at ∼ (0, 0.019)) of www.ismdhanbad.ac.in has been tabulated in Table 8. For sim-
plicity, we have assumed at is same as ηt. Then, the transfer function model between
the noise component (Nt) and at (as given in Eq. (5)) can be expressed as given
in Eq. (14).

Nt =
θ(B)
φ(B)

at =

1 + 8.327× 10−17B + 1.388 × 10−16B2

+ 7.355× 10−16B3 − 4.163 × 10−16B4

1 + 8.327 × 10−17B − 4.996× 10−16B2 − 4.302 × 10−16B3

+ 2.776× 10−16B4 + 4.163 × 10−16B5

at.

(14)

The order of the above ARMA model has been decided by analyzing the partial
ACF and the ACF. Hence, from Eq. (6), the final transfer function model between
the output (Yt) and the input (Xt), the noise (at) after analyzing the partial ACF,
ACF and the cross-correlation function (given in Eq. (6)), can be expressed as given
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in Eq. (15).

Yt =

1 + 6.661× 10−16B + 6.384 × 10−16B2 − 2.442× 10−15B3

+ 4.163× 10−16B4 − 4.441× 10−16B5

1 − 8.882 × 10−16B − 6.661× 10−16B2 + 2.47 × 10−15B3

− 3.775× 10−15B4 + 5.551× 10−16B5

Xt

+

1 + 8.327× 10−17B + 1.388 × 10−16B2

+ 7.355× 10−16B3 − 4.163× 10−16B4

1 + 8.327 × 10−17B − 4.996× 10−16B2 − 4.302 × 10−16B3

+ 2.776× 10−16B4 + 4.163 × 10−16B5

at. (15)

From Table 8, we can find that Xt and Nt are serially correlated. Hence, in order
to get the consistent estimates of vjs, the pre-whitening technique, proposed in
Sec. 2.3.1, has been applied. Hence, we have to develop the univariate ARMA model
between the input variable (Xt) and the white noise (ηt) as φ(B)Xt = θ(B)ηt. For
simplicity, we have assumed ηt and at are same. Hence, the above equation will be
changed to φ(B)Xt = θ(B)at. After analyzing the partial ACF, ACF and cross-
correlation we have decided it as a ARMA(2,4) process, where, φ(B) = 1 + 2.644×
10−16B + 4.624 × 10−17B2 and θ(B) = 1 − 2.367 × 10−16B + 2.868 × 10−16B2 +
4.4.5 × 10−16B3. Hence, as described in Sec. 2.3.1, at can be expressed as

at =
φ(B)
θ(B)

Xt =
1 + 2.644 × 10−16B + 4.624× 10−17B2

1 − 2.367× 10−16B + 2.868 × 10−16B2 + 4.4.5 × 10−16B3
Xt.

(16)

Similarly, yt and nt can be expressed as follows (given in Sec. 2.3.1):

yt =
φ(B)
θ(B)

Yt =
1 + 2.644 × 10−16B + 4.624× 10−17B2

1 − 2.367× 10−16B + 2.868 × 10−16B2 + 4.4.5 × 10−16B3
Yt,

(17)

nt =
φ(B)
θ(B)

Nt =
1 + 2.644× 10−16B + 4.624 × 10−17B2

1 − 2.367 × 10−16B + 2.868 × 10−16B2 + 4.4.5 × 10−16B3

×
1 + 8.327 × 10−17B + 1.388× 10−16B2

+ 7.355× 10−16B3 − 4.163 × 10−16B4

1 + 8.327× 10−17B − 4.996 × 10−16B2 − 4.302× 10−16B3

+ 2.776× 10−16B4 + 4.163× 10−16B5

at. (18)

Hence the final transfer function model, after analyzing the partial ACF, ACF
and the cross correlation function (as given in Eq. (9)) can be expressed as given
in Eq. (19).

yt =
1 + 2.644× 10−16B + 4.624 × 10−17B2

1 − 2.367 × 10−16B + 2.868 × 10−16B2 + 4.4.5 × 10−16B3
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×
1 + 6.661× 10−16B + 6.384 × 10−16B2 − 2.442 × 10−15B3

+ 4.163× 10−16B4 − 4.441 × 10−16B5

1 − 8.882× 10−16B − 6.661 × 10−16B2 + 2.47 × 10−15B3

− 3.775× 10−15B4 + 5.551× 10−16B5

Xt

+
1 + 2.644× 10−16B + 4.624 × 10−17B2

1 − 2.367× 10−16B + 2.868 × 10−16B2 + 4.4.5 × 10−16B3

×
1 + 8.327 × 10−17B + 1.388× 10−16B2

+ 7.355× 10−16B3 − 4.163× 10−16B4

1 + 8.327× 10−17B − 4.996 × 10−16B2 − 4.302 × 10−16B3

+ 2.776× 10−16B4 + 4.163 × 10−16B5

at.

(19)

The above equation can be written as: yt = c∗ + v(B)at + nt which is similar to
Eq. (9). Find the consistent estimates of v′js as given in Sec. 2.3.1 and predict the
remaining instances of the occurrences of the Web errors having an impact on the
reliability of the Web software. The predicted remaining log(cumulative occurrences
of the Web errors) having an impact on the reliability of www.ismdhanbad.ac.in
are tabulated in Table 10. Figure 3 represents the original versus predicted
log(cumulative occurrences of the Web errors) having an impact on the reliabil-
ity of www.ismdhanbad.ac.in.

Table 11 shows consecutive 12 h occurrences of different Web workload charac-
teristics of www.isical.ac.in extracted from the HTTP logs (access and error logs)
of the corresponding Web server.

Here, X1t = log(Hits), X2t = log(BytesTransferred), X3t = log(Users), X4t =
log(Sessions) and Yt stands for the log of cumulative occurrences of errors having an

Table 10. Original and predicted occurrences of errors of remaining 16 instances
of www.ismdhanbad.ac.in.

Original log (errors) Predicted log (errors) Predicted log (errors) by VAR(1)

0.77815125 0.785329835 0.5835
0.778319738 0.790419738 0.5308
0.76366604 0.77576604 0.5604
0.71413938 0.72623938 0.5738
0.713488986 0.725588986 0.5486
0.764014096 0.776114096 0.5096
0.769613955 0.780713955 0.5955
0.731287816 0.728387816 0.5816
0.728034937 0.740134937 0.5937
0.700854588 0.687854588 0.5588
0.713746042 0.720746042 0.5042
0.710708582 0.737708582 0.5582
0.690941496 0.681941496 0.4496
0.692844081 0.704944081 0.4481
0.68601564 0.69811564 0.4564
0.659255484 0.671355484 0.4484
0.672562929 0.681662929 0.4929
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Fig. 3. Original versus predicted errors (by the proposed method and the VAR(1) model) having
an impact on the reliability of www.ismdhanbad.ac.in.

impact on the reliability of www.isical.ac.in. In order to determine if any correlation
among the different Web workload characteristics exists or not, PCA has been per-
formed with the data given in first four columns of Table 11. Figure 2(b) shows the
corresponding Scree plot. The “elbow” in the red line at PC3 in Fig. 2(b) shows that
the PC1, PC2 and PC3 are the most important. However, Website administrators
should select those workload characteristics most suitable for their requirements.
In this case, we have taken the X1t = log(Hits), X2t = log(Bytes Transferred) and
X3t = log(Users) as the inputs and predict the log(cumulative occurrences of all
the Web errors) having an impact on the reliability of www.isical.ac.in. Here, first
44 observations of X1t = log(Hits), X2t = log(Bytes Transferred), X3t = log(Users)
and Yt with an interval of 12 h have been taken for the model fitting purpose and
the remaining 24 observations of Yt with an interval of 12 h for the prediction.
In this case, we apply Eq. (7) for the transfer function modeling. Analyzing the
ACF and the partial ACF, the transfer function model between the output (Yt)
and X1t = log(Hits), X2t = log(Bytes Transferred) and X3t = log(Users) is given
as follows:

Yt =

1 − 3.015 × 10−16B − 5.702× 10−17B2 + 1.664× 10−16B3

− 1.589× 10−15B4 + 1.088× 10−16B5

1 − 5.831 × 10−16B − 1.65 × 10−16B2

− 1.942× 10−16B3 − 1.887 × 10−15B4

X1t
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Table 11. Different Web work load characteristics and their log transformations along with the

occurrences of different errors having an impact on the reliability of www.isical.ac.in.

Groups X1t X2t X3t X4t Yt Ŷt

A1 4.411602873 8.886841741 2.800029359 2.021189299 1.230448921 1.329517053
A2 4.494349426 8.897213036 2.797959644 1.986771734 1.361727836 1.342735746
A3 4.458305392 8.887564102 2.799340549 2.004321374 1.361727836 1.336949544
A4 4.462906872 8.919501404 2.770852012 1.963787827 1.322219295 1.337925928
A5 4.510276844 8.870454797 2.800029359 2.008600172 1.361727836 1.34507976

A6 4.502058223 8.822364489 2.761927838 1.968482949 1.342422681 1.343709208
A7 4.479229695 8.920205779 2.748188027 1.939519253 1.322219295 1.340580557
A8 4.470322271 8.914781347 2.749736316 1.939519253 1.380211242 1.339151486
B1 4.473384771 8.858472689 2.838849091 2.06069784 1.361727836 1.339046591
B2 4.554743484 8.819242892 2.798650645 2.008600172 1.322219295 1.351900642
B3 4.437782262 8.883520803 2.832508913 2.041392685 1.342422681 1.333579503
B4 4.499274582 8.909252888 2.763427994 1.959041392 1.322219295 1.343645271
B5 4.450156695 8.86945902 2.857935265 2.071882007 1.342422681 1.335386948
B6 4.507667007 8.867016548 2.770852012 1.995635195 1.361727836 1.344692548
B7 4.460687407 8.889039838 2.851258349 2.064457989 1.342422681 1.337151396
B8 4.49140372 8.898518278 2.762678564 1.949390007 1.322219295 1.342387691
B9 4.537617636 8.865822202 2.787460475 2 1.342422681 1.349406875
B10 4.489817908 8.859653989 2.761927838 1.944482672 1.342422681 1.341996397
B11 4.487095934 8.892056469 2.753583059 1.934498451 1.342422681 1.341725888
B12 4.475104348 8.916413569 2.758911892 1.954242509 1.361727836 1.339869414
B13 4.585122186 8.936759579 2.838849091 2.056904851 1.322219295 1.357025629
B14 4.530635056 8.903007562 2.776701184 2 1.342422681 1.348452369
B15 4.465427468 8.893102357 2.866877814 2.075546961 1.322219295 1.337883308
B16 4.518658681 8.894399445 2.793790385 2.004321374 1.361727836 1.346512705
A9 4.471614378 8.894096128 2.846955325 2.064457989 1.342422681 1.338898082
A10 4.511482289 8.901751831 2.79518459 2.008600172 1.361727836 1.345395408
C1 4.451187525 8.896663051 2.872738827 2.086359831 1.342422681 1.335615202
C2 4.421669724 8.900728919 2.710117365 1.86923172 1.342422681 1.331619037
C3 4.538435481 8.909447248 2.774516966 2.029383778 1.322219295 1.349622444
C4 4.527152817 8.913361509 2.770852012 2.021189299 1.342422681 1.347880023
C5 4.499632105 8.922322934 2.745074792 1.924279286 1.342422681 1.343858326
C6 4.529083705 8.929510681 2.736396502 1.880813592 1.342422681 1.348670827
C7 4.535977311 8.900049817 2.893206753 2.113943352 1.380211242 1.348942784
C8 4.510558414 8.938106967 2.780317312 1.991226076 1.361727836 1.345446979

. . . . . . . . . . . . . . . . . .

+
1 − 1.305×10−15B + 2.22×10−16B2 − 1.943 × 10−16B3

1 − 1.332×10−15B − 3.053× 10−16B2

− 2.776× 10−17B3 + 1.735 × 10−17B4

X2t

+

1 − 1.082×10−15B + 1.388×10−16B2

+ 8.327× 10−17B3 − 1.232 × 10−16B4

1 − 1.554×10−15B − 5.551× 10−16B2

+ 2.776× 10−16B3 + 1.232 × 10−16B4

X3t.

(20)

After analyzing the partial ACF, ACF and cross-correlation function we have
decided the above transfer function model. In order to eliminate the noise
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components from the input series, a multiple regression model ŷ = 0.603 +
0.158X1t + 0.004X2t − 0.003X3t has been fitted and the corresponding noise com-
ponents (i.e., Nt = Ŷt − Yt) having standard deviation 0.1442 have been tabulated
in Table 10. Here, X1t, X2t, X3t are the input series for www.isical.ac.in and Ŷt

is the estimated cumulative occurrence of different errors having an impact on its
reliability. The corresponding independently and identically distributed (iid) noise
series (at ∼ (0, 0.019)) of www.isical.ac.in has been tabulated in Table 11. The
ARMA model between the noise component and the iid noise is given as follows:

Nt =
θ(B)
φ(B)

at =
1 − 1.804× 10−16B + 8.327 × 10−17B2

1 + 2.22 × 10−16B + 1.943× 10−16B2

− 1.11× 10−16B3 − 1.11 × 10−16B4

at. (21)

Using Eq. (7), the transfer function model for www.isical.ac.in is given in Eq. (22):

Yt =

1 − 3.015 × 10−16B − 5.702× 10−17B2 + 1.664× 10−16B3

− 1.589× 10−15B4 + 1.088× 10−16B5

1 − 5.831 × 10−16B − 1.65 × 10−16B2 − 1.942× 10−16B3

− 1.887× 10−15B4

X1t

+
1 − 1.305×10−15B + 2.22×10−16B2 − 1.943× 10−16B3

1 − 1.332×10−15B − 3.053 × 10−16B2

− 2.776× 10−17B3 + 1.735× 10−17B4

X2t

+

1 − 1.082×10−15B + 1.388×10−16B2

+ 8.327× 10−17B3 − 1.232 × 10−16B4

1 − 1.554×10−15B − 5.551 × 10−16B2

+ 2.776× 10−16B3 + 1.232 × 10−16B4

X3t

+
1 − 1.804 × 10−16B + 8.327× 10−17B2

1 + 2.22 × 10−16B + 1.943× 10−16B2 − 1.11 × 10−16B3

− 1.11× 10−16B4

at. (22)

From Table 11, we can find that Xit(i = 1, 2, 3) and Nt are serially correlated.
Hence, in order to get the consistent estimates of vljs, the pre-whitening technique
for multiple inputs and single output, proposed in Sec. 2.3.1, has been applied.
Hence, we have to develop the univariate ARMA model between the input vari-
able (Xit) and the white noise (ηt) as φi(B)Xit = θi(B)ηt. For simplicity, we
have assumed ηt and at are same. Hence, the above equation will be changed to
φi(B)Xit = θi(B)at, i.e., φ1(B)X1t = θ1(B)at, φ2(B)X2t = θ2(B)at, φ3(B)X3t =
θ3(B)at.

Then, at = φ1(B)
θ1(B) X1t, at=

φ2(B)
θ2(B) X2t and at=

φ3(B)
θ3(B) X3t. Equating them, we get:

X2t =
φ1(B)
θ1(B)

θ2(B)
φ2(B)

X1t and X3t =
φ1(B)
θ1(B)

θ3(B)
φ3(B)

X1t.
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The transfer function model between X1t and at is given as follows (after analyzing
the partial ACF, ACF and cross-correlation function):

X1t =
θ1(B)
φ1(B)

at

=
1 − 5.551 × 10−17B + 5.551 × 10−17B2

1 − 8.327× 10−16B − 4.163 × 10−17B2 − 1.11 × 10−16B3

+ 4.158× 10−32B4 − 1.11 × 10−16B5 − 5.551× 10−16B6

at.

The transfer function model between X2t and at is given as follows (after analyzing
the partial ACF, ACF and cross-correlation function):

X2t =
θ2(B)
φ2(B)

at =
1 − 9.437 × 10−17B + 2.914× 10−16B2

1 + 5.551 × 10−17B − 2.776× 10−16B2
at.

The transfer function model between X3t and at is given as follows (after analyzing
the partial ACF, ACF and cross-correlation function):

X3t =
θ3(B)
φ3(B)

at =
1 − 1.929 × 10−15B + 1.055× 10−15B2

1 + 4.829 × 10−15B − 8.327× 10−16B2 − 2.304 × 10−15B3

− 4.441× 10−16B4 − 4.33 × 10−15B5

at.

Now, applying

1 − 8.327 × 10−16B − 4.163 × 10−17B2 − 1.11 × 10−16B3

+ 4.158× 10−32B4 − 1.11 × 10−16B5 − 5.551 × 10−16B6

1 − 5.551 × 10−17B + 5.551× 10−17B2

in Eq. (22) we get the final transfer function model which is given in Eq. (23) as

yt =

1 − 8.327 × 10−16B − 4.163 × 10−17B2 − 1.11 × 10−16B3

+ 4.158× 10−32B4 − 1.11 × 10−16B5 − 5.551 × 10−16B6

1 − 5.551 × 10−17B + 5.551× 10−17B2

×
1 − 3.015 × 10−16B − 5.702× 10−17B2 + 1.664 × 10−16B3

− 1.589× 10−15B4 + 1.088× 10−16B5

1 − 5.831× 10−16B − 1.65 × 10−16B2

− 1.942× 10−16B3 − 1.887 × 10−15B4

X1t

+

1 − 8.327 × 10−16B − 4.163× 10−17B2 − 1.11 × 10−16B3

+ 4.158× 10−32B4 − 1.11 × 10−16B5 − 5.551× 10−16B6

1 − 5.551× 10−17B + 5.551 × 10−17B2

× 1 − 1.305×10−15B + 2.22×10−16B2 − 1.943 × 10−16B3

1 − 1.332×10−15B − 3.053× 10−16B2

− 2.776× 10−17B3 + 1.735 × 10−17B4

X2t
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+

1 − 8.327× 10−16B − 4.163 × 10−17B2 − 1.11 × 10−16B3

+ 4.158× 10−32B4 − 1.11 × 10−16B5 − 5.551 × 10−16B6

1 − 5.551 × 10−17B + 5.551× 10−17B2

×
1 − 1.082×10−15B + 1.388×10−16B2

+ 8.327× 10−17B3 − 1.232 × 10−16B4

1 − 1.554×10−15B − 5.551 × 10−16B2

+ 2.776× 10−16B3 + 1.232 × 10−16B4

X3t

+

1 − 8.327× 10−16B − 4.163 × 10−17B2 − 1.11 × 10−16B3

+ 4.158× 10−32B4 − 1.11 × 10−16B5 − 5.551 × 10−16B6

1 − 5.551 × 10−17B + 5.551× 10−17B2

× 1 − 1.804× 10−16B + 8.327 × 10−17B2

1 + 2.22 × 10−16B + 1.943× 10−16B2

− 1.11× 10−16B3 − 1.11 × 10−16B4

at.

(23)

Then finding the consistent estimates of v′ijs(j = 1, 2, 3) of the above equation as
given in Sec. 2.3.1 predict the remaining instances log(original occurrences of the
Web errors) having an impact on the reliability of the Web software. The predicted
occurrences of the errors having an impact on the reliability of www.isical.ac.in are
tabulated in Table 12. Figure 4 represents the graph of log(original occurrences of
the Web errors) and log(predicted occurrences of the Web errors) having an impact
on the reliability of www.isical.ac.in.

4.1. Data analysis using MANOVA

The dependence of different independent variable on each other as also on the
dependent variable can also be determined using the MANOVA test on the data sets
of www.ismdhanbad.ac.in and www.isical.ac.in, which are discussed in the following
subsections.

4.1.1. ISM Dhanbad dataset

This subsection demonstrates the MANOVA test on the data sets of different Web
workload characteristics as also the occurrences of different Web errors having an
influence on the reliability of the www.ismdhanbad.ac.in, shown in Table 8.

In case of www.ismdhanbad.ac.in, the 50 days’ data set (subjects of the study)
can be divided into three groups, viz., {At}15

t=1, {Bt}15
t=1 and {Ct}20

t=1, contain-
ing 15, 15 and 20 elements respectively, after analyzing the nature of different
days’ occurrences of several Web errors having an influences on the reliability
of the aforementioned Website. Here, {At} = “occurrences of only SCF Admin”,
{Bt} = “occurrences of SCF Older” and {Ct} = “occurrences of both SCF Admin
and SCF Older”. Moreover, there are four independent variables, e.g., the number
of hits, amount of bytes transferred, number of hits and the number of generated
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Table 12. Original and predicted occurrences of errors of remaining 24 instances of

www.isical.ac.in.

Original log (errors) Predicted log (errors) Predicted log (errors) Nonlinear
by TF regression model

1.234448921 1.224517053 2.253 2.573
1.361727836 1.362735746 2.346 2.476
1.361727836 1.362735746 2.346 2.456
1.332219295 1.337925928 2.388 2.388
1.361727836 1.365079766 2.366 2.686
1.342422681 1.343709208 2.088 2.088
1.332219295 1.340580557 2.357 2.597
1.340211242 1.339151486 2.386 2.896
1.341727836 1.339046591 2.391 2.971
1.352219295 1.351900642 2.342 2.482
1.342422681 1.333579503 2.303 2.083
1.342219295 1.343645271 2.371 2.781
1.342422681 1.335386948 2.348 2.448
1.341727836 1.344692548 2.348 2.678
1.342422681 1.337151396 2.966 2.966
1.329919295 1.342387691 2.391 2.951
1.342422681 1.349406875 2.375 2.745
1.342422681 1.341996397 2.397 2.497
1.342422681 1.341725888 2.388 2.868
1.351727836 1.339869414 2.314 2.184
1.362219295 1.357025629 2.329 2.929
1.342422681 1.348452369 2.369 2.069
1.322219295 1.337883308 2.308 2.308
1.351727836 1.346512705 2.305 2.705

Fig. 4. Original versus predicted errors having an impact on the reliability of www.isical.ac.in.
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sessions. Here, the object of the study is to discover whether these variables are
significantly different for the aforementioned three groups and, as a consequence,
the MANOVA test has been applied. For this purpose, in the present study, the
authors have used the SPSS 20 and three ANOVAs could be carried out, i.e., one
ANOVA with each of {At}, {Bt} and {Ct}. However, it may be possible that all
the three variables are highly correlated. Thus, the three analyses are not indepen-
dent, whilst, the independent ANOVA ignores the interrelation between variables.
Consequently, substantial information may be lost, and the resultant p values for
tests of hypothesis for the three independent ANOVAs are incorrect.

All four aforementioned tests explore whether the means for each of the groups
are the same. The first line contains the values of the parameters (At, Bt, Ct) used to
discover significant levels in tables of the exact distributions of the statistics. For the
first three tests, the value of the test statistic is given, followed by its transformation
to a statistic that has approximately a F distribution. The next two columns contain
the numerator (hypothesis) and denominator (Error) degrees of freedom for the
F statistic. The next column gives us the observed significance levels which are
translated as the probability of observing a difference at least as large as the one
found in the sample when there is no difference in the populations. In our case,
due to the significance values of 0.000 we can conclude that the null hypothesis —
that there is no difference is rejected. Therefore, we know that there are significant
differences between the three groups on the means of the four variables, i.e., all
or some subsets of the independent variables may have influence on the different
groups of the dependent variables.

Again, we can also perform some tests of homogeneity in order to know whether
the variances for each of the groups (dependent variables) are the same, as follows:

Univariate Homogeneity of Variance Tests25–28

Independent Variable 1: Number of Users
Cochrans C = 0.561, p = 0.071 (approx.)

Table 13. The result of the multivariate test.

Effect Value F Hypothesis Error Sig.
d.o.f d.o.f

Intercept
Pillai’s Trace 0.956 249.681 3.000 0.000 0.0000
Wilk’s X 0.054 249.681 3.000 0.000 0.0000
Hotelling’s Trace 17.721 249.681 3.000 0.000 0.0000
Roy’s Largest 17.721 249.681 3.000 0.000 0.0000
Root

Group
Pillai’s Trace 0.464 2.683 9.000 0.000 0.0000
Wilk’s X 0.592 2.737 9.000 0.000 0.0000
Hotelling’s Trace 0.597 2.698 9.000 0.000 0.0000
Roy’s Largest 0.326 4.777 3.000 0.000 0.0000
Root
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Bartlett-Box F (Refs. 25–28) = 1.780, p = 0.16
Independent Variable 2: Number of Bytes Transferred
Cochrans C = 0.61, p = 0.37 (approx.)
Bartlett-Box F = 0.732, p = 0.391
Independent Variable 3: Number of Hits
Cochrans C = 0.688, p = 0.071 (approx.)
Bartlett-Box F = 1.890, p = 0.205
Independent Variable 4: Number of Sessions generated
Cochrans C = 0.65, p = 0.069 (approx.)
Bartlett-Box F = 1.187, p = 0.102.

As can be seen through the above given Cochran’s C (Refs. 25–28) and the Bartlett
Box F tests, the significance levels indicate that there is no reason to reject the
hypotheses that the variances in the three groups are equal (all values are greater
than 0.05). The aforementioned tests are univariate and are a convenient starting
point for examining homogeneity (covariance); however, we also need to simulta-
neously consider both the variances and the covariances. Consequently, “Box’s M”
test can be applicable in this case. Box’s M is based on the determinants of the
variance–covariance matrices in each cell, as well as the pooled variance–covariance
matrix. Thus, Box’s M25–28 provides us with a multivariate test for homogeneity.
The results of the Box’s test of homogeneity are given as follows in Table 14:

p = 0.488 > 0.5 (approx.), i.e., we have no reason to suspect that homogeneity has
been violated (values greater than 0.05). Hence, it can safely be concluded that
the dependent variables are correlated and, as a consequence, multivariate analysis
of variance is a procedure used when the dependent variables are correlated. The
following table demonstrates the tests between the dependent and the independent
variables, i.e., tests between the subjects and effects.

From Table 15, it can be found that no independent variables have significant
influences on any of the groups of the dependent variable; however, the signifi-
cant influence of one independent variable has been detected by PCA.25–28 Hence,
for forecasting purpose, using MANOVA,25–28 a VAR(1) model has been fitted
instead of a transfer function model and the construction of the model is given
as follows:

The basic requirement of the VAR(1) model is that the series must be stationary.
For stationarity checking purpose, Dickey–Fuller test has been carried out on the
three dependent variables, i.e., {At}15

t=1, {Bt}15
t=1 and {Ct}20

t=1, and found that all of

Table 14. Box’s M test result.

Box’s M 14.539
F 0.939
dof of A 14
dof of B 14
dof of C 19

1450026-41



2nd Reading

September 15, 2014 13:25 WSPC/S0218-5393 122-IJRQSE 1450026

S. Chatterjee & A. Roy

Table 15. Tests between subject (independent variables) and effects (dependent variables).

Source Type III Mean squares F Sig.
sum of squares

Corrected Dependent Hits 20.576 10.288 1.132 0.0122
model variable Bytes 1.121 0.561 0.111 0.0231

Users 108.121 54.061 5.317 0.0000
Sessions 85.485 2.742 7.455 0.0078

Intercept Dependent Hits 22.970 22.970 95.858 0.000
variable Bytes 20.742 20.742 341.830 0.000

Users 304.379 4.379 23.382 0.000
Sessions 33.333 3.333 11.654 0.000

Groups Dependent Hits 20.576 10.288 1.132 0.000
variable Bytes 1.121 0.561 0.111 0.000

Users 108.121 54.061 5.317 0.000
Sessions 85.485 2.742 7.455 0.000

Error Dependent Hits 72.455 9.087
variable Bytes 17.136 5.034

Users 40.500 10.167
Sessions 61.182 5.733

Total Dependent Hits 16.000
variable Bytes 9.000

Users 3.000
Sessions 80.000

Correlated Dependent Hits 3.030
total variable Bytes 8.258

Users 8.621
Sessions 6.667

the series are stationary. Now, the corresponding VAR(1) model is given as follows:
0
B@

At

Bt

Ct

1
CA =

0
B@

2.349657 × 104

−6.698394 × 105

6.149738

1
CA

+

0
B@

0.5678847 0.02474939 63.72188 −1.979139

−5.134792. 0.7243941 4.358335 × 104 −1.175460

2.947201 × 10−6 −5.157261 × 10−7 0.6389664 2.135620 × 10−4

1
CA

∗

0
B@

At−1

Bt−1

Ct−1

1
CA +

0
B@

−2.540463 × 102

5.566206 × 103

−1.377957 × 10−2

1
CA.

The predicted values are given in Table 11. Figure 3 shows the original and the
predicted occurrences of different Web errors having an impact on the reliability
of www.ismdhanbad.ac.in by the proposed method and the VAR(1) model and it
can safely be concluded that the performance of the proposed method is better
than its competitor. Apart from this, the proposed model has been compared to
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the forecasted outcome of another nonlinear multiple regression model, ŷ = 0.902+
0.198X2

1t, (according to the PCA) and found that the accuracy of the proposed
model is better, which is shown in Table 11.

4.1.2. ISI Kolkata data set

This subsection demonstrates the MANOVA test on the data sets of different Web
workload characteristics as also the occurrences of different Web errors having an
influence on the reliability of the www.isical.ac.in, shown in Table 11.

Similarly, in case of www.isical.ac.in, the 75 days’ data set (subjects of the
study) can be divided into three groups, viz., {At}15

t=1, {Bt}25
t=1, {Ct}35

t=1, contain-
ing 15, 25 and 35 elements respectively, after analyzing the nature of different
days’ occurrences of several Web errors having an influences on the reliability of
the aforementioned Website. In a very similar manner, {At} = “occurrences of only
SCF Admin”, {Bt} = “occurrences of SCF Older” and {Ct} = “occurrences of both
SCF Admin and SCF Older”. Moreover, there are four independent variables, e.g.,
the number of hits, amount of bytes transferred, number of hits and the number
of generated sessions. Here, the object of the study is to discover whether these
variables are significantly different for the aforementioned three groups and, as a
consequence, the MANOVA test has been applied. Apart from this, different uni-
variate (Cochrans C and Bartlett-Box F ) and multivariate (Box’s M test) tests of
homogeneity have been performed to test the correlations among different groups
of the dependent variables and confirm the existence of correlations among different
groups of the dependent variable. Consequently, the MANOVA can be performed.
The following table demonstrates the tests between the dependent and the inde-
pendent variables, i.e., tests between the subjects and effects.

From Table 16, it has been found that all the independent variables have influ-
ence on the groups of the dependent variables, however, only three components
can be found by using PCA. Hence, using the MANOVA, we have fitted a transfer
function model having four inputs (four independent variables) and single output
(the dependent variable) which is given as follows:

yt =

1 − 7.338 × 10−15B − 1.13 × 10−13B2 − 2.11 × 10−13B3

+ 2.12 × 10−22B4 − 2.12 × 10−12B5 − 2.521 × 10−12B6

1 − 2.521 × 10−12B + 2.251 × 10−12B2

×
1 − 3.25 × 10−12B − 2.72 × 10−12B2 + 1.24 × 10−12B3

− 1.52 × 10−12B4 + 1.02 × 10−12B5

1 − 2.82 × 10−12B − 1.25 × 10−12B2 − 1.9 × 10−12B3 − 1.8 × 10−12B4
X1t

+

1 − 2.7 × 10−12B − 2.63 × 10−12B2 − 2.12 × 10−12B3 + 2.58 × 10−22B4

− 2.15× 10−12B5 − 2.52 × 10−16B6

1 − 2.5 × 10−17B + 2.5 × 10−17B2

1450026-43



2nd Reading

September 15, 2014 13:25 WSPC/S0218-5393 122-IJRQSE 1450026

S. Chatterjee & A. Roy

Table 16. Test between subject (independent variables, i.e., different Web workload
characteristics) and effect (dependent variables, i.e., groups).

Source Type III Mean F Sig.
sum of squares squares

Corrected Dependent Hits 20.513 11.288 1.532 0.0122
model variable Bytes 1.21 0.361 0.581 0.0231

Users 108.11 54.061 6.657 0.0000
Sessions 55.47 6.742 8.655 0.0078

Intercept Dependent Hits 22.970 22.970 94.858 0.000
variable Bytes 20.742 20.742 341.830 0.000

Users 304.379 4.379 23.382 0.000
Sessions 33.333 3.333 11.654 0.000

Groups Dependent Hits 20.513 11.288 1.532 0.071
variable Bytes 1.21 0.361 0.581 0.056

Users 108.11 54.061 6.657 0.059
Sessions 55.47 6.742 8.655 0.054

Error Dependent Hits 75.55 10.087
variable Bytes 37.16 12.034

Users 46.500 14.167
Sessions 71.182 3.733

Total Dependent Hits 15.020
variable Bytes 12.092

Users 5.047
Sessions 98.000

Correlated Dependent Hits 4.030
total variable Bytes 3.28

Users 6.64
Sessions 5.67

× 1 − 1.25 × 10−15B + 1.22 × 10−16B2 − 2.943 × 10−16B3

1 − 1.32 × 10−15B − 3.2 × 10−16B2

− 7.776× 10−17B3 + 0.735 × 10−17B4

X2t

+

1 − 2.37 × 10−16B − 2.13 × 10−17B2 − 1.11 × 10−16B3

+ 4.58 × 10−32B4 − 1.21 × 10−16B5 − 5.21 × 10−16B6

1 − 2.21 × 10−17B + 2.21 × 10−17B2

×
1 − 2.082 × 10−15B + 2.38 × 10−16B2 + 2.327× 10−17B3

− 2.232× 10−16B4

1 − 1.554 × 10−15B − 5.551 × 10−16B2

+ 2.776× 10−16B3 + 1.232 × 10−16B4

X3t

+

1 − 2.7 × 10−16B − 2.1 × 10−17B2 − 1.2 × 10−16B3

+ 4.28 × 10−32B4 − 1.21 × 10−16B5 − 5.21 × 10−16B6

1 − 2.5 × 10−17B + 2.51 × 10−17B2
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× 1 − 1.2 × 10−15B + 1.3 × 10−16B2 + 8.3 × 10−17B3 − 1.2 × 10−16B4

1 − 2.5 × 10−15B − 2.5 × 10−16B2 + 2.26 × 10−16B3 + 1.22 × 10−16B4
X4t

+

1 − 2.3 × 10−16B − 4.1 × 10−17B2 − 1.2 × 10−16B3

+ 2.158× 10−32B4 − 1.11 × 10−16B5 − 5.2 × 10−16B6

1 − 5.551× 10−17B + 5.551 × 10−17B2

× 1 − 1.2 × 10−16B + 8.3 × 10−17B2

1 + 0.22 × 10−16B + 1.9 × 10−16B2 − 2.11 × 10−16B3 − 2.11 × 10−16B4
at.

The predicted values are shown in Table 13. Apart from this, a nonlinear regression
model using all the independent variables has also been established as follows:

ŷ = 0.813 + 0.98X1t + 0.8X2
2t + 0.18X2

3t + 0.9X2
4t.

The forecasted outputs of the aforementioned nonlinear regression model are given
in Table 13, which shows the superiority of the proposed method. Another advan-
tage of the proposed method is that, the PCA reduces the dimension of the input
data, which decreases the difficulty as well as increases the forecasting accuracy.
Graphical representations of different forested values are given in Fig. 4.

5. Performance Analysis of the Proposed Method

In this section, we have done the performance analysis of our proposed model by
evaluating some performance measures like, sum square error (SSE), root mean
square error (RMSE).

The performance measure SSE given in Refs. 10, 11, 16, 19 and 28 is defined as
follows:

SSE =
n∑

i=1

(xi − predicted(xi))2,

where, xi is the number original faults and predicted (xi) is the predicted fault.
The RMSE10,11,16,19,28 is frequently used measure of differences between values

predicted and the original values defined as:

RMSE =

√√√√ 1
n

n∑
i=1

(xi − predicted(xi))2,

where, xi is the number original Web errors and predicted(xi) is the predicted Web
errors.

Also, we have performed the χ2-goodness of fit test to validate the proposed
model as follows:

χ2
computed =

n∑
i=1

(yi − predicted(yi))2

predicted(yi)
,

where n is the size of the data set.
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Table 17. Different performance analysis criteria for the proposed method.

Data set SSE RMSE χ2
computed AIC

ISM 0.0057715 0.0189925 0.4252 21.205
ISI 0.0017219 0.0327443 0.00080662 23.5

The computed values of SSE, RMSE and χ2
computed for proposed transfer func-

tion model are given in Table 17. Again, the AIC28 values of the transfer function
models for both the Websites are calculated for finding the best transfer function
models and found that the two proposed models are best.

χ2
computed = 0.4252 (<42.980) at 24 degrees of freedom and 1% level of sig-

nificance for the data set corresponding to www.ismdhanbad.ac.in. In case of the
dataset corresponding to www.isical.ac.in, χ2

computed = 0.00080662 (<41.638) at 23
degrees of freedom and 1% level of significance. This establishes the validation of
the proposed transfer function model.

6. Conclusion

The proposed transfer function model very well demonstrates the use of time series
analysis for studying the interrelationship between single or multiple Web workload
characteristics and the number of Web errors having an impact on the reliability of
particular Web software. The results obtained in the previous sections establish the
fact that, transfer function modeling is a better time series tool for the prediction of
remaining Web faults. It is better time series tool because transfer function models
are useful for prediction of faults present in the software as well as for prediction
of different Web workload characteristics. Also, the proposed model is assumption
free. The proposed time series model will help the decision maker to assess the
correlation of faults. Results obtained showed that the method can be used for any
Web software failure data.
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