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Abstract. Sentiment Classification of web reviews or comments is an important and challenging task in Web Mining and Data
Mining due to the increasing social media and e-commerce industry. This paper presents a novel approach using association
rules for sentiment classification of web reviews. An optimal classification rule set is generated to abandon the redundant general
rule with comparatively lower confidence. In the class label prediction procedure, we proposed a new metric named Maximum
Term Weight (MTW) for the evaluation of rules and a multiple metric voting scheme to solve the problem when the covered
rules are not adequately confident or not applicable. The final score of a test review depends on the overall contributions of four
metrics. Experiments on multiple domain datasets from web site demonstrate that the voting strategy obtains improvements on
other rule based algorithms. Another comparison to popular machine learning algorithms also indicates that the proposed method
outperforms these strong benchmarks.
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1. Introduction

Sentiment Classification, also referred as Polarity
Classification or Binary Classification, aims to deter-
mine whether the semantic orientation of the given text
is positive or negative. The rise of social media such as
blogs and social networks as well as e-commerce sup-
pliers such as Amazon, EBay and Taobao created great
demand of sentiment analysis [1]. Automatic detection
and analysis of consumer reviews or comments from
Web is beneficial to market research, customer man-
agement, business intelligence, and recommendation
system [2]. For example, when consumers are browsing
on the e-commerce website, critical or praiseful reviews
or comments from other consumers greatly influence
their purchase decisions. Because it is becoming a
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common practice for a consumer to learn the reputa-
tion of a product or how others like or dislike it before
buying. The feedback analysis is also important for
researchers of recommendation systems to improve the
recommending accuracy, and for product manufactur-
ers to keep track of customer opinions on their products
to improve user satisfaction [3]. As the number of Web
reviews for any product (movies, e-commerce, social
network content etc.) grows rapidly, it is hard for a
potential consumer to make informed decision when
reading hundreds of reviews on a single product. For
manufactures or online shopping sites, it also requires
more and more effort to manage and keep track of the
large scale review dataset [4]. So, sentiment classifica-
tion is becoming a challenging and interesting topic in
text mining area.

Effective sentiment classification relies on multiple
disciplines, such as machine learning, natural language
processing, linguistic, statistic etc. One of the main
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methodologies for sentiment classification is to treat
sentiment classification as a special case of Text Catego-
rization [5], which is a well studied field in the last few
decades. Text categorization refers to assigning unla-
belled natural language documents into a predefined
set of semantic categories. Compared with text cate-
gorization, the difference in sentiment classification is
that the predefined labels only include “positive”, “neg-
ative” and sometimes “neural”, rather than the content
topics such as “sports”, “entertainment” and “politics”.
A large number of machine learning and probabilistic
based methods have been proposed for text categoriza-
tion. The most popular methods include Naı̈ve Bayes,
decision tree, decision rules, association rules, Rocchi,
neural networks, and support vector machines (SVM)
[6].

Comparative studies demonstrated that these gen-
eral techniques provide strong baseline accuracy for
sentiment classification and outperforms other meth-
ods based on lexicon analysis [7]. However, it is not
as good as the performance in general text catego-
rization problems because web review has its own
language characteristic. For example, sentiment is often
expressed in more subtle and indirect ways: for a given
review, sometimes only s small part of the sentences
have sentiment orientation, and sometimes both posi-
tive and negative words are used in the same sentence,
regardless of the rating score. Another reason is in
most of the Text Categorization methods, the represen-
tation of documents is based on vector space model
(VSM) proposed by Salton in 1975 [6]. Since the “bag
of words” method of VSM ignores the combinations
and orders of terms, one of the drawbacks of this strat-
egy is that it is not sufficient to preserve the semantic
and syntactic information.

Association rule based classifiers (associative clas-
sifier) originate from association rule mining task in
Data Mining. A classification rule is a special asso-
ciation rule which directs to class label. Association
rules are derived from frequent items sets. And a
frequent item set is a set of items in which the co-
occurrence of these items is more than a threshold
value called minimum support. Since association rules
reflect strong associations between items and includes
more underlying semantic and contextual information
than individual word, it has been developed within
the text mining domain in different aspects [8–10].
Although associative classification has been well stud-
ied in text categorization, there is still a lack of
applying association rules on sentiment classification
problems.

In this paper, we investigate the association rules
in sentiment classification problem. The motivation is
to convert this general classification approach into a
special domain and binary classification problem. The
main contributions of this work involve: First, we build
an optimal rule set to abandon the redundant rules to
construct the associative classifier; Second, we propose
a new metric named Maximum Term Weight (MTW)
for the evaluation of rules; Third, in rules matching
phase, a multiple metric voting scheme is used to solve
the problem when matched rules are not applicable or
not confident enough.

The rest of this paper is organized as follows. Section
2 gives a brief review of previous works on senti-
ment classification and associative text categorization.
Section 3 describes the proposed method in details.
Extensive experimental evaluation on real text data are
discussed in Section 4. Section 5 concludes the paper
and presents some directions for future work.

2. Related works

2.1. Sentiment classification

Sentiment classification outputs the judgment about
whether people like or dislike a product from their
reviews or comments recorded in natural language. One
of the most popular approaches focused on applying
traditional machine learning methods for text cate-
gorization on sentiment classification problem. These
approaches convert the sentiment analysis problem into
a text categorization task in which the predefined labels
to assign are “positive” and “negative”. Pang [7] firstly
tried to classify movie reviews into positive/negative,
using several supervised machine learning methods:
Naive Bayes, Maximum Entropy and SVM. They tested
different feature combinations and the results showed
that SVM combined with unigrams outperformed meth-
ods based on human-tagged features. In their following
work [11], they added in subjectivity detection with
minimum cuts algorithm to avoid the sentiment classi-
fier from dealing with irrelevant “objective” sentences.
They trimmed out such objective content from movie
reviews and used SVM classifier to determine the sen-
timent polarity of the test reviews. As reported in their
work, the classification performance of product reviews
is worse than that of normal topical text categorization.
One of the main difficulties is that people typically use
both positive and negative words in the same review,
regardless of the rating score. In analyzing political
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speeches [12] exploited the argument structure found
in speaker reference links to help determine how the
members of congress would vote given their congres-
sional floor speeches. The method in [13] also proved
that standard machine learning techniques outperform
lexicon and rule based approaches. They used bag-of-
words (BOW), Part-Of-Speech (POS) information and
sentence position as features for analyzing reviews, rep-
resenting reviews as feature vectors for classifiers such
as Naı̈ve Bayes and SVM. But these feature extrac-
tion methods also depend on tools like POS Tagger.
In [14], the problem of attributing a numerical score
(one to five stars) to a review is presented. They use
the feature representations of reviews and described
it as a multi-label classification problem and present
two approaches, using Naı̈ve Bayes and SVM [15].
Compares SVM and ANN (Artificial Neural Networks)
for document-level sentiment classification. The exper-
iment results indicated that ANN outperformed SVM
on movie review data, but the training time of ANN
is too long. Liu et al. [16] proposed an adaptive multi-
class SVM model for sentiment classification of tweets.
The initial common sentiment classifier is transferred
to a topic-adaptive one by optimization, unlabeled data
selection and adaptive feature expansion. In [17], a
hybrid feature selection method was proposed using
RST and Information Gain for sentiment classification
problem. SVM and Naı̈ve Bayes was used for classi-
fication and the result shows hybrid feature selection
method can obtain better results with less number of
features.

Other method for sentiment classification mostly
use natural language processing tools and linguistic
approaches for word/phrase level analysis [18–22] or
subjectivity/objectivity detection [23–25], but these
methods highly rely on linguistic tools and human
knowledge and didn’t show obvious advantage.

2.2. Association rules in text mining and sentiment
classification

Association rule mining is a fundamental task in data
mining [9]. The application of association rules in text
mining mainly involves two aspects. The first one is
using frequent term sets as frequent patterns or features.
Because frequent item set reflects strong associations
between items, it is naturally expected to contain more
underlying semantic and contextual meaning than indi-
vidual word. Frequent patterns have been explored and
proved to be helpful to obtain competitive performance
for text categorization and clustering. Frequent patterns

in text mining issues [10] can be frequent sequences or
frequent itemsets, the difference lies in if the sequen-
tial orders of words are considered [26]. Analyzed
the frequent patterns for text classification problem
and proposed a strategy to set min sup by establishing
a connection with feature selection approach. Ahone
[27] proposed the first algorithm to find maximal fre-
quent sequence for text document. A maximal frequent
sequence (MFS) is a sequence that is not contained or
subsequence in other frequent sequence. Consequently,
the collection of MFS’s can be a compact representa-
tion for the original term set. In [28], Edith H. applied
MFS in text clustering where each MFS of words cor-
respond to a feature of text document in vector space
model (VSM). Then k-means algorithm is employed
to group document into clusters. Other text clustering
methods based on frequent patterns involve MC [29],
CFWS [30] and FTC [31]. Instead of using frequent
patterns for text representation, these methods adopted
frequent sequence or itemsets in the clustering phase.

Another application is associative classifier which
construct classification model with association rules in
which the consequent part is the class label [32]. Firstly
introduced association rule mining technique into clas-
sification problem in which the classifier is built on
a subset of association rules called “class association
rules” [33]. Then developed this approach in a more
specific way and applied it in classifying text docu-
ments [8]. Discussed the problem of mining association
rules form textual document. More research on asso-
ciation rules in text mining are reported in survey [9].
Based on the existing related works, it can be concluded
that although associative classification is a well studied
method in text categorization, there is still a lack of
investigating association rules on sentiment classifica-
tion problems.

3. Proposed method

This section describes a new approach for sentiment
classification using association rules. The proposed
method includes four steps: (1) Data pre-processing and
feature selection; (2) Frequent term set extraction and
rule mining; (3) Mining optimal classification rules; (4)
Predicting test review with multiple metric voting.

3.1. Data pre-processing and feature selection

Data pre-processing and feature selection is an essen-
tial procedure for most of text processing issues because
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of the high dimensionality of the natural language text
which makes the text data quite noisy and sparse in vec-
tor space. Main approaches for text data pre-processing
involve stemming which reduce term variations to a
single representation and stop-word removal which
discard common terms like prepositions and articles.
Feature selection is one of the dimension reduction
methods that can significantly decrease the compu-
tational cost of text categorization and, at the same
time, preserve or even increase the classification per-
formance. In this paper, Information Gain (IG) is
implemented for feature selection. IG has been proved
to be one of the best feature selection methods for text
categorization [34]. It measures the entropy decrease of
the corpus between the feature is present or absent. Let
{ Ci} m

i=1 denote the set of categories, the IG of term t
is defined as:

IG(t) = −
∑m

i=1
P(ci) log P(ci)

+ P(t)
∑m

i=1
P(ci|t) log P(ci|t)

+ P(t̄)
∑m

i=1
P(ci|t̄) log P(ci|t̄)

(1)

Before extracting frequent term set, the original terms
are selected according to its IG score. In this study, the
magnitude of dimensions is reduced from 105 to 103.
Another important reason that makes feature selection
essential is that the number of single terms greatly influ-
ences the scale of frequent term sets as well as the rule
set. When the single terms increases, the number of fre-
quent terms sets grows exponentially and sometimes
unreachable. So, the base number of single terms must
be restricted to a reasonable scale.

3.2. Frequent term set extraction

Efficient mining of frequent itemsets is a fundamen-
tal problem for mining association rules. The original
description of association rule mining [35] is as fol-
lows: Let I = {i1, i2, . . . , in} be a set of items and
T = {t1, t2, . . . , tm} be a set of transactions in which
each transaction contains a subset of the items in I. If
itemset X ⊆ I, the number of transactions in T that con-
tain X is Count(X) and the total number of transactions
is n, then the support of X is Sup(X) = Count(X)/m. An
itemset X is called frequent if its support is greater than
or equal to a given percentage s which is so called the
minimum support (min-sup).

In text mining applications, each document d in
D = d1, d2, . . . dm is treated as a transaction and the set

of terms T = t1, t2 . . . tm contained in D corresponds
to the items set I. A term set S in T is frequent if
Sup(S) ≥ min-sup. The min-sup constraint of term set
is a key measure for frequent sets extraction because
it determines the scale and quality of the selected fre-
quent sets. This deserves more consideration for text
document because comparing with the classical mar-
ket basket analysis, the amount of terms in a document
is usually much larger than the items in a transaction.
The large number of terms will sometimes lead to the
exponential growth of frequent term set candidates and
make the result unreachable.

When applied to text mining problem, the concept
of support count corresponds to Document Frequency
(DF). It can be deduced that the support count of a
term set is the minimum DF of all the terms in set.
However, in classification task, support count cannot
be simply substituted by DF because DF only measures
the occurrences and this is not sufficient to differentiate
the discriminative effect of the frequent term sets. To
solve this problem, our previous work [36] proposed
a new metric Average Deviation Support (AD-Sup),
considering the distribution discrepancy of term sets in
each document class. Assume the documents set have
n classes class1, . . . classi, . . . classn and let FS denote
the term set and t is the term in FS, AD-Sup can be
formulated as :

AD-Sup(FS) =

√
n∑

i=1
{Sup(FS)i − Ave(Sup(FS))}2

Ave(Sup(FS))
(2)

Ave(Sup(FS)) =

n∑
i=1

Sup(FS)i

n
(3)

Sup(FS)i = min{df (t)1 . . . df (t)m} (4)

The expression of AD-Sup in Equation (1) can
be deemed as a modified support deviation, where
Sup(FS)i means the local support of FS in class i and
Ave(Sup(FS)) denotes the average value of Sup(FS) in
all the classes. Additionally, analysis on real data shows
that when a term set has a large average support, even
if it’s distributed quite evenly, sometimes its standard
support deviation may still surpass that of the term sets
which occur comparatively less but are more distinctive
in different classes. However, when a term set has very
close support value in different classes, it would not be
a valuable feature for classification. Hence in the AD-
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Sup equation, the standard deviation is divided by the
average support to represent the deviation rate instead
of the absolute deviation value.

The frequent term extraction procedure is imple-
mented using Apriori strategy [35]. Apriori is one of the
best known methods for association rule mining and as
a breadth-first-search algorithm, it generates itemsets in
a level-wise manner, where each candidate k-itemsets
in the kth iteration is generated from frequent (k−1)-
itemsets. In each iteration, the candidates with support
≥ min-sup are added into the frequent set until the can-
didate set is empty. Apriori algorithm is chosen as the
extraction method for the characteristic that in Apriori,
the algorithm works by scanning the database iteratively
and transactions are not stored in memory. This strat-
egy makes Apriori very suitable for the large count of
transactions and items in text documents. After obtain-
ing all the frequent term sets (FS), AD-Sup restraint
is used to refine the frequent features. The selected FS
will involve more term sets that are not only frequent
but distributed unevenly in different classes.

3.3. Optimal rule mining

Following the extraction of frequent term sets,
an association rule is an implication denoted by
X ⇒ Y , where X and Y are two subsets from a
frequent set Z = X ∪ Y . A rule is considered as “con-
fident” if its confidence restraint Conf (X ⇒ Y ) =
Count (X ∪ Y ) /Count(Y ) is not less than the thresh-
old value. For classification problem, the consequent of
the rules are class labels. The traditional definition of
association rule is widely accepted for its simplicity and
pruning effectiveness. However, it suffers the follow-
ing problems: (1) the confidence and support restraint
is not always suitable for any mining problem, an adap-
tation must be taken when association rules are applied
in a specific task; (2) the number of association rules
are usually too large which makes the pruning quite
challenging; (3) the vast amount of association rules
involve a lot of redundant information. To overcome
these obstacles, many interesting metrics and pruning
strategies have been proposed to find “optimal rules”.
There is no standard definition for “optimal rules”. This
paper utilizes a similar strategy close to [38]:

Definition (Optimal Association Rule Set): A rule
set is optimal with respect to an interestingness met-
ric if it contains all rules except those with no greater
interestingness than one of its more general rules. Given
two rules P ⇒ C and Q ⇒ C where P ⊂ Q, the lat-
ter is more specific than the former and the former is

more general than the latter. Figure 1 is an example of
optimal rule set generation where the interestingness
measure of rules is confidence. As is shown in Fig. 1,
(A, C) ⇒ Z, (B, C) ⇒ Z, and (A, B, C) ⇒ Z are
pruned because their confidences are smaller than those
more general ones.

A theorem that an optimal rule set is a subset of a non-
redundant rule set was proved theoretically in [38]. The
optimal rules pruning makes use of both support and
closure pruning and can greatly eliminate the redundant
rules. It can be expected to improve the associative clas-
sification on computation complexity and effectiveness
which we will discuss in Section 4.

3.4. Predicting sentiment class by association
rules

For general association rule based classification, the
classifier is a collection of selected rules. The method of
predicting class labels by rules can be categorized into
two main groups: the first one makes the prediction by a
maximum likelihood strategy of single rule; the second
one makes use of multiple rules to generate a score by
the interestingness metric and the correlations among
the rules. However, for sentiment classification, both of
the above strategies may fail to predict correctly in some
cases. Given covered rule sets with positive and nega-
tive classification rules, following examples are hard to
predict the sentiment: First, the covered positive rules
have the highest confidence but the difference with that
of the negative rules is quite small, while the number
of negative rules is much more than that of the positive
rules. In this case, the test review should be negative
rules but it will be predicted to be positive. Second,
the number of covered rules and the max-confidence of
rules are both equal. Third, the situation can be more
complicated, where the negative rules have a higher
confidence with a little priority than the positive but
besides the highest confidence rules, comparing other
covered rules, the positive rules are more persuasive.

To overcome these obstacles, borrowing the idea of
democratic regime, we propose a new voting scheme
using the following metrics for class prediction. The
class label of a test review will be determined by a
combination of voting score defined as Equations (5)
and (6).

Score(test reviewi) =
m∑
0

Vote(metricj) (5)
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Fig. 1. Example of optimal rule set

Vote(metricj) = { 1, −1, 0} (6)

The vote on a metric is 1, −1, or 0 depending on the
different metric value on covered positive rules (PR)
and negative rules (NR). Vote(metircj ) = 1 if metric
j (PR)>metircj(NR), and respectively, if metricj (PR)
<metircj(NR), Vote(metircj) = −1, if metricj(PR)=
metircj(NR), Vote(metircj) = 0. The assigned class label
depends on whether vote score of metrics is a positive
number or negative number

The metrics that are evaluated here include:

Definition 1 (Max-conf): the highest confidence value
of covered rules.

Definition 2 (Cover-len): the number of rules in the
covered rule set.

Definition 3 (Minor-conf): the average confidence of
covered rules excluding the highest one.

All the above 3 metrics can be obtained by the
recorded value generated in the rule mining procedure.
However, sometimes there is no promising rule with
a high confidence in the covered rules. The thresh-
old of confidence cannot be too high because that will
make the rule set too small and highly increase the
unpredictable cases which are not covered by any rules.
Consequently, the threshold is usually around 50%. For
example, when the Max-conf is 50% or the Max-conf
in PR and NR are very close, it is hard to predict if
a test review belongs to either category. To solve this
problem, we propose a new metric named MTW (Max
Term Weight):

Definition 4 (MTW): Maximum Term Weight, the aver-
age term weight of each rule clusters in covered rules.
In this paper, we use the information gain (IG) of each
term for its weight measure. A rule cluster is a collection
of rules which contains the same term. The motivation
of MTW is to make use of discriminative measurement
of single terms contained in the covered rules. Since
MTW is extracted from rules clusters, both the maxi-
mum and average term weight are considered without

Table 1
Examples of sentiment prediction by metric votes

Test review Max-conf Cover-len Minor-conf MTW Score

Review 1 1 1 0 1 3:Pos
Review 2 −1 −1 −1 1 −2:Neg

redundancy. The measurement of single terms is basis
for feature selection which reflects the importance of
terms for representing different classes. Besides IG,
similar measurement like TF*IDF and χ2 are also appli-
cable here.

Given a covered rule set, the algorithm to get MTW
can be described as follows:

Algorithm 1: MTW metric generation

Input: single term set (TS) in descending order
For each term Ti in TS:
If covered rule set is not empty

For each rule in covered rule set:
If(Rulej contains Ti)
Add Rulej to rule cluster(RCi);
Set: weight(RCi) = GetTermWeight(Ti);
Delete Rulej in covered rule set;

end If
end For

end If
end For

Return: Average(
k∑
i

Weight (RCi))

Table 1 illustrates two examples of sentiment predic-
tion on test reviews. The assigned class label depends
on whether vote score of metrics is a positive number
or negative number.

4. Experiments

4.1. Dataset

Multi-Domain Sentiment Dataset [39] contains
reviews of several product types (domains) taken from
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Table 2
Number of extracted frequent term sets

Dataset Number of Number of (>2) Total
double-term sets term sets number

Book 1875 7448 9323
DVD 1934 9764 11698
Kitchen 3214 9652 12866
Electronic 2076 9841 11917

Amazon.com. Each review consists of a rating (0–5
stars), a reviewer name, a product name, a review title,
and the review text. Reviews with rating >3 were labeled
positive, those with rating <3 were labeled negative, and
the rest discarded because of their ambiguous polarity.
Four domains of this dataset: DVD, Book, Kitchen and
Electronic are selected in this experiment. Each domain
contains 1000 positive and 1000 negative reviews.

In this paper, all the above datasets are pre-processed
by stemming and stop-word elimination. The evaluation
is conducted through 3-folds cross validation on the
training set, which equally splits the training corpus
into 3 folds and, for each time, uses two folds as the
training set and the left fold as the test set.

4.2. Frequent term sets extraction

The frequent term sets extraction starts from the
selected single terms by IG. The first scan generates
frequent term sets with two terms and these double term
sets are used as the input term sets for the candidate-
generating algorithm. Then the iteration starts until
no candidate is selected to be frequent term set. Dur-
ing the extraction procedure, two parameters are very
important to obtain high quality frequent features for

classification: the number of single terms and min-sup.
Single terms are the fundamental source for frequent
term sets; therefore, a proper number of single terms
must be set to control the quantity of input single terms.
Because too few terms are not sufficient for extract-
ing enough frequent features, while too many terms
will bring low weight terms and redundant informa-
tion, as well as a too large collection of frequent term
sets. Similarly, min-sup is the threshold for the iterating
extraction steps to guarantee all the selected term sets
are frequent enough to be statistically meaningful. In
this paper, input number of single terms is set to be 600
and min-sup is 2%.

Table 2 shows the extraction results on the four
datasets by min-sup, including number of double or 2-
term sets, number of (>2) term sets, and total number
of all the frequent term sets.

Tables 3 and 4 report more details of selected terms
and extraction results. The top single terms are ranked
by its IG value, followed by the frequent term sets
by support count and refined term sets by AD-Sup.
Note that the original text have been processed by
stemming algorithm to bring variant forms of words
together. Simultaneously, it also changes the form of
the words and makes the stemmed terms appear to be
different from the real words. Comparing the top fre-
quent term sets ranked by support count and refined sets
by AD-Sup restraint, most of the term sets are differ-
ent. On DVD reviews dataset, all the top 5 frequent term
sets by min-sup contain word “i”. Apparently, they are
selected due to their high occurrences, but “i” is a com-
mon pronoun without discriminating value for judging

Table 3
Top single term and frequent term sets in book and dvd

Top 5 terms Frequent Support count Refined AD-Sup Top 5 terms Frequent Support count Refined AD-Sup
term sets term sets term sets term sets

Bore i/book 1273 bore/i/so 0.922 wast i/work 678 terribl/i/all 0.849
Disappoint so/book 635 bore/i/book 0.896 worst so/i 612 terribl/do 0.842
Wast i/so 619 wast/i 0.875 bad i/all 509 i/worthless 0.839
Bad book/more 568 disappoint/i/out 0.872 great great/i 440 worst/work 0.807
Excel book/what 559 wast/book/i 0.860 bore would/i 386 wast/i/monei/work 0.795

Table 4
Top single term and frequent term sets in electronic and kitchen

Top 5 terms Frequent Support count Refined AD-Sup Top 5 terms Frequent Support count Refined AD-Sup
term sets term sets term sets term sets

Great us/i 734 terribl/i/ 1.0 easi num/my 373 return/time/first/ 1.0
Return work/i 678 refund/i 1.0 return my/so 357 worst/ever 0.962
Excel i/get 518 worst/i 0.963 great num/so 305 wast/monei/do 0.938
Price i/all 509 return/i/bui 0.959 love my/time 275 wast/monei/even 0.935
Wast i/when 488 wast/work 0.955 disappoint my/get 254 wast/monei/what 0.870
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Fig. 2. Classification results of different strategies on Book: F1, Precision and Recall (%).

Fig. 3. Classification results of different strategies on DVD: F1, Precision and Recall (%).

a review’s sentiment. We can observe similar results
in all the four datasets. It can be concluded that as a
kind of personal opinion expression, both positive and
negative web reviews contains similar language struc-
tures. Support count is not sufficient to extract effective
frequent term sets for classification. Contrarily, as is
show in Tables 3 and 4, term sets selected by AD-Sup
contain more sentiment oriented words and also have
better consistency with the most important single terms.

A min-AD-Sup threshold is then used to prune these
un-discriminative term sets before mining classification
rules.

We set min-conf as 50% in this experiment to extract
classification rules. In binary classification problem,
50% is the minimum value to avoid the same antecedent
occurs in two different rules in positive rule set and neg-
ative rule set. Tables 5 and 6 list the top classification
rules of the four datasets.

Table 5
Top positive (pos) and negative (neg) rules for book and dvd dataset

Pos rules Confidence Neg rules Confidence Pos rules Confidence Neg rules Confidence

Recommend/highli 0.880 bore/i/so 0.951 great/i/perfect 0.906 terribl/i 1.0
Great/book/best 0.822 bore/i 0.941 excel/i/recommend 0.903 work/junk 1.0
Great/book/i/love 0.817 bore/so 0.924 excel/would 0.903 terribl/all 1.0
Great/best 0.808 bore/book 0.909 excel/well 0.90 worst/work 1.0
Excel/book 0.803 wast/i 0.899 excel/bui 0.90 terribl/do 1.0

Table 6
Top positive (pos) and negative (neg) rules for electronics and kitchen dataset

Pos rules Confidence Neg rules Confidence Pos rules Confidence Neg rules Confidence

excel/price 0.932 terribl/i 1.0 easi/so/love 0.970 wast/monei 1.0
perfect/i/us 0.930 refund/i 0.980 easi/num/love 0.969 return/product 1.0
perfect/us 0.930 return/bui 0.958 easi/great/love 0.968 return/bui 1.0
price/good/well 0.927 worst/i/ 0.957 love/dishwash 0.967 return/again 1.0
great/perfect 0.925 support/call 0.95 best/so/can 0.967 worst/ever 1.0
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Fig. 4. Classification results of different strategies on Electronic: F1, Precision and recall (%).

Fig. 5. Classification results of different strategies on Kitchen: F1, Precision and recall (%).

4.3. Sentiment prediction using multiple metric
votes

For each test review, four metrics are collected to vote
for whether it is positive or negative based on the clas-
sification rules that the test review covers. The range
of judging score is −4, 4. When the score is a pos-
itive number, the review will be labeled as positive,
and when the score is a negative number, respectively,
the review will be labeled as negative. Figures 2 to
5 are the F1 value comparison of classification result
on the four dataset. To demonstrate the effectiveness
of the metric voting method, we select two baseline
algorithms: the Single Rule tries to match the maxi-
mum confidence rule of the covered rules set, and the
Multi-Rules compares both maximum confidence and
average confidence value. The results show that in all
the four datasets, our strategy outperforms the other
two baselines. The maximum improvement of 2.8% was
obtained on DVD. On each dataset, all the algorithms
were implemented with different min-conf. The results
also prove that 50% is the best min-conf to generate
promising and sufficient classification rules. When the
min-conf increases to 70% and 80%, the performance
declined rapidly because the number of rules decreases
to a very little scale and makes too many test documents
covered by none of the rules.

Table 7
Classification results vs. Other classifiers : F1 (%)

Dataset SMO LibSVM C4.5 NB kNN Voting score

Book 77.1 81.8 78.5 77.7 66.6 82.1
DVD 78.7 76.0 75.2 77.1 66.4 80.3
Electronic 82.5 75.6 79.3 73.5 67.4 81.9
Kitchen 82.1 81.9 80.7 75.6 58.5 83.9

Table 7 summarizes the classification results of
the proposed method comparing with other popular
machine learning classifiers. SVM, Naı̈ve Bayes (NB),
kNN and C4.5 are well studied text document classifiers
with very good performance track in many previous
researches. SVM was implemented with two algo-
rithms, LibSVM and SMO [37]. In three of the four
datasets, the F1 value of multiple metric voting strategy
surpassed the other four benchmark algorithms, except
for Electronic where the result of our method is very
close to SMO. (The bold value in Table 7 are to help to
illustrate the last sentence of this paragraph, since the
bold value is the maximum one for each Dataset.)

5. Conclusions

This paper has presented a novel approach using
association rules for sentiment classification of web
reviews. To extract discriminative frequent term sets,
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a new restraint measure AD-Sup was used which con-
siders more on the term set distribution on different
sentiment classes. The extraction was implemented
with the Apriori strategy, and the experiment results
on multiple domain reviews from real web sites demon-
strated that AD-Sup was an effective metric to eliminate
terms with no sentiment orientation. An optimal clas-
sification rule set was generated which abandons the
redundant general rule with lower confidence than the
specific one. In the class label prediction procedure,
we proposed a new metric voting scheme to solve the
problem when the covered rules are not adequately
confident or not applicable. The final score of a test
review depends on the overall contributions of four
metrics. To demonstrate the effectiveness of the voting
strategy, we compared the classification performance
with other strategies of using confidence. The result
shows 50% is the best min-conf to guarantee classifica-
tion rules both abundant and persuasive, and the voting
method improves the classification results on all the four
datasets. We also compared the proposed method with
popular machine learning algorithms including SVM,
Naı̈ve Bayes and kNN. The result also shows that our
strategy is effective and outperforms the other strong
benchmarks. Since this research focused on binary clas-
sification, our future work will concentrate on a further
optimization and the extension to multi-label sentiment
classification problem.
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