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Globalization has triggered a rapid increase in cross-border mergers and acquisitions (M&As).  However,
research shows that only 17 percent of cross-border M&As create shareholder value.  One of the main reasons
for this poor track record is top management’s lack of attention to nonfinancial aspects (e.g., sociocultural
aspects) of M&As.  With the rapid growth of Web 2.0 applications, online environmental scanning provides
top executives with unprecedented opportunities to tap into collective web intelligence to develop better insights
about the sociocultural and political–economic factors that cross-border M&As face.  Grounded in Porter’s
five forces model, one major contribution of our research is the design of a novel due diligence scorecard
model that leverages collective web intelligence to enhance M&A decision making.  Another important
contribution of our work is the design and development of an adaptive business intelligence (BI) 2.0 system
underpinned by an evolutionary learning approach, domain-specific sentiment analysis, and business relation
mining to operationalize the aforementioned scorecard model for adaptive M&A decision support.  With
Chinese companies’ cross-border M&As as the business context, our experimental results confirm that the
proposed adaptive BI 2.0 system can significantly aid decision makers under different M&A scenarios.  The
managerial implication of our findings is that firms can apply the proposed BI 2.0 technology to enhance their
strategic decision making, particularly when making cross-border investments in targeted markets for which
private information may not be readily available. 
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Introduction

Mergers and acquisitions (M&As) are a common strategy for
firms to maintain sustainable growth and achieve a compe-
titive advantage (Porter 1985).  Globalization has led to a
rapid increase in cross-border M&A initiatives, which involve
acquirers and acquiring targets operating in different countries
(Shimizu et al. 2004).  However, research shows that more
than 60 percent of M&As fail to meet their anticipated
financial objectives (Andrade et al. 2001; Calipha et al. 2010;
Cartwright and Cooper 1993; Marks and Mirvis 2001;
Tetenbaum 1999), and only 17 percent of cross-border M&As
can create shareholder value (Shimizu et al. 2004).  It is
believed that top management’s over-attention to the financial
factors and neglect of sociocultural and other nonfinancial
aspects of M&As is one of the main reasons for the large
number of M&A failures (Calipha et al. 2010; Galpin and
Herndon 2007; Shimizu et al. 2004; Stahl and Voigt 2008;
Weber et al. 1996).

El Sawy (1985) suggested that top executives’ strategic
decisions (e.g., M&As) would be enhanced by environmental
scanning.  Environmental scanning is the acquisition and
utilization of information about events (e.g., sociocultural
issues of M&As), trends, and relationships extracted from an
organization’s external environment to support top manage-
ment’s strategic planning and decision making (Albright
2004; Choo 1999; McEwen 2008; Yasai-Ardekani and
Nystrom 1996).  Continuous environmental scanning is par-
ticularly important to support top executives’ adaptive deci-
sion making in turbulent business environments (Choo 1999;
El Sawy 1985; McEwen 2008).  With the rapid growth and
the increased volume of different types of information on the
Internet, online environmental scanning is becoming more
popular (Choo 1999).  However, it is not practical for top
executives to manually perform environmental scanning over
the Internet due to the problem of information overload
(Farhoomand and Drury 2002; Lau, Bruza et al. 2008; Yan et
al. 2011).  Accordingly, online environmental scanning
enhanced by business intelligence (BI) is desirable.  In par-
ticular, it enables top executives and M&A consultants to
identify the sociocultural and political–economic issues to
help them address post-acquisition integration problems,
thereby improving the success rates of M&As.

The rise of Web 2.0 applications (Oreilly 2007; Raman 2009)
has led to a generation of rich environmental signals that have
triggered the development of emerging BI technologies,
collectively called BI 2.0 (Chen 2010).  These technologies
support automated sentiment and affect analysis (Abbasi,
Chen, and Salem 2008; Abbasi et al. 2008; Archak et al.
2011; Bollen et al. 2011; Das 2010; Das and Chen 2007), the

real-time visualization of unstructured information (Abbasi
and Chen 2008; Bhagwan et al. 2009; Chung et al. 2005; Ong
et al. 2005), and the discovery of hidden business relation-
ships from financial texts (Bao et al. 2008; Ma, Sheng, and
Pant 2009) to support real-time managerial decision making. 
In fact, Web 2.0 information has been shown to be valuable
for supporting various financial investment tasks (Antweiler
and Frank 2004; Bollen et al. 2011; Tetlock et al. 2008).  This
paper illustrates the design and development of a BI 2.0
system called Adaptive Business Intelligence for Mergers and
Acquisitions (ABIMA) that enhances top executives’ M&A
decision making.  In particular, we employ Chinese com-
panies’ cross-border M&As as an exemplar to demonstrate
the functionality and effectiveness of the proposed design and
its instantiation.

The Chinese government’s “going outside” strategy has
driven many cross-border M&As since 2002 (Tan and Ai
2010; He and Lyles 2008).  Apart from the aim of improving
China’s global political presence, the desire to secure natural
and strategic resources that sustain economic growth is
another key driver behind the cross-border M&As of Chinese
companies.2  However, Chinese companies’ cross-border
M&As in some foreign countries, such as the United States,
have encountered serious challenges.  These have mainly
been the result of Chinese companies’ lack of knowledge
about the sociocultural and political–economic characteristics
of the targeted M&A environments (Tan and Ai 2010; He and
Lyles 2008).  One well-known example is CNOOC’s attempt
to acquire Unocal, which was stopped by the U.S. Congress
in 2005 (Murphy 2005).  Another example is the Aluminum
Corporation of China’s attempt to acquire an 18 percent stake
in the Australian–British mining giant, the Rio Tinto group,
which was rejected by Rio Tinto’s shareholders in 2009
(Barboza and Wines 2009).  If Aluminum Corporation had
been able to apply a BI 2.0 system to identify and analyze the
sociocultural comments posted online by Rio Tinto’s
shareholders early on, the company might have been able to
employ appropriate public relations or a conflict resolution
strategy (e.g., acquisition via a third party) to rescue its failing
M&A attempt.

Grounded in Porter’s (1980) five forces model, one major
contribution of our research is the design of a novel due dili-
gence scorecard model that leverages collective web intelli-
gence to enhance M&A decision making.  In addition, guided
by the design science research methodology (Hevner et al.
2004; March and Storey 2008; Peffers et al. 2008), another

2“China Spreads Its Wings—Chinese Companies Go Global” (http://www.
accenture.com/us-en/Pages/insight-china-spreads-wings-chinese-companies-
go-global.aspx).
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important contribution of our research is the design and
development of an adaptive BI 2.0 system (i.e., an instan-
tiation) that operationalizes the aforementioned scorecard
model for adaptive M&A decision support.  In particular, a
computational algorithm (i.e., a method) called pseudo
labeling (PL) is designed to support the automatic construc-
tion of domain-specific sentiment lexicons that facilitate the
sentiment analysis of the events (e.g., the sociocultural issues)
and trends related to M&As.  A hybrid natural language pro-
cessing (NLP) (Arazy and Woo 2007) and statistical learning-
based algorithm for business relation mining is designed to
support relationship scanning in M&A environments.  More-
over, a hierarchical coevolution genetic algorithm (HCGA)
has been developed to empower the BI system with learning
and adaptation capabilities.

The managerial implication of our research is that top
executives can apply the proposed BI 2.0 technology to effec-
tively and efficiently scan the sociocultural and political–
economic events from the Web 2.0 environment to enhance
strategic decision making.  Specifically, the proposed tech-
nology offers complementary decision support for cross-
border corporate investment for which private information of
the targeted markets may not be readily available.  The
societal implication is that the proposed BI technology may
promote fair financial trading because enterprises that lack
private market information may leverage collective web intel-
ligence to improve their financial decision-making processes.
The main research questions addressed by our study are
summarized as follows:

• Is the proposed computational method for domain-
specific sentiment analysis more effective than other
existing methods? 

• Is the proposed computational method for business rela-
tion mining more effective than other existing methods?

• Can the ABIMA system provide significant decision
support to people conducting M&A activities?

• Can the ABIMA system offer adaptive decision support
under different M&A scenarios?

The rest of this paper is organized as follows.  The next sec-
tion discusses research related to BI 2.0 applications, senti-
ment and affect analysis, and business relation mining.
Following that, the system architecture and the implemen-
tation of the proposed ABIMA system are highlighted.  The
computational methods for domain-specific sentiment lexicon
construction, business relation mining, M&A target scoring,
and learning and adaptation are then illustrated.  Next, an

evaluation of the proposed ABIMA system in the context of
Chinese companies’ cross-border M&As is reported.  Finally,
we offer concluding remarks and suggest directions for future
research.

Related Research

BI 2.0 Applications

Srivastava and Cooley (2003) developed a Web business
intelligence (WBI) system to fetch information from diverse
sources on the Web and present relevant information to users
via the most suitable forms according to specific user profiles. 
Based on functional linguistic theory, Abbasi and Chen
(2008) developed a BI 2.0 framework and an instantiation
called CyberGate for the interactive analysis and visualization
of unstructured textual data generated from computer-
mediated communications (CMC).  Chung et al. (2005) pro-
posed the business intelligence explorer (BIE) framework,
which incorporates Web mining methods, data clustering
techniques, and visualization methods to effectively extract
knowledge from the Web.  Ong et al. (2005) designed a
method based on self-organizing map (SOM) hierarchical
knowledge generation to extract and visualize business intelli-
gence based on Chinese news articles.  The sound index
system explored user-generated Web content, online com-
munities, and social networks to dynamically compose music
charts (Bhagwan et al. 2009).  In contrast, our proposed
ABIMA system utilizes an unsupervised rather than a
supervised learning approach to extract both sentiments and
business relations from financial news articles and investors’
comments posted on the Web.

Sentiment and Affect Analysis 

Sentiment and affect analysis facilitates the extraction of
collective wisdom from opinionated expressions by scanning
the Internet in general and the Web 2.0 information
environment in particular.  Pang et al. (2002) applied super-
vised machine learning techniques, such as SVM, to predict
the sentiment polarity of movie reviews.  Turney and Littman
(2003) developed an inference-based opinion mining method
called semantic orientation (SO) analysis to estimate the
polarity of sentiments.  The SO of an arbitrary word can be
estimated based on the strength of its association with 14
seeding sentiment indicators measured in terms of point-wise
mutual information (PMI).  Context-sensitive sentiment
analysis was conducted by first parsing and constructing a
dependency tree from a sentence, at which point a set of
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linguistic features was used to train the supervised AdaBoost
classifier to predict the sentiment polarity of a word (Wilson
et al. 2006).

Based on the polarities of sentiments extracted from online
message boards, a supervised machine learning approach was
applied to predict the movement of the Dow Jones stock index
(Das 2010; Das and Chen 2007).  Abbasi, Chen, and Salem
(2008) developed an entropy-weighted genetic algorithm
(EWGA) to select the best syntactic and stylistic features for
multilingual sentiment classification against various extremist
online forums.  Archak et al. (2007, 2011) applied sentiment
analysis to the fine-grained product feature level, incorpor-
ating the polarities of sentiments at this level into a consumer
preference model to predict product sales.  Our proposed
domain-specific sentiment analysis method also conducts
fine-grained sentiment polarity classification at the aspect
level (e.g., the sociocultural aspects).  In addition, we propose
and evaluate an unsupervised learning method for building a
domain-specific sentiment lexicon to analyze financial texts.

Abbasi et al. (2008) proposed an SVM regression correlation
ensemble (SVRCE) method that utilizes an ensemble of
classifiers to predict affect intensities of online texts.  Calix et
al. (2010) found that a PMI-based automatic emotion word
feature selection method was as effective as a manual emotion
feature selection approach.  Based on the theory of kinesics,
the CAO (emotiCon Analysis and decOding) system
(Ptaszynski et al. 2010) classified a token into different
semantic areas, such as “mouth” or “eyes,” according to its
frequency of appearance in a training corpus.  Calvo and
D’Mello (2010) conducted a comprehensive meta-analysis of
existing approaches for the design and development of affect
detection systems.  More recently, supervised affect analysis
has been successfully applied to predict the movement of the
Dow Jones Industrial Average (Bollen et al. 2011).  A
lexicon-based affect feature extraction approach is applied to
the proposed ABIMA system because labeled training
examples are difficult to acquire for the finance domain.

Business Relation Mining 

Bernstein et al. (2003) proposed a computational method to
predict the associations among companies based on the co-
occurrence statistics of the corresponding stock tickers found
in financial news articles.  The CoMiner system makes use of
several predefined syntactic patterns (e.g., company A versus
company B) to identify competitive companies based on a
Web corpus (Bao et al. 2008).  Each syntactic pattern was
assigned a weight and the PMI measure was used to estimate
the strength of competitiveness between two companies over

the Web corpus.  Ma, Pant, and Sheng (2009) developed a
link-based weighted directed graph approach to extract com-
pany competitor relations from online financial news articles. 
For instance, if two companies co-occurred in a financial
news article, a directed link between these companies would
be established.

Ma, Sheng, and Pant (2009) also applied a link-based ap-
proach to predict company revenue relations based on online
financial news, and found that both the decision tree classifier
and the logistic regression classifier achieved comparable
performance.  Further, Pant and Sheng (2009) used both the
hyperlinks and the content of home pages for a pair of
companies to predict whether they were competitors.  Given
that labeled training examples are not readily available, our
proposed computational method for business relation mining
utilizes semi-automatically constructed relationship lexicons
and generic NLP rules to identify competitor, collaborator,
and supplier relationships among companies.

System Architecture and
Implementation

A formal environmental scanning process consists of five
subtasks:  the identification of scanning needs, information
gathering, information analysis, results communication, and
informed decision making.  Accordingly, the design of the
ABIMA system architecture is driven by the formal environ-
mental scanning model that supports the aforementioned
subtasks.  Since an effective environmental scanning system
should take the scanning context into account (Yasai-
Ardekani and Nystrom 1996), the design of the ABIMA
system considers the pragmatic aspects of M&As (i.e., the
scanning context) as well.  M&As typically go through
several stages, such as strategic planning, target selection (i.e.,
preliminary due diligence), legal preparation, target valuation,
financing, structuring transaction, due diligence inquiry,
negotiation and filing the letter of intent, closing, and post-
merger integration (Emott 2011; Galpin and Herndon 2007;
Reed  et al. 2007; Wu and Xie 2010).  The proposed ABIMA
system supports top management’s decision making at the
stages of strategic planning, target selection, target valuation,
due diligence inquiry, and post-merger integration.  The focus
of this paper is on the target selection stage.

Given that sociocultural elements have been identified as
critical success factors for M&As (Birkinshaw et al. 2000;
Harding and Rouse 2007; Shimizu et al. 2004), the ABIMA
system supports automated qualitative analyses (e.g., socio-
cultural analysis, business network analysis, internal analysis,
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Figure 1.  The General System Architecture of ABIMA

etc.) to augment traditional quantitative M&A analysis.  By
continuously scanning and analyzing the sociocultural and
political–economic information retrieved from the Web 2.0
environment, the ABIMA system is able to leverage collective
web intelligence to enhance top executives’ M&A decision-
making processes.  Figure 1 presents the general system
architecture of ABIMA.  Directed arrow lines represent
information flow among the system components.  Module (1)
supports both the identification of scanning needs and the
resulting communication subtasks of the environmental scan-
ning process, whereas modules (2) and (3) support the
information-gathering subtask.  In addition, modules (4), (5),
(6), (7), (8), and (9) perform the information analysis subtask. 
Module (10) facilitates the informed decision-making subtask.
Finally, module (11) enables an adaptive environmental
scanning process.  The ABIMA system was developed using
Java (J2SE v 5.0), Java Server Pages (JSP) 2.1, and Servlet
2.5.  The prototype system is hosted on a DELL 1950 III
Server with Quad-Core Xeon 2.33GHz Processors, 16GB
main memory, and 6TB secondary storage.  The server
operates under Windows Server 2003 R2 (x64 Edition).

The following paragraphs illustrate the various components of
the ABIMA system:

1. A user (e.g., a top executive) initiates a query by entering
the information of an M&A scenario through the decision
support front end.  In particular, s/he enters the name (or
stock ticker) of the acquirer, and other optional informa-
tion, such as the targeted M&A industrial sector, the
range of market values of the targets, the targeted
countries, the preference for targets providing comple-
mentary products or services, the time window of due
diligence, and so forth into the ABIMA system.  For
commercial due diligence, the time window of data
analysis usually ranges from the past 3 to 5 years (Emott
2011, p. 51; Howson 2006).  If the user does not specify
the time window for due diligence, a system default of
three years will be applied (i.e., analyzing the historical
data of the targets for the past three years).  A screen-shot
of the cross-border M&A recommendations for the SAIC
Motor case is shown in Figure 2.  For example, the user
can click the “drill-down” button beside a recommended
target, such as “Isuzu Motors” to display the quantitative
(e.g., EBITDAR) and qualitative details (e.g., the results
of sentiment analysis for the company and its products)
about the company.
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Figure 2.  The Due Diligence Scorecard of ABIMA (February 2011)

2. Public information, such as online financial news, RSS
feeds, investors’ comments, company Web sites, com-
pany filings archived at stock exchange sites (e.g.,
EDGAR), and more are retrieved through the Web 2.0
scanner and stored in ABIMA’s local database.  The Web
2.0 scanner utilizes Web services, application program-
ming interfaces (APIs),3 RSS feed readers,4 Internet
search engines, and dedicated crawler programs to
retrieve all of the relevant information pertaining to the
acquirer and the potential targets of an M&A query.  Our
crawler programs periodically (e.g., daily) extract up-to-
date financial information from a list of authoritative
Web sites (e.g., Yahoo Finance, Google Finance, Forbes,
Reuters, Hoovers, Fortune, etc.).  In addition, if the

M&A query is initiated by the acquirer, additional infor-
mation can be retrieved from its intranet as well.

3. Proprietary financial information services can also be
accessed through the external database scanner.  This
scanner utilizes the dedicated connection interfaces pro-
vided by service providers, such as Reuters and Bloom-
berg, to access proprietary information.

4. The document preprocessor applies traditional document
preprocessing procedures (Salton and McGill 1983), such
as stop word removal and part-of-speech (POS) tagging,
to process the financial news articles or investor com-
ments prepared in English.  The ABIMA system employs
the POS tagger provided by the GATE information
engineering service (Cunningham 2002) to parse and
tokenize financial news articles or comments written in
English.  The preprocessed financial information is
stored in the system’s local database.  For financial news

3http://code.google.com/intl/en/apis/finance/.

4www.google.com/reader.
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articles or investor comments written in Chinese, word
segmentation (Foo and Li 2004) must first be conducted. 
A GNU-licensed word segmentation program developed
by the Chinese Academy of Sciences, ICTCLAS,5 is
applied to extract meaningful word combinations and tag
these combinations with appropriate POS tags.

5. The financial analyzer applies various financial appraisal
methods and standard metrics, such as return on equity
(ROE), return on asset (ROA), cash flow to debt ratio,
net asset ratio, earnings before interest, taxes, deprecia-
tion, amortization, and rent (EBITDAR), debt to equity
ratio, and others to quantitatively evaluate the potential
M&A targets (Emott 2011; Madura et al. 1991; Reed et
al. 2007).  Because this paper focuses on applying inno-
vative BI technologies to enhance M&A decision
making, the details of financial analysis for M&As will
not be discussed.

6. The emotion analyzer then extracts the affects embedded
in texts (e.g., investors’ comments about a potential
M&A deal).  The WordNet-affect lexicon (Valitutti et al.
2004), which is an extension of the standard WordNet
lexicon (Miller et al. 1990), is used to assess the degree
of affect implied in stakeholders’ or investors’ comments
with reference to the classes of affect—anger, fear,
happiness, and sadness (Calix et al. 2010).  The compu-
tational details of the proposed affect analysis method are
given in Appendix B.

7. The lexicon learner uses a novel unsupervised learning
algorithm to build a domain-specific (e.g., finance)
sentiment lexicon based on the general sentiment lexi-
cons, such as OpinionFinder (Riloff et al. 2005).  The
proposed sentiment construction algorithm utilizes a
statistical learning method that has been successfully
applied to information retrieval (Lau, Bruza et al. 2008)
and ontology learning (Lau, Song et al. 2009) in previous
studies.  Our design choice is to use unsupervised
learning methods rather than supervised machine learning
methods because it is difficult to acquire a large number
of labeled training examples to train a supervised
classifier in the finance domain.

8. The sentiment analyzer then applies the automatically
learned domain-specific sentiment lexicon to analyze the
sentiments presented in financial texts (e.g., news, con-
versations captured from financial message boards, blog
posts, etc.).  In particular, an aspect-oriented sentiment

analysis method (Brody and Elhadad 2010; Lau, Lai et al.
2009) is applied to identify the sentiments related to
sociocultural and political–economic aspects of M&As.

  9. The business relation miner applies a hybrid NLP (Arazy
and Woo 2007) and unsupervised statistical inference
method to extract competitor, collaborator, and supplier
relationships among the companies of a specific indus-
trial sector based on financial news articles.  Several
network-based metrics underpinned by Porter’s (1980)
five forces model (Porter 1980) are developed to estimate
the competitive advantage of a firm or an entire industrial
sector. 

10. The due diligence scorecard assesses a potential indus-
trial sector or targeted firms by considering the most
important M&A factors, such as financial merits,
business fitness, sociocultural fitness, and competitive-
ness (Calipha et al. 2010; Garbuio et al. 2010; Harding
and Rouse 2007; Porter 1980; Shimizu et al. 2004;
Weber et al. 1996).  The results of the multi-dimensional
M&A analysis are presented to the user via the decision
support front end.  The idea of our due diligence score-
card is similar to that of the balanced scorecard (Kaplan
and Norton 1996), although the assessment dimensions
are slightly different.  As Figure 2 shows, our design
allows users to assign weights to various dimensions
according to their specific preferences and the specific
M&A scenarios.  The ABIMA system can compute
aggregated scores for the potential M&A targets and
generate a single ranked list of firms if the user prefers
such a presentation format.

11. The customization and adaptation module conducts
learning and adaptation tasks at both the system level and
the individual user level.  First, it performs a system-wide
adaptation to refine the M&A decision support mech-
anism by taking into account changing environmental
signals such as training M&A cases and the corre-
sponding financial documents in different periods.
Specifically, the hierarchical coevolutionary approach
(Delgado et al. 2004; Huang et al. 2009) is adopted to
design the system-wide adaptation mechanism.  Second,
the customization and adaptation module observes a
user’s interactions with the system over time, and utilizes
a genetic algorithm (GA) (Goldberg 1989; Holland 1992)
to learn and infer the user’s specific information scanning
and results communication preferences to realize a
personalized environmental scanning process (El Sawy
1985; Yasai-Ardekani and Nystrom 1996).  Due to space
constraints, this paper only focuses on the system-wide
learning and adaptation mechanism.5http://www.nlp.org.cn/.

MIS Quarterly Vol. 36 No. 4/December 2012 1245



Lau et al./Web 2.0 Environmental Scanning & Adaptive Decision Support

The Computational Methods
of ABIMA

Business Relation Mining

According to the theory of resource-based view (RBV)
(Barney 1991), researchers have explained the motive of
many M&As in terms of an acquirer’s intention to secure
complementary resources from an acquired company. The
unique contribution of business relation mining in the context
of M&As is that the potential of synergy between two
companies can be estimated based on a supply chain network
discovered via business relation mining.  For instance, if two
companies appear in a supply chain, complementary resources
between them may exist, which creates the potential for an
acquisition.  The structural embeddedness model posits that
a company’s embeddedness in a business network impacts its
competitive performance (Gnyawali and Madhavan 2001). 
Bernstein et al. (2003) also indicate that a firm’s relationships
with other firms could significantly influence its status in a
specific industrial sector.  Therefore, business relation mining
contributes to the effective assessment of the competitiveness
of a potential M&A target through the extraction and visuali-
zation of its business network.

The proposed computational methods for company name
identification and company relation extraction are conducted
at the fine-grained sentence level to improve overall accuracy. 
Identifying company names and their relationships from
financial documents is quite challenging because natural
languages are ambiguous and very flexible.  For company
name identification, there are at least two main challenges.
First, a variety of names can be used to refer to the same com-
pany.  Second, co-references (e.g., pronouns) may be used to
refer to a company.  For instance, the company General
Electric can also be referred to as GE (an abbreviation) or co-
referenced by “it” or “the company” in financial documents.
To deal with the first problem, the ABIMA system utilizes an
unsupervised learning method to automatically extract various
abbreviations that are statistically associated with a com-
pany’s name.  For the second problem, the ABIMA system
employs an NLP rule-based approach to resolve the co-
references appearing in texts.  The advantage of the proposed
method is that manually labeled training examples are not
required to resolve the co-references to a company.

The full names and stock tickers of companies stored in our
local database are passed to the named entity recognition
(NER) module of GATE (Maynard et al. 2001) to compose
the company name dictionary for basic name detection.

GATE is a general information engineering service, which
also contains a text tokenizer, a sentence splitter, a part-of-
speech tagger, a morphological analyzer, and a VP chunker
(Cunningham 2002).  The NER rules of GATE are extended
to consider the specific requirements of company name
identification.  For instance, the tokens preceding “Inc,” “Co,”
“Ltd,” and so forth are likely company names.  For business
relation mining, the ABIMA system first utilizes GATE to
identify valid lexical patterns, such as (organization, relation,
organization) and (relation, organization, organization).  A
seeding relationship lexicon is built using the common
relationship keywords often used to describe competitors, col-
laborators, and suppliers.  This is the only human intervention
involved when applying this method across business domains. 

For instance, words such as cooperate, ally, collaborate, joint,
together, partner, and their various forms are used to build the
collaborative relationships set of the relationship lexicon.  In
contrast, words such as compete, challenge, versus, enemy,=
against, vie, and their various forms are used to build the
competitive set.  Supplier relationship mining utilizes key-
words, such as supply, purchase, procure, lend, and so on to
build the supplier set.  Based on the proposed relationship
lexicon, each valid lexical tuple returned by GATE is classi-
fied as a competitive, collaborative, or supply chain-related
business relation by comparing the relationship keywords
appearing in both the lexicon and the lexical tuple.  However,
such an approach is expected to have a low recall because
some relationship indicators in the financial domain may not
be captured by the seeding relationship lexicon.  To make the
proposed computational method more robust and easily appli-
cable to other business domains, a statistical learning method
is applied to extract additional relationship indicators, which
are statistically correlated to the seeding relationship key-
words based on a domain-specific corpus (e.g., financial
documents).

The skeleton of a novel computational algorithm called
business relation mining by expansion (BRME) is shown in
Figure 3.  The first step of the BRME algorithm is to expand
the full names of companies (e.g., the company full names
extracted from Yahoo Finance) by using a variant of PMI
called the balanced mutual information (BMI) method, which
has been successfully applied to find statistically correlated
terms for concept discovery (Lau 2003; Lau, Song et al.
2009).  Compared to the standard PMI often used to infer the
statistical associations among terms (Turney and Littman
2003), the distinct advantage of the BMI method is that it can
take into account both positive and negative correlation
information to infer the strength of an association .
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Figure 3.  The Business Relation Mining by Expansion (BRME) Algorithm
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Because statistical learning may introduce noisy abbre-
viations, the second step of the BRME algorithm is to utilize
an entropy-based method called abbreviation entropy to prune
invalid abbreviations.  Abbreviation entropy is defined by 

AE a

Ass a org

T
org T

ORG

ORG

( )

( , )

| |
= ∈



where AE(a) is the abbreviation entropy of a candidate
abbreviation a of a company.  Ass(a, org) returns 1 if a is
associated with a company name defined in the table TORG.
|TORG| is the cardinality of the name table.  Hence, if a
candidate abbreviation a is associated with many company
names at the same time, its entropy is high and it should be
pruned.  Similarly, the seeding lexicon of relationship key-
words is expanded by using the same statistical learning and
pruning method.

The third step of the BRME algorithm is to resolve co-
references by using the proposed backward searching method.
According to the expanded company name table, all the
company names within a document are first identified.  By
invoking GATE’s part-of-speech recognizer, all of the
pronouns within the document are also identified.  Starting
with the first ambiguous pronoun in a document, the proposed
co-reference resolution method finds the nearest company
name by moving a virtual pointer backward.  If the distance
between the pronoun and the nearest company name does not
exceed the co-reference distance threshold , the co-ϖwindow

CoR

reference is resolved by using the nearest company name to
replace the pronoun.  This procedure continues to resolve the
ambiguous pronouns that follow in the document.

After co-reference resolution, the BRME algorithm identifies
pairs of company names by using the relationship keywords
defined in the expanded relationship lexicon.  If the three
elements of a valid relation pattern are colocated in a close
proximity defined by the parameter , a candidate business
relation is extracted.  This process is repeated for the entire
corpus.  Finally, the candidate business relations are pruned
using relation type and frequency.  For example, if both
competitive and collaborative relations of a pair of companies
are found in the corpus, th e BRME algorithm retainsϖwindow

Rel

the type of relation based on which one has a higher
occurrence frequency.

The BMI measure is applied to find candidate company
abbreviations or candidate relationship keywords from a
corpus, expanding the company name table or the relationship
lexicon.  The BMI measure is defined by the following:
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where BMI(ti, tj) is a function to estimate the statistical
correlation between two terms ti and tj.  For example, one of
the terms is the recognized full company name.  The
parameter  is used to adjust the relative weight ofϖBMI ∈ [ , ]0 1
positive and negative evidence, respectively (Lau 2003; Lau,
Song et al. 2009).  Pr(ti, tj) is the joint probability that both
terms appear in a text window, and Pr(ti) is the probability
that a term ti appears in a text window.  The probability Pr(ti)
is estimated based on  where |wi| is the number of virtual| |

w
w

t

text windows containing the term t and |w| is the total number
of windows constructed from a training corpus.  Similarly, 
Pr(ti, tj) is the fraction of the number of windows containing
both terms out of the total number of text windows.  Negation
such as Pr(ti, ¬tj) is interpreted in the way that ti but not tj

appears in a text window.  After computing the BMI scores,
the tokens with the top scores and high string similarity (Islam
and Inkpen 2008) are selected as the candidate abbreviations
for company names.

Each pair of companies with a recognized relation is used to
build a business network for a particular industrial sector.  For
both competitive and collaborative relations, the directions of
the relations are not extracted because it is too challenging to
predict these based on shallow text parsing and light-weight
NLP techniques.  The Pajek Java library (Batagelj and Mrvar
1998) has been applied to develop our business network
visualization module.  The business network diagram for the
banking industry in the Forbes 2000 list is depicted in
Figure 4.  In the diagram, dashed lines represent competitive
relations, solid lines represent collaborative relations, and
directed solid lines indicate supplier relations pointing from
suppliers to consumers.  It is easy to observe that some nodes
(i.e., companies) are well connected to many other nodes.
One example is Citigroup, one of the hubs in the business
network.  The bank’s structural embeddedness in the banking
network (e.g., connecting many nodes via the collaborative
links) has implications for its competitiveness.  Indeed, Citi-
group is one of the leading commercial banks in the world.

Automated Construction of Domain-
Specific Sentiment Lexicons

The identification of sociocultural and political–economic
issues is essential at both the target-selection and due dili-
gence stages because these issues can cause serious problems
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Figure 4.  The Business Relation Network of the Forbes Banking Industry

at the post-acquisition integration stage, leading to the total
failure of an acquisition (Birkinshaw et al. 2000; Calipha et al.
2010; Deresky 2011; Harding and Rouse 2007; Shimizu et al.
2004).  At the same time, it has been indicated that analyzing
consumers’ attitudes toward a targeted firm is important when
the social scanning of the firm is conducted (Albright 2004). 
Apart from external environmental scanning, an internal
analysis to understand the strengths and weaknesses of both
the acquirer and the target is also important in M&As
(Deresky 2011; Garbuio et al. 2010; Reed et al. 2007).  As
Figure 5 shows, sentiment analysis helps top executives
quickly identify potential sociocultural issues early on,
enabling them to make a more informed decision as early as
at the target-selection stage.  The <neg-sent> tag indicates a
negative sentiment, and the <aspect> tag refers to a socio-
cultural or political–economic aspect in Figure 5.  Even if top

management decides to acquire a target involving some
sociocultural concerns, they can be better prepared to handle
post-acquisition integration problems if they are alerted about
the issues in the beginning stages.  For instance, if a Chinese
acquirer realizes that there is skepticism about its cross-border
acquisitions in Australia, it may attempt an alternative route
to the approach that was used with Rio Tinto in 2009.

Although lexicon-based methods have been widely used for
sentiment analysis (Esuli and Sebastiani 2005; Riloff et al.
2005), a low recall of sentiment identification may occur.
The reason is that domain-specific sentiment indicators may
not be defined in a generic sentiment lexicon.  One of the
main contributions of our research is the design of an auto-
mated method for domain-specific sentiment lexicon con-
struction that enhances sentiment analysis.  An unsupervised

The Citigroup Hub
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Figure 5.  Sociocultural Issues of Chinese Companies’ Cross-Border M&As

learning method is preferred because manually labeling
training examples to train a supervised classifier for each
application domain is extremely labor intensive.  As Figure 1
(module 7) shows, the inputs for the proposed sentiment
lexicon learning module are a large, domain-specific corpus
of documents (e.g., financial news articles) and generic
lexicons, such as OpinionFinder (Riloff et al. 2005) and
SentiWordNet (Esuli and Sebastiani 2005).  The proposed
learning method is called pseudo labeling since it explores
both term-to-term and term-to-document relations of a
domain-specific corpus to automatically infer the polarity
label of each document, thereby extracting the domain-
specific sentiments from within each document.  The pro-
posed PL algorithm is depicted in Figure 6.

Initially, a generic sentiment lexicon (e.g., OpinionFinder) is
used to identify domain-independent sentiments.  For ex-
ample, strong subjective sentiments with one single polarity
defined in OpinionFinder are treated as domain-independent
sentiments.  According to the general linguistic rule of con-
textual coherence (Kanayama and Nasukawa 2006), some of
the initial domain-specific sentiments can be extracted from
a corpus D.  The contextual coherence rule states that senti-
ments colocated within the same textual unit (e.g., a clause)
should have the same polarity unless a negation word is
found.  In addition, the BMI measure is applied to extract

domain-specific sentiments associated with the seeding senti-
ments.  According to the set of domain-specific sentiments
extracted so far, a pseudo polarity label can be inferred for
each document in the corpus D.  According to the distribu-
tional characteristic, a positive document tends to contain
more positive terms than negative terms.  In addition, a strong
positive term tends to appear repeatedly in many of the
positive documents of a corpus (Kindo et al. 1997; Lau, Bruza
et al. 2008).  Therefore, the distributional characteristic can be
exploited to discover positive and negative sentiments based
on a pseudo labeled corpus.  Finally, the domain-specific
sentiment lexicon consists of sentiments extracted by using
the distributional characteristic, contextual coherence, the
statistical term association estimated according to the BMI
measure, and the domain-independent sentiments.
   
 To extract domain-specific sentiments using the distributional
characteristic of terms exhibited in pseudo labeled documents,
a variant of the keyword classifier (KC) (Kindo et al. 1997) is
applied.  The KC method has been successfully adapted to
extract positive or negative keywords representing an infor-
mation seeker’s specific information retrieval (IR) preferences
(Lau, Bruza 2008); it has also been applied to extraction of
sentiment indicators for opinion mining (Lau, Lai et al. 2009;
Lau, Lai, and Li 2009).  We calibrate the KC formulation to
develop a sentiment extraction formula that estimates the
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Figure 6.  Pseudo Labeling Algorithm for Domain-Specific Sentiment Lexicon Learning

degree of polarity for each potential token with specific POS,
such as adjective and adverb (Subrahmanian and Reforgiato
2008):

Polarity t

df t
pos t

pos t

pos

df t
neg t

neg t

neg

pos

neg

( ) tanh

( )
Pr( | ) log

Pr( | }

Pr( )

( )
Pr( | ) log

Pr( | )

Pr( )

=

× ×

− × ×























ϖ

ϖ

2

2

The parameters and  control the learning rates forϖ pos ϖneg

positive and negative evidences, respectively.  These param-
eters are established and refined by using the ABIMA
system’s customization and adaptation module.  The hyper-
bolic tangent function tanh ensures that the induced polarity
score of a sentiment falls in the unit interval.  The term

Pr( | )
( )

( )
pos t

df t

df t
pos=

is the estimated conditional probability that a training docu-
ment is positive given that it contains the particular token t. 
The term  Pr(pos|t) is estimated based on the fraction of the
number of positive documents that contain the token t over
the total number of documents containing  t.

Similarly,

Pr( | )
( )

( )
neg t

df t

df t
neg=

is the estimated conditional probability that a document is
negative given that it contains the token t.  The document
frequency df(tneg) represents the number of negative docu-
ments that contain the token t.  In addition,
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is a priori probability that a document is positive (negative),
respectively;  D+(D–) is the set of positive (negative)
documents pseudo labeled using the initial sentiment lexicon. 
If the Polarity(t) of a token t is greater than a threshold ,ϖKC

the token is treated as a positive sentiment; if Polarity(t) <
 is true, the token is treated as a negative sentiment;ϖKC

otherwise, it is neutral.  Only positive or negative sentiments
are included in our domain-specific sentiment lexicon. 
Table 1 shows some of the top sentiments automatically
discovered by applying the proposed PL algorithm to our
financial corpus.

Sentiment analysis for a financial document is conducted by
first consulting the domain-specific sentiment lexicon.  If a
token is not found in the domain-specific sentiment lexicon,
the generic sentiment lexicons are consulted.  To analyze the
sentiments embedded in financial documents, both the
sentiments and the associated “aspects” (Jo and Oh 2011;
Thet et al. 2010) are identified by our computational model.
Aspects are also called features for certain problem domains
(Archak et al. 2007, 2011; Lau, Lai et al. 2009).  Aspects are
the financial, political, technological, and social factors that
can largely influence the success of M&As (Birkinshaw et al.
2000; Deresky 2011; Shimizu et al. 2004).  We apply the
GATE general information engineering service as the basis
for conducting the extraction of aspects (noun phrases).  For
each sentiment identified in a financial document, if a noun
phrase appears nearby (defined by a proximity factor  ofϖ Asp

words within the same sentence), the noun phrase is con-
sidered a relevant aspect associated with that sentiment.

For the proposed computational model, each sentiment
indicator si in a document is a triple si = (ni, si, fi),where ni, si,
and fi represent the negation indicator, the sentiment, and the
aspect, respectively.  The negation indicator is optional, and
any ordering of these three elements in a sentiment indicator
is allowed.  Figure 5 shows some examples of ABIMA’s
markups (with XML-like syntax) for M&A aspects and
sentiments.  To improve readability, an un-stemmed version
is shown.  For instance, “political feathers” is an aspect to
which the negative sentiment “ruffled” is applied.  The
polarity score of a financial document is computed according
to the average polarity score of the sentiment indicators found
in that document.  The polarity score of a sentiment indicator
is determined based on the score of the sentiment defined in
our domain-specific sentiment lexicon.  If a negation indicator
is included in the sentiment indicator, the sign of the polarity

score is reversed.  The sentiment score of an M&A deal, that
is, Sent(deal), is a weighted average polarity score of all the
financial documents (news or comments) concerning that deal
computed with respect to a predefined due diligence time
window.

M&A Target Scoring

Howson (2006, pp. 81-97) proposed applying Porter’s five
forces model to identify targeted M&A sectors, and then
selected target companies.  Accordingly, the ABIMA system
applies an extension of the five forces model (Brandenburger
and Nalebuff 1996) to support target selection and due
diligence inquiries regarding M&As.  In particular, the pro-
posed system adopts an M&A scorecard approach (Galpin
and Herndon 2007, pp. 175-203) to highlight the most impor-
tant assessment dimensions (i.e., evaluation criteria) of
M&As.  Due to limited space, this paper only discusses the
proposed due diligence scorecard at the targeted company
level rather than the targeted industry level.  Apart from
assessing the financial factors, the sociocultural fitness of a
targeted company is considered a critical success factor in
M&As in general and in cross-border M&As in particular
(Calipha et al. 2010; Harding and Rouse 2007; Shimizu et al.
2004; Weber et al. 1996).

In addition, assessing the internal strengths and weaknesses
of the involved companies (i.e., business fitness) is believed
to be an important step for M&As (Deresky 2011; Garbuio et
al. 2010; Reed et al. 2007).  Therefore, the proposed due
diligence scorecard takes the following main dimensions of
the potential M&A targets into account:  financial strength,
sociocultural fitness, business fitness, and competitive advan-
tage.  We stress that the proposed due diligence scorecard for
ABIMA is not intended to replace the traditional due dili-
gence methods (Emott 2011; Howson 2006).  Instead, it
provides M&A practitioners with valuable complementary
information based on the collective intelligence extracted
from the Web 2.0 information environment.

Common approaches to evaluating the financial strength of
targeted firms include a market-based approach (e.g., capital
intensity as a percentage of sales) and an income-based
approach (e.g., discounted cash flow) (Emott 2011; Reed et
al. 2007).  Moreover, common financial measures applied to
the due diligence of M&As include ROE, ROA, cash flow to
debt ratio, net asset ratio, EBITDAR, debt to equity ratio, and
others.  Because well-established financial appraisal methods
for M&As already exist (Emott 2011; Howson 2006; Reed et
al. 2007), we will not discuss them in detail in this paper.  To
allow ABIMA users to view information at different levels of
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Table 1.  Top-15 Items in Automatically Generated Sentiment Lexicon 

Positive  Sentiment Strength Negative  Sentiment Strength  

lifted 0.831 weakened 0.843 

supported 0.829 red 0.843 

backed 0.825 suspended 0.842 

aggressive 0.824 alleged 0.842 

earned 0.824 incurable 0.835 

completed 0.821 overgrown 0.834 

tony 0.821 blocked 0.832  

winning 0.819 fighting 0.829  

cheaper 0.817 slashed 0.828  

encourage 0.816 stuck 0.825  

topped 0.814 harder 0.821  

advancing 0.811 tighter 0.819  

pushy 0.808 dropping 0.817  

grown 0.807 demanding 0.816  

eased 0.791 conservative 0.805  

granularity (Yan et al. 2011), the various financial indicators
can be combined using weighted linear or nonlinear aggre-
gation methods, tuned according to a GA-based learning and
adaptation method (module 11 shown in Figure 1).

For the various financial scores, they are first converted to
unit intervals via linear normalization and then combined
using one of the following two methods:
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where valaggregated is an aggregated financial score based on the
individual normalized financial score val(m) of a specific
financial measure m among the set of standard financial
measures M.  The weight of each financial measure w(m) is

subject to .  A weighted combination of variousw m
m M

( )
∈


financial metrics for target ranking is a common practice
during due diligence inquiry (Emott 2011, p. 51).

The sociocultural fitness dimension is estimated using three
methods:  cultural clustering (Gupta et al. 2002), affect
analysis, and sentiment analysis.  If the acquirer acq and
target tar belong to the same cultural cluster, then the cultural
fitness function fitcluster(acq, tar) is 1; otherwise, it is 0.  In

addition, if an acquirer has announced an M&A attempt for
which preliminary due diligence has been conducted, then
both the sentiment and affect of the potential deal are
analyzed.  Every public comment about an M&A deal is
treated as a document, with the average sentiment scores of
all such documents computed.  In addition, to provide more
in-depth analysis of public emotion about a potential M&A
deal, an affect score is calculated on the basis of all affect
indicators appearing in the same document.  If the ABIMA
user conducts a preliminary target-selection exercise (i.e., the
potential M&A deal is not disclosed), sociocultural fitness is
estimated based on public feeling in the targeted nation
concerning the acquiring nation and its companies.  Under
such circumstances, all news and comments about the two
nations or companies concerned are collected, and sentiment
and affect analysis is then applied.  In addition, any major
events (e.g., natural disasters) that take place in the targeted
nation are analyzed via sentiment analysis.  Figure 7 presents
the results of sentiment analysis of a news article concerning
the financial performance of Fuji Heavy Industries in the
wake of the Tohoku earthquake and tsunami that occurred in
March 2011.  Such events affect the sociocultural fitness of
potential targets in the area in question.

In general, recent observations are assigned greater weight
when they are applied to predict an investment’s returns
(Huang et al. 2009).  For M&A target scoring, recent events
generally have a greater impact on the current fitness of a
potential target compared to events that occurred a long time
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Figure 7.  Societal Event Affecting Fuji Heavy Industries

ago.   Accordingly, an exponential decay function is applied
to aggregate the sentiment or affect scores of a potential
M&A target over a predefined time window of due diligence
(e.g., 36 months).  An exponential decay function is often
used to model the time-varying phenomena in financial mar-
kets (Barari and Mitra 2008; Jo et al. 1997).  Specifically, the
following exponential decay function is used to weight a
sentiment or affect score:

( )score d t score d e
tcurrent t

( , ) ( ) /= ×
−

−
τ 2

where score(d) is the raw sentiment or affect score without
weighting, and score(d, t) is the weighted score of document 
d posted at time point t.  The term τ is the due diligence time
window specified in terms of months, and the term (tcurrent – t)
represents the elapsed time (in months) between the time t
when a financial document containing sentiments or affects is
posted and the time tcurrent when M&A scoring is conducted.
For a sentiment or affect score computed based on a docu-
ment posted in the same month that M&A target scoring is
performed, the elapsed time of  (tcurrent – t) is zero.  Finally, the
resulting scores from cultural clustering and the decayed
scores from sentiment and affect analysis are combined via a
weighted linear or nonlinear aggregation function similar to
that used to estimate a target’s financial strength.

For the dimension of business fitness, sentiment analysis is
first applied to assess the strengths and weaknesses of typical
aspects (e.g., products and services, production process,
distribution channels, sales-force, etc.) of each M&A target

(Deresky 2011; Emott 2011; Reed et al. 2007).  Following
this, an aggregated sentiment score is computed for each
potential target.  Moreover, the synergy between an acquirer
and a potential target is estimated in terms of their comple-
mentary resources (Calipha et al. 2010; Shimizu et al. 2004). 
For this purpose, the result of business relation mining is
utilized.  Specifically, the ABIMA system uses a coarse-
grained method to estimate the synergy score.  If both the
acquirer and the target appear in a supply chain relation, their
synergy score is assigned a 1; otherwise, it is given a 0.  Both
the aggregated sentiment score and the synergy score of a
target are combined via a weighted linear or nonlinear
formula, which is similar to the one applied to the afore-
mentioned financial strength scoring.  A weighted combina-
tion of the respective scores pertaining to the strengths and
weaknesses of an M&A target, and the synergy between an
acquirer and a target, has been shown to be a practical
approach for a due diligence inquiry (Emott 2011, p. 25).

The competitive advantage dimension is assessed based on
Porter’s five forces model, augmented by the complementary
force (Brandenburger and Nalebuff 1996).  In particular, com-
petitive forces such as the bargaining power of customers, the
bargaining power of suppliers, the threat of substitutes, the
intensity of rivalry, the threat of new entrants, and the effect
of complementors (the sixth force) are taken into account by
the proposed computational method.  Among these forces, the
bargaining power of suppliers bs(tar), the intensity of rivalry
ir(tar), and the complementary force cp(tar) of a targeted
company tar are estimated based on the results of business
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relation mining.  For instance, the number of suppliers con-
nected to a targeted company determines the bargaining
power of the target; the more suppliers are connected to the
target, the less bargaining power each individual supplier has
with respect to the target (i.e., the target enjoys a greater
competitive advantage).  Similarly, the intensity of rivalry of
a target ir(tar) is estimated based on the number of com-
petitors connected to the target.  The more competitors are
connected to the target, the less competitive advantage the
target may have.  However, the complementors (e.g., the
strategic partners) of a company cp(tar) are considered
beneficial (Brandenburger and Nalebuff 1996).  Therefore, the
more collaborators connected to the target, the more compe-
titive power the targeted firm may have.

Formally, the bargaining power of suppliers with respect to a
target bs(tar), the intensity of rivalry of a target ir(tar), and
the complementary force of a target cp(tar) are defined by the
following:
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where the function Supp(tar) returns the set of immediate
suppliers connected to the node  representing the targeted
company.  The term w(l) represents the weight of a link l and
is computed based on the occurrence frequency of the specific
type of business relation observed in the training corpus.  The
function Comp(tar) represents the set of immediate com-
petitors connected to the target node.  The set Sector repre-
sents all of the companies in the specific industrial sector
under evaluation.  The function Coll(tar) returns the set of
immediate collaborators connected to the target node.

A targeted company’s bargaining power of customers  and the
threat of new entrants te(tar) are estimated based on market
research data and financial data made available on the
Internet.  If the competitive analysis is conducted at the post-
acquisition stage, additional information can be collected
from the intranets of the acquirer and the acquired company,

respectively.  For instance, the threat of new entrants for a
targeted company can be estimated based on its production
plant and equipment costs (Howson 2006).  The ABIMA
system returns a default value of zero for these two factors if
the relevant quantitative data is not available from the external
information sources.  To estimate the force of threat for
substitutes ts(tar) of a targeted company tar, the ABIMA sys-
tem crawls its product-related Web pages to extract the noun
phrases describing the targeted company’s main products.

The product descriptions (noun phrases) of a targeted com-
pany are then combined into a long document.  At this point,
term frequency, inverse document frequency (TFIDF) docu-
ment representation and the cosine score measure (Salton and
McGill 1983) are used to estimate the similarity of product
lines between the target and those of its competitors.  If the
average cosine score is high, it suggests that the threat of
substitutes may be high.  Finally, the competitive advantage
of a targeted company ca(tar) is estimated according to the
weighted linear or nonlinear aggregation formula similar to
that applied to financial strength scoring.  For the weighted
sum of competitive advantage, bc(tar), ir(tar), bce(tar),
te(tar), and ts(tar) take a negative sign (i.e., reducing a
target’s competitive advantage), whereas cp(tar) takes a posi-
tive sign (i.e., increasing a target’s competitive advantage).

Learning and Adaptation

It is not realistic to assume that a single M&A target scoring
function is optimal for a wide variety of M&A situations.
Accordingly, a learning and adaptation process is needed to
adjust the proposed scoring function with respect to different
M&A scenarios.  The ABIMA system supports two types of
learning and adaptation processes, namely system-wide
adaptation for M&A decision support and user personaliza-
tion.  This paper focuses on the discussion of the former type.
For system-wide learning and adaptation, a set of system and
application parameter values and some low-level NLP fea-
tures are continuously refined to drive the effective operations
of sentiment analysis, business relation mining, and M&A
target scoring under different M&A scenarios. This kind of
parameter learning and customization process is considered
crucial in supporting adaptive investment decision making
(Armano et al. 2005; Chen 2002; Huang et al. 2009; Kuo et
al. 2001; Ruiz-Torrubiano 2010).  The system-wide learning
and adaptation process is invoked periodically (e.g., quar-
terly), but it can also be launched on demand (e.g., when
applying the system to different kinds of M&As).  It utilizes
a genetic algorithm (Goldberg 1989; Holland 1992) to con-
duct a heuristic search over a large solution space (e.g., the set
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of feasible parameter values) by taking into account environ-
mental signals, such as a set of training M&A cases and the
corresponding financial document corpus.  For the training
M&A cases, they are successful M&A deals in the real-world
or some representative targets selected by M&A experts.

GAs have been successfully applied in ducting heuristic
searches over large search spaces to obtain near-optimal
solutions (Goldberg 1989; Holland 1992; Lau, Tang. 2006). 
Recently, a more advanced hierarchical coevolutionary
approach has been successfully applied to adaptive stock
trend prediction and financial trading (Huang et al. 2009).
Accordingly, we have designed a hierarchical coevolution
genetic algorithm (HCGA) to continuously refine the system’s
M&A target scoring function (i.e., a decision-support mech-
anism) according to environmental signals.  Coevolution
refers to the simultaneous evolution of two or more species
(i.e., subspaces of a large solution space) with the fitness of
each individual determined by other individuals of the same
species as well as the individuals of other species via inter-
species interactions (Delgado et al. 2004; Olsson 2001).  One
advantage of the coevolutionary approach is that a large
solution space can be explored more effectively and effi-
ciently through a parallel and diversified search over the
subspaces (Olsson 2001).

For system-wide learning and adaptation, there are high-level
species (i.e., a population of application parameters) and low-
level species (i.e., two populations of system parameters),
which coevolve at the same time.  Each individual of a
species (i.e., a population) is represented by a chromosome,
which carries a fixed number of genes (Goldberg 1989;
Holland 1992).  For our HCGA algorithm, each gene encodes
the feasible value of an application or system parameter.
According to the principle of natural selection (Darwin 1936),
a population of individuals gradually evolves to produce fitter
individuals representing near-optimal solutions for a problem
domain.  For the first generation of a population, each
chromosome is randomly assigned feasible gene values.  The
chromosomes of the current population are selected to
produce offspring according to their fitness, as evaluated with
respect to a fitness function that is defined according to the
precision of ABIMA’s M&A recommendations.  In other
words, the system’s M&A target scoring module (i.e., the
decision support model) is invoked whenever the fitness of a
chromosome is assessed.

Using a coevolutionary approach, selected individuals (e.g.,
those who are relatively fit) are exchanged among the co-
evolved populations in order to evaluate the fitness of each
individual of each participating population (Delgado et al.
2004; Huang et al. 2009; Olsson 2001).  Following this,

standard genetic operators such as selection, cross-over, and
mutation (Goldberg 1989; Huang et al. 2009; Lau, Tang et al.
2006) are applied to evolve the chromosomes of the current
population to produce the next generation.  Such an evolu-
tionary process is repeated until certain termination conditions
(e.g., the average fitness of the whole population exceeds a
predefined threshold) are met.  The fittest chromosomes (i.e.,
representing the near-optimal parameter values and NLP fea-
tures) from each population of the final generation are then
selected and applied to M&A target scoring.  The computa-
tional details of the proposed HCGA algorithm are illustrated
in Appendix A.

System Evaluation

General Evaluation Procedures and Data Sets

Evaluation of the ABIMA system was conducted under the
business context of Chinese enterprises’ cross-border M&As.
In particular, our experiments were performed based on a set
of core companies tabulated in the Forbes 2000 list.6  Since
the financial information regarding some Forbes companies
is not available in English or Chinese, these companies were
excluded from our test.  As a result, a total of 1,568 core com-
panies were included in our test set.  The ABIMA system
collected public information (both quantitative and qualita-
tive) about the core companies from the Internet using our
crawler programs and external APIs.  A total of 765,103
financial documents (financial news, investors’ comments,
and blog messages) covering the period from January 1, 2008,
to November 30, 2011, were downloaded to ABIMA’s local
database.  In addition, the key financial indicators (e.g., ROE,
PE, cash flow to debt ratio, EBITDAR, etc.) of the respective
companies were also retrieved for quantitative financial
analysis by the ABIMA system.  A subset of our financial
corpus was applied to evaluate the proposed sentiment
analysis method and the business relation mining method.

To evaluate the proposed sentiment analysis method, 325
financial news articles were manually annotated by two
human experts.  There were 1,265 sentences containing senti-
ment indicators (812 positive and 679 negative) and 1,151
sentences not containing sentiment indicators.  To evaluate
the proposed business relation mining method, 766 financial
news articles were manually annotated by the same human
experts.  This evaluation data set consisted of 516 collabora-
tive relationships, 497 competitive relationships, and 406 sup-

6http://www.forbes.com/2009/04/08/worlds-largest-companies-business-
global-09-global_land.html.
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Table 2.  Confusion Matrix for System Evaluation

System’s Judgment

Gold Standard – Human’s Judgment

Yes No

Yes TruePositive FalsePositive

No FalseNegative TrueNegative

plier relationships.  The ABIMA system was then applied to
conduct sentiment analysis and business relation mining.  The
effectiveness of the proposed computational methods was
assessed with respect to the set of manually annotated sen-
tences.  Since each M&A deal is conducted on a case-by-case
basis in practice, we selected some companies from specific
industrial sectors (e.g., the consumer durables and the
materials industries according to the Forbes 2000 classifica-
tion) to develop test cases for evaluating the effectiveness of
the proposed due diligence scorecard.

On two different occasions (in February and November,
2011), we invited five Chinese M&A experts who specialize
in cross-border M&As to examine the chosen M&A target-
selection scenarios and develop their “gold standard.”  A
majority vote was first applied to identify an appropriate
M&A target for each given business scenario of a particular
occasion.  If there was a disagreement among the experts,
they would discuss to resolve the conflict.  Only if all of the
experts agreed on a chosen M&A target would it be included
in the gold standard set.  Both the M&A experts and the
ABIMA system referred to the same test set of 1,568
companies for M&A target selection.  A subset of these estab-
lished test cases was applied to the experiments reported in
this paper, all of which were conducted using a DELL 1950
III Server with Quad-Core Xeon 2.33GHz Processors, 16GB
main memory, and 6TB secondary storage.  For the experi-
ments reported in this paper, only public financial information
collected from the Internet was utilized.

Performance Measures

The performance measures commonly adopted in information
retrieval and opinion mining research were utilized in our
experiments (Ounis et al. 2008; Salton and McGill 1983). 
With reference to the confusion matrix (Table 2), the various
performance measures are defined by the following:

Recall
TruePositive

TruePositive FalseNegative
=

+

Precision
TruePositive

TruePositive FalseNegative
=

=

Fβ
β

β
=

+ ×
+

( )1 2

2

Precision Recall

Precision Recall

Accuracy
TruePositive TrueNegative

TruePositive FalsePositive FalseNegative TrueNegative
=

+
+ + +

where TruePositive, FalsePositive, FalseNegative, and
TrueNegative refer to the number of predictions by the system
that fall into each corresponding category in the confusion
matrix (Table 2).  Recall is the fraction of correct positive
predictions made by the system from all of the positive
predictions judged by human means.  Precision is the fraction
of correct positive predictions from all of the positive predic-
tions produced by the system.   Fβ (F-measure) is the
harmonic mean of precision and recall.  We adopted  β = 1 for
the experiments reported in this paper. 

For the TREC Blog Track (i.e., the opinion retrieval bench-
mark test), the measure P@10 (precision for top 10 docu-
ments) has been used to evaluate the performance of opinion
retrieval systems (Ounis et al. 2008).  We applied the P@10
measure to evaluate the quality of our system’s recommen-
dations via the due diligence scorecard.  Since information
users rarely review information items beyond the first page of
a result set (Granka et al. 2004), it is considerably more
important to evaluate the precision of the M&A recommen-
dations ranked in the top 10 positions.  Due to the complex
dynamics of M&A activities, our preliminary experimentation
showed that even M&A experts might not be completely
certain about the TruePositive set given a particular business
context.  Specifically, after viewing the ABIMA system’s due
diligence scorecard, our M&A experts might feel a need to
modify the TruePositive set (i.e., the gold standard).  Ac-
cordingly, we propose the notion of an adjusted P@10 to
capture such a phenomenon in system testing.  Basically, the
adjusted P@10 measure and the P@10 use the same formula.
However, the TruePositive set of the adjusted P@10 measure
is based on the revised TruePositive set developed after an
expert has reviewed ABIMA’s recommendations via the due
diligence scorecard.  
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Experimental Results and Discussions

The First Controlled Experiment

For the first controlled laboratory experiment, we examined
the effectiveness of the proposed PL algorithm by comparing
the sentiment indicators identified by the system with those
annotated by humans.  Among the 2,416 annotated sentences,
1,265 sentences contained sentiment indicators (812 positive
and 679 negative), and the remaining 1,151 sentences did not
contain sentiment indicators.  Considering that there were
three classes involved in this classification task (positive
sentiment indicators, negative sentiment indicators, and no
sentiment indicator), the evaluation of the system’s classi-
fication performance for the positive and negative classes was
conducted separately.  As the proposed sentiment analysis
approach was empowered by the unsupervised method of
domain-specific sentiment lexicon construction, we also
indirectly evaluated the effectiveness of the pseudo labeling
algorithm.  Two other baseline methods were also examined
in this experiment.  The first one involved using the general
sentiment lexicon SentiWordNet (Esuli and Sebastiani 2005)
to identify sentiment indicators in financial documents.  The
second baseline method employed OpinionFinder (Riloff et
al. 2005) to do the same.

The third baseline method employed a state-of-the-art super-
vised classifier, the conditional random field (CRF) classifier
(Finkel et al. 2008; Sarawagi 2006), to learn and assign the
label sequences of sentiment indicators, given various finan-
cial text segments.  CRF is based on a discriminative proba-
bilistic model (an undirected graph model), with each vertex
representing a random variable and the edge representing the
dependency between two random variables.  The ultimate
goal was to estimate the probability distribution of each vertex
based on training data.  We used the CRF package7 developed
by Sarawagi (2006) and adopted the default parameters for
this experiment.  For each class, 80 percent of the sentences
were used as the training set, and the remaining 20 percent
were held out as the test set.  This process was repeated 10
times to produce 10 test sets.  Each computational method
was then evaluated 10 times, based on the test sets, to derive
the average performance score.  For the PL algorithm, labeled
sentences were not required to train a classifier.  Instead,
42,000 financial documents (excluding the documents used to
build the evaluation dataset) were used as the corpus to
generate the domain-specific sentiment lexicon for subsequent
sentiment analysis.  The results of this experiment are shown
in Table 3.

For positive sentiment indicator identification, it is clear that
the proposed PL method outperforms the SentiWordNet
method, the OpinionFinder method, and the CRF method in
terms of  Fβ=1 by  5.5 percent,  6.1 percent, and 5.8 percent,
respectively.  Moreover, for negative sentiment indicator
identification, the proposed PL method outperforms the
SentiWordNet method, the OpinionFinder method, and the
CRF method by  4.5 percent,  8.6 percent, and 8.1 percent,
respectively.  The experimental results show that the PL
method can greatly improve recall while maintaining a fair
amount of precision compared to other baseline methods. 
Such a performance improvement is achieved by the effective
unsupervised learning (extraction) of domain-specific senti-
ment indicators from the training financial text segments.  For
instance, the sentiment indicator “red” is not included in the
OpinionFinder lexicon.  However, the PL method can auto-
matically discover this sentiment indicator and correctly
predict its domain-specific polarity (i.e., a negative sentiment)
with respect to the financial domain.  Subsequently, the
ABIMA system can make use of these domain-specific senti-
ment indicators to improve the accuracy of sentiment analysis.

Surprisingly, the SentiWordNet method also performs slightly
better than the CRF method in both classification tasks.  The
reason for this may be that it is quite a challenging task for a
CRF classifier to automatically learn the sequence labeling
knowledge when given a small training set.  Therefore, its
performance is not as strong as that of the PL method.  This
experiment demonstrates that the concept of designing an
unsupervised statistical learning method to extract domain-
specific sentiment indicators from a large unlabeled corpus of
financial documents to enhance sentiment analysis is pro-
mising.  The merits of the proposed unsupervised sentiment
analysis method stem not only from its better classification
performance, but also from its great potential to be applied to
different business domains with minimal human intervention. 

The Second Controlled Experiment

For the second controlled experiment, we examined the
effectiveness of the proposed company relation mining
method (i.e., the BRME algorithm) by comparing the business
relations identified by the system to those annotated by human
means.  Since some sentences contained no business relation
at all from among the sentences containing the 516 collabo-
rative relations, 497 competitive relations, and 406 supplier
relations in the evaluation corpus, there were four classes for
this classification problem.  We evaluated the performance of
the proposed business relation mining method separately
under each classification task.  The proposed BRME algo-
rithm utilized an unsupervised statistical learning method to7http://crf.sourceforge.net/.
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Table 3.  Comparative Performance of Sentiment Indicator Identification

Identification of Positive Sentiment Indicators

Method Recall Precision F-measure Accuracy

PL 0.716 0.686 0.701 0.834

CRF 0.654 0.671 0.663 0.762

SentiWordNet 0.648 0.682 0.665 0.764

OpinionFinder 0.642 0.679 0.660 0.766

Identification of Negative Sentiment Indicators

PL 0.719 0.634 0.674 0.818

CRF 0.637 0.609 0.623 0.772

SentiWordNet 0.652 0.638 0.645 0.785

OpinionFinder 0.629 0.612 0.620 0.776

Table 4.  Comparative Performance of Business Relation Mining

Identification of Collaborative Business Relations

Method Recall Precision F-measure Accuracy

BRME 0.660 0.618 0.639 0.770

CRF 0.583 0.594 0.588 0.738

BASIC 0.592 0.587 0.589 0.735

Identification of Competitive Business Relations

BRME 0.636 0.583 0.609 0.783

CRF 0.566 0.560 0.563 0.735

BASIC 0.576 0.594 0.585 0.740

Identification of Supplier Relations

BRME 0.616 0.604 0.611 0.763

CRF 0.575 0.571 0.572 0.726

BASIC 0.565 0.583 0.574 0.716

identify various abbreviations of company names and
expanded the seeding company relation lexicon to enhance
the performance of business relation mining.

One of the baseline systems (BASIC) applied the standard
company names, downloaded from Yahoo Finance and
Forbes to identify companies.  For business relation identifi-
cation, this baseline system employed only the seeding
relation lexicon.  Both the BRME and the BASIC methods
employed the same co-reference resolution method proposed
in this paper.  The second baseline method employed the CRF
classifier with individual words as features to label the
sequences of business relations.  For each type of business
relation classification, 80 percent of the relations of the
annotated corpus were used as the training set and the

remaining 20 percent were held out as the test set.  Splitting
of the training and test sets was repeated 10 times to produce
10 test sets.  All of the systems being tested were evaluated
using 10 test sets, and their average performance scores were
then computed.  The results of our experiment are shown in
Table 4.

For collaborative business relation mining, it is clear that the
proposed BRME algorithm outperforms the BASIC and the
CRF methods in terms of Fβ=1 by 8.3 percent and 8.5 percent,
respectively.  Moreover, for competitive business relation
mining, the proposed method outperforms the BASIC and the
CRF methods by 4.1 percent and 8.2 percent, respectively. 
For supplier relation mining, the proposed method out-
performs the BASIC and the CRF methods by 6.2 percent and
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6.5 percent, respectively.  The BRME method performs better
than the BASIC method because it can utilize unsupervised
learning to discover various abbreviations of a company name
and additional relation indicators based on a large financial
corpus.  For instance, the BRME method discovers the token
“spx” as an abbreviation for the company Spirax-Sarco
Engineering PLC.  Accordingly, it can correctly identify a
business relation whenever “spx” instead of Spirax-Sarco
Engineering PLC is used to describe its relationship with
another company in a testing sentence.  Moreover, additional
collaborative relation indicators such as “advisor” are auto-
matically extracted by the BRME method to correctly classify
collaborative business relations when a board member of one
company serves as the advisor to another company.  In con-
trast, the BASIC method cannot utilize company abbrevia-
tions nor automatically discovered relation indicators to
classify business relationships.  As a result, the recall of the
BASIC method is considerably lower than that of the BRME
method.

Interestingly, the BASIC method even performs slightly better
than the CRF method for three types of business relation
mining tasks in terms of the F-measure.  This may be caused
by the fact that the BASIC method has also adopted the
proposed co-reference resolution method to effectively iden-
tify companies that appear in a business relation.  In contrast,
the CRF method mistakenly classifies many nonbusiness
relations as one of the three business relations and vice versa,
given a relatively small labeled training set.  For instance, it
classifies many sentences containing company names and the
word “shares” as collaborative relations.  Unfortunately, these
sentences only indicate that the shares of both companies go
up or down.  This experiment demonstrates that the concept
of designing an unsupervised learning method to auto-
matically extract company abbreviations and relation indi-
cators from a large unlabeled corpus of financial documents
to improve business relation mining is promising.  The main
advantage of the BRME algorithm is that labeled training
examples are not required to perform business relation mining
from financial documents.  This increases the chance of
deploying the proposed method to real-world mining tasks.

The Third Controlled Experiment

The objective of the third controlled experiment was to
evaluate whether the ABIMA system could provide signifi-
cant decision aid to people engaging in M&A target-selection
activities.  All of the subjects involved were MBA students
who had attended introductory lessons about M&As.  These
subjects voluntarily participated in this experiment and
attended a 45 minute briefing session about the four cross-

border M&A target-selection tasks in November 2011.  They
were randomly assigned to an experimental group (29 sub-
jects) or a control group (28 subjects).  The experimental
group was offered an extra 30-minute tutorial session to learn
the basic features of the ABIMA system after the common
briefing session.  After the briefing session, the subjects were
given one week to submit a paper reporting their M&A
recommendations.  For each submission, the subjects were
asked to rank the top 10 targeted companies and provide
justifications for why they chose these targets.  In addition,
each subject agreed to fill out a questionnaire to provide
additional feedback about these M&A tasks.  Each subject
was free to access the Internet or other data sources to obtain
the information needed to identify the potential targets.  The
experimental group was provided with access accounts to the
ABIMA system, and the subjects could refer to the ABIMA
due diligence scorecard and the financial and sociocultural
information about each potential target listed on it.  This was
the only treatment introduced to the experimental group.

For the first two M&A target-selection tasks, SAIC Motor and
Dongfeng Motor Group were chosen as the Chinese acquirers,
and the foreign companies belonging to the consumer dur-
ables industry from the Forbes 2000 list were assumed to be
the potential targets.  In addition, China Shenhua Energy and
Baoshan Iron & Steel were selected as the Chinese acquirers
for the remaining two M&A target-selection tasks, and the
foreign firms belonging to the materials industry from the
Forbes 2000 list were the potential targets.  The gold standard
developed by our M&A experts in November 2011 was used
as the basis to assess the performance of the subjects’ M&A
target-selection tasks.  The P@10 measure was used to quan-
tify the subjects’ performance.  In addition, qualitative com-
ments received from the subjects were also analyzed.   Two-
tail t-tests were applied to compare the M&A target-selection
performance of the respective groups.

The mean and standard deviation of the P@10 scores
achieved by the respective groups appear in Table 5, which
shows that the experimental group consistently outperforms
the control group in these M&A target-selection tasks.  The
differences between the two groups are statistically signifi-
cant.  Therefore, we conclude that the ABIMA system can
provide considerable decision aid to people engaging in
M&As.  The qualitative comments received from the experi-
mental group also indicated that the ABIMA system provided
useful information to the subjects who were only M&A task
novices.  In particular, the majority of the subjects in the
experimental group reflected that ABIMA’s due diligence
scorecard not only ranked the potential targets with respect to
the most important M&A selection criteria, but also allowed
easy access to both financial and sociocultural information
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Table 5.  Comparative Performance on the M&A Target-Selection Tasks

Experimental Group Control Group

Industry:  Consumer Durables Mean (P@10) SD (P@10) Mean (P@10) SD (P@10) t statistic p 

SAIC Motor 0.410 0.067 0.332 0.082 t(55) = 3.944 = .000

Dongfeng Motor Group 0.414 0.064 0.329 0.081 t(55) = 4.417 = .000

Industry:  Materials Mean (P@10) SD (P@10) Mean (P@10) SD (P@10)

China Shenhua Energy 0.407 0.075 0.321 0.096 t(55) = 3.756 = .000

Baoshan Iron & Steel 0.397 0.078 0.336 0.112 t(55) = 2.375 = .021

about the targets.  By simply clicking the drill-down button
beside a potential target listed on the due diligence scorecard,
the key financial indicators and the relevant financial
documents with highlighted opinion aspects were displayed.
This information facilitated the M&A target-selection tasks
considerably.  In contrast, some of the subjects in the control
group reported that there was an overwhelming amount of
information on the Internet that they needed to filter out
before it could be applied to the given M&A tasks.

The Field Tests

The aims of our field tests were threefold.  First, we wanted
to evaluate the usage of the ABIMA system by M&A experts
in real-world settings.  Second, we intended to assess the
adaptive decision support capability of the ABIMA system. 
Third, we wanted to test whether the ABIMA system can
provide complementary decision support to M&A experts.
Two Chinese M&A experts who had previously participated
in developing our M&A test cases were invited to take part in
a series of field tests held at their offices.  Four M&A target-
selection tasks examined in the third controlled experiment
were applied to these field tests.  The first two field test
sessions were conducted in the middle of November 2011,
and the other two sessions took place one week later.  For
each field test session, online access to the Web-based
ABIMA system was provided to an M&A expert, and a
member of our research team guided them through the system.

For the first two field test sessions, the ABIMA system was
configured to simulate the business environment in February
2011 (i.e., the ABIMA system only archived information up
to the end of February 2011).  As part of the system con-
figuration process, the system’s learning and adaptation
process was invoked before the field tests began.  With the
assumption that it was the period of February 2011, each
expert was guided to use the ABIMA system to conduct
M&A target-selection tasks for four chosen Chinese

companies (e.g., SAIC Motor).  After entering an M&A query
into the system, the expert examined the output of the due
diligence scorecard.  The top 10 recommendations from each
of the four assessment dimensions (e.g., sociocultural fitness)
on the scorecard were recorded by our research team member
to calculate the P@10 score in the system.  The P@10 score
for each dimension of the due diligence scorecard was
computed based on the gold standard developed by our M&A
experts in February 2011.

A macro average of the P@10 scores for the four assessment
dimensions was computed to assess the system’s M&A target-
selection performance for each M&A query in that period.  To
assess whether the ABIMA system can provide comple-
mentary decision support to M&A practitioners, each expert
was invited to examine the top 10 recommendations under
each of the four scorecard dimensions.  If an expert decided
that the recommendations provided by the ABIMA system
were appropriate after careful examination of both the finan-
cial and nonfinancial details (e.g., sentiment analysis results)
for the recommended targets, these TruePositive cases were
recorded by the research team member to compute the
adjusted P@10 score.  This procedure was repeated for each
of the four M&A target-selection tasks.  In addition, each
expert’s qualitative feedback about the usability of the
ABIMA system was recorded.  Figure 2 highlights ABIMA’s
due diligence scorecard for the SAIC Motor case for the
simulated period of February 2011.

For the remaining two field test sessions, the system was
configured for the period of November 2011 (i.e., the same
period when the field tests were performed).  Again, as part
of the configuration process, the system’s learning and
adaptation process was initiated before the field test sessions
began.  Basically, the two M&A experts carried out tasks
similar to those they performed in the respective test sessions
one week earlier.   However, all of the M&A target-selection
tasks were conducted with respect to the current period (i.e.,
November 2011).  After an M&A query was submitted, the
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Table 6.  Performance of ABIMA in Two Different Time Periods

Field Tests (February 2011) Field Tests (November  2011)

M&A Cases  P@10 Adj.  P@10
 Adj.  P@10
(All Experts)  P@10 Adj.  P@10

Adj.  P@10
(All Experts)

SAIC Motor 0.425 0.613 0.575 0.450 0.600 0.575

Dongfeng Motor Group 0.400 0.625 0.600 0.425 0.638 0.600

China Shenhua Energy 0.425 0.663 0.650 0.400 0.650 0.625

Baoshan Iron & Steel 0.400 0.600 0.575 0.400 0.588 0.575

Mean 0.413 0.625 0.600 0.419 0.619 0.594

ABIMA system’s recommendations were recorded to
calculate the average P@10 score for that query.  In addition,
each expert examined whether the system’s top 10 recommen-
dations from each assessment dimension of the due diligence
scorecard were indeed good alternatives.

According to an expert’s judgment, the adjusted P@10 score
of each query was calculated.  The average P@10 and
adjusted P@10 scores for the field test sessions conducted in
each period are summarized in columns 2, 3, 5, and 6 of Table
6.  According to two-tail t-test, significant differences in the
P@10 scores (t(6) = -.45, p = .67) achieved by the system
were not found on these two occasions.  Nevertheless,
obvious changes in the system’s top 10 recommendations
along the four scorecard dimensions were observed on these
different occasions.  For example, 22.5 percent of the top 10
recommended targets in the February 2011 period did not
appear again as top recommendations in the November 2011
period for the SAIC Motor case.  For all four M&A test cases,
the average difference in the top 10 recommended targets for
these two occasions was 25.3 percent.

These field test results suggest that the ABIMA system can
adaptively make different M&A recommendations with
respect to changing business environment in different time
periods, and yet the quality of its recommendations is main-
tained.  Figure 8 shows ABIMA’s due diligence scorecard for
the SAIC Motor case in the November 2011 period.  As is
evident in the figure, the Japanese motor company Fuji Heavy
Inds. was removed from the top 10 recommendations of the
sociocultural fitness dimension in November 2011.  A closer
look at the system’s sentiment analysis reveals that a striking
societal event, the Tohoku earthquake and tsunami, occurred
in March 2011.  Figure 7 shows the sentiment analysis results
for one of the news articles revealing the poor business
performance of Fuji Heavy Inds. due to the Tohoku earth-
quake and tsunami.  From this news article, it is evident that
the company had been an M&A target of a Chinese enterprise

although the deal was not approved by the Chinese govern-
ment.

In addition, the third and sixth columns of Table 6 show the
higher adjusted P@10 score for each M&A target-selection
case on two different occasions.  This illustrates that the
ABIMA system may provide complementary decision support
to M&A practitioners.  To verify such a hypothesis, we
conducted a follow-up study by inviting the remaining three
M&A experts who participated in developing the gold
standard of the test cases to carefully examine the system’s
recommendations archived on these two occasions.  Only if
all five experts agreed that a recommendation made by the
system was an appropriate supplement to their original gold
standard would that recommendation be included in the
revised TruePositive set.  The adjusted P@10 scores com-
puted based on all experts’ judgment are shown in the fourth
and seventh columns of Table 6, respectively.  These higher
adjusted P@10 scores when compared to the P@10 scores
(e.g., 43 percent higher on average) suggest that the ABIMA
system can produce quality M&A recommendations not
originally identified by our M&A experts.  This provides
another confirmation of the system’s ability to provide
complementary decision support to M&A practitioners.

According to the qualitative feedback of the M&A experts,
the ABIMA system is quite useful for efficiently scanning a
large volume of qualitative information and alerting users to
important events that may affect their M&A decision making.
Specifically, they found that the due diligence scorecard of
the ABIMA system was very helpful in providing a quick
preliminary assessment of potential M&A targets.  The ex-
perts felt that the scorecard and the qualitative details of each
recommended target provided complementary information to
enhance their M&A decision-making processes.  One expert
also noted that the network diagram of a company or the
entire industrial sector was a very useful decision support tool
for M&A practitioners.  In particular, the result of business
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Figure 8.  Due Diligence Scorecard for the SAIC Motor Case (November 2011)

relation mining helped in identifying a potential M&A
target’s relationships with other comparable companies when
the “comparable net worth to market value” method (Reed et
al. 2007) was applied during a full due-diligence inquiry.  In
contrast, the experts commented that they would like to see an
improvement in the ABIMA prototype system that included
information about more companies that did not appear in the
Forbes 2000 list.  This is a positive sign that points to the
potential for upgrading the current prototype system to a fully
operational commercial software package in the future.

Summary and Conclusions

Existing research shows that top management’s tendency to
neglect sociocultural and other nonfinancial factors has led to
a poor track record of M&As.  In this era of Web 2.0, a vast
volume of user-generated qualitative data regarding the
sociocultural and political–economic issues of industrial
sectors or companies are readily available on the Internet.
Top executives and M&A consultants have unprecedented
opportunities to tap into valuable business intelligence (e.g.,
the sociocultural knowledge about a targeted market) by
continuously scanning the Web 2.0 environment.  Grounded
in Porter’s five forces model, one major contribution of our
research is the design of a novel due diligence scorecard
model that leverages collective web intelligence to enhance
M&A decision making.  Another important contribution of
our work is the design and development of an adaptive BI 2.0

system, which is underpinned by a hierarchical evolutionary
learning approach and unsupervised methods for sentiment
analysis and business relation mining to operationalize the
due diligence scorecard model.  Specifically, NLP and un-
supervised statistical learning techniques have been exploited
to design the computational algorithms for domain-specific
sentiment analysis and business relation mining for M&A
intelligence discovery.  By using the proposed BI 2.0 system
to continuously scan the Web 2.0 environment, the due
diligence scorecard is able to provide adaptive M&A decision
support to top management.

The results of our controlled laboratory experiments show that
the proposed domain-specific sentiment analysis method and
the unsupervised business relation mining method are
effective, outperforming other well-known baseline methods.
Looking at the business context of Chinese companies’ cross-
border M&As, the results of our experiment and field tests
confirm that the ABIMA prototype system can provide
significant aid to decision makers engaging in M&A acti-
vities.  Moreover, the recommendations generated by the
system are adaptive with respect to changing business con-
texts.  Essentially, all the research questions raised in this
paper have been answered through our study.  To the best of
our knowledge, this is the very first adaptive BI 2.0 system
successfully designed to support M&A activities.  The mana-
gerial implication of our research is that top executives can
apply the proposed BI 2.0 technology to enhance their cor-
porate investment decision making.  In particular, it is a very
useful complementary decision support tool for cross-border
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corporate investment for which private information of the
targeted markets may not be readily available.  Furthermore,
because the proposed BI 2.0 technology is underpinned by
unsupervised statistical learning techniques, it has good
potential to be applied in other business domains, such as
financial risk identification, bankruptcy prediction, and
investment portfolio management.  The societal implication
of our research is that fair corporate financial investment and
trading may be promoted because organizations that lack
private market information can tap into collective web intelli-
gence to enhance their investment decision-making processes.

Our future work will involve evaluating both the effectiveness
and the efficiency of the ABIMA system, based on more real-
world M&A scenarios.  We will conduct more field tests to
evaluate the system-wide adaptation and the personalization
mechanisms of the ABIMA system.  We will invite dozens of
M&A practitioners to try the ABIMA system for a few
months.  Based on the questionnaires returned by these M&A
practitioners, we will further analyze the usability of the
ABIMA system.  The bilingual information processing capa-
bility of the system will also be evaluated in the context of
inbound M&As in the Chinese financial market.  Moreover,
a more sophisticated business relation mining method will be
developed to capture the specific directions of competitive
and collaborative relationships.  Both local and global rela-
tionships captured in a business network will be exploited to
estimate a company’s competitiveness.  
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Appendix A

A Hierarchical Coevolution Genetic Algorithm for 
Adaptive M&A Decision Support

Figure A1 depicts an overview of the coevolution process controlled by the proposed HCGA algorithm.  The Level II (high-level) population
consists of individuals representing the feasible values of the application parameters.  The Level I (low-level) populations represent two sets
of system parameters (i.e., two species).  One of the low-level populations represents the system parameters that drive the sentiment analysis
process, whereas the second low-level population represents the system parameters that control the business relation mining process.  The
HCGA algorithm controls the evolutionary processes among all of the populations.  At the end of the coevolution process, a set of near-optimal
application parameter values and low-level NLP features (e.g., the use of specific sentiment lexicons) with respect to a particular M&A situation
are obtained to refine the M&A target scoring function (i.e., the decision support mechanism).

The fitness of an individual from each population is assessed in terms of a high-level measure, that is, the system’s performance on M&A target
recommendations.  In particular, the precision regarding making top 10 recommendations (i.e., P@10) is assessed to determine an individual’s
fitness.  The rationale for using P@10 (Ounis et al. 2008) as the fitness function instead of other quantitative measures such as ROI is that it
may take years for an M&A deal to generate the anticipated ROI, and thus this kind of information may not be available to assess the system’s
performance.  The P@10 score is computed with respect to a set of training M&A cases retrieved from the real-world or recommended by M&A
experts.  The fitness of an individual (chromosome) c is defined by the following:

fitness c
TruePositive

FalsePositive FalsePositive
top

top top

( ) =
+

−

− −

10

10 10

where TruePositivetop-10 and FalsePositivetop-10 represent the true positive and false positive recommendations at the top 10 positions,
respectively.  In other words, the system’s M&A scoring module (i.e., the decision support model) is invoked to generate the top 10
recommendations whenever the fitness of a chromosome needs to be evaluated.
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Figure A1.  Overview of the Hierarchical Coevolutionary Process

When an HCGA-coordinated evolutionary process takes place, it always begins with the high-level population.  To assess the fitness of each
individual in the Level II population, the fittest individual from each Level I population is passed to the Level II population.  In other words,
the sets of system parameters and the set of application parameters are combined to drive the eventual M&A target scoring process.  The P@10
score of the resulting M&A recommendations is used to assess the fitness of each individual.  Similarly, the fittest individual of the Level II
population is passed to a Level I population when the fitness of an individual in a Level I population is assessed.  In addition, the fittest
individual is exchanged between the two Level I populations.  These interactions among the species (populations) drive the coevolution process. 
The advantage of the coevolutionary approach is that a large solution space can be divided into subspaces for a parallel and diversified search,
which improves both the efficiency and the effectiveness of the heuristic search process (Delgado et al. 2004; Olsson 2001).

Figure A2.  Gene Encoding of the HCGA Algorithm
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Figure A3.  The HCGA Algorithm

Figure A2 shows the gene encoding of individuals in both Level I and Level II populations.  Basically, a Level II chromosome carries the genes
representing various application parameters, such as the scoring formula for each due diligence dimension, the time window of due diligence,
the weights of various financial metrics, the weights of various sociocultural factors, the weights of various factors related to business fitness,
and the weights of various factors related to competitive advantage of an M&A target.  All together, there are 36 evolvable genes of each Level
II chromosome.  A Level I chromosome carries the genes related to various system parameters and low-level NLP features (e.g., a specific
generic sentiment lexicon to be used) controlling the sentiment analysis process or the business relation mining process.  There are 9 evolvable
genes of the Level I chromosome representing the system parameters controlling sentiment analysis, and 12 that are encoding the parameters
for business relation mining.  Decimal gene encoding is used for both Level I and Level II chromosomes in our system (Goldberg 1989; Lau
et al. 2006).

Figure A3 shows the computational details of the HCGA algorithm.  At the beginning of a coevolutionary process (i.e., the first generation),
the chromosomes at each level are initialized by randomly assigning feasible values to each evolvable gene.  Then, the fitness of each individual
(chromosome) in a population is evaluated starting from level II.  During fitness evaluation, the fittest individuals among the populations are
exchanged according to the interaction pattern depicted in Figure A1.  For the first generation, a randomly chosen individual from each Level
I population is passed to the Level II population for fitness computation because the fitness of each individual of a Level I population has not
yet been determined.  For the subsequent generations, only the fittest individuals are exchanged among the populations.  For each population,
standard genetic operators such as selection, crossover, and mutation are applied to reproduce individuals of the next generation (Goldberg
1989; Huang et al. 2009; Lau et al. 2006).  Moreover, the elitism rate we (i.e., the elitism factor) is applied to directly transfer a certain
percentage of the fittest chromosomes from the current generation to the next generation Pi+1 in order to retain the fittest chromosomes that
represent good solutions for a problem domain (Goldberg 1989; Lau et al. 2006).
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Roulette wheel selection (Goldberg 1989; Huang et al. 2009; Maiti and Maiti 2008) is applied to choose relatively fitter chromosomes from
the current generation to produce individuals of the next generation.  This type of selection is analogous to a roulette wheel, where each
individual occupies an area on the wheel.  The larger area the individual occupies, the more likely the ball will land there (i.e., the individual
will be chosen).  To tie the fitness of a chromosome to its probability of being chosen for reproduction of the next generation, a probabilistic
selection function is defined according to the following:

Pr( )
( )

( )

c
fitness c

fitness ci
i

Psize
=

=


1

where c is a chromosome under consideration and  is the fitness function defined earlier.  Psize is the predefined size of a population P.  To
implement roulette wheel selection, a random number r in the unit interval is generated for each chromosome under consideration.  If the
selection probability Pr(c) of a chromosome c is greater than the random number  (i.e., Pr(c) > r), the corresponding chromosome is selected
for reproduction.  In other words, a fitter chromosome has a better chance to be selected for reproduction.  However, chromosomes with low
fitness values may also have a chance to be selected to maintain a good balance between exploitation- and exploration-oriented search.

After two chromosomes are selected for re-production, the genetic operation of two-point crossover (Goldberg 1989; Lau et al. 2006; Ruiz-
Torrubiano 2010) is applied according to a predefined crossover probability pc.  Specifically, a random number r in the unit interval is generated
for the pair of chromosomes under consideration.  If r < pc  is true, a two-point crossover is applied to the selected pair of chromosomes. 
Basically, two points along the evolvable genes of the pair are randomly selected.  Then, the genes within the two-point boundary are exchanged
between the two parent chromosomes to produce two child chromosomes.  If r < pc is not established, the crossover operation will not be applied
to the pair.

Each chromosome of the selected pair is then considered for the mutation operation after the crossover operation.  First, a random number r
in the unit interval is generated for each evolvable gene of each chromosome of the selected pair.  If r < pm is true, where pm is a predefined
mutation rate, a mutation operation will be applied to the particular gene.  With decimal gene encoding, the current value of the selected gene
is replaced by another feasible gene value randomly.  The evolutionary process (i.e., selection, crossover, and mutation) is repeated until the
number of individuals of the next generation reaches the predefined number Psize.  The aforementioned evolutionary process is applied to each
population from high-level to low-level.  If the average fitness of each population reaches a predefined threshold AVGfit, or the number of
generations reproduced exceeds the maximum number of generations MAXgen, the HCGA algorithm will be terminated.  At this stage, the fittest
chromosome from each population is chosen to drive the operation of the M&A target scoring module of the ABIMA system.  Table A1 lists
the genetic parameters of the HCGA algorithm; these parameters were applied to the experiments reported in this paper.

Table A1.  Parameter Settings of the HCGA Algorithm

HCGA Parameters

Level II Population
(Application
Parameter)

Level I Population
(Sentiment Analysis

Parameter)

Level I Population
(Relationship Mining

Parameter) 

Size of population Psize[1] = 90   Psize[2] = 40 Psize[3] = 40 

Gene encoding decimal decimal decimal 

Elitism rate we[1] = 10% we[2] = 10% we[3] = 10%

Crossover probability Pc[1] = 0.83 Pc[2] = 0.83 Pc[3] = 0.83

Mutation probability Pm[1] = 0.05 Pm[2] = 0.05 Pm[3] = 0.05

Type of crossover two-point two-point two-point

Type of mutation uniform uniform uniform

Max number of generations Maxgen = 500  

Max average fitness Avgfit = 0.95
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Appendix B

Affect Analysis for Sociocultural Fitness Assessment of M&A Targets

Affect analysis is very useful for modeling financial phenomena from both theoretical and pragmatic perspectives (Bollen et al. 2011; Deresky
2011).  Recently, affect analysis has been successfully applied to predict the movement of the Dow Jones Industrial Average (Bollen et al.
2011).  The main function of our affect analysis module is to estimate the sociocultural fitness of the targeted M&A companies, the targeted
industrial sectors, or the entire targeted nation.  For instance, affect analysis can be applied to assess the public’s feelings (e.g., happiness or
fear) about a potential M&A deal after it is announced.  Specifically, the WordNet-affect lexicon (Valitutti et al. 2004) is applied to build our
affect analysis module.  From among the big six classes of affect (i.e., anger, fear, happiness, sadness, surprise, and neutral) that are often
applied to affect analysis (Calix et al. 2010), four of them—anger, fear, happiness, and sadness—are used to estimate the emotion score of a
potential M&A deal.  The affect classes of surprise and neutral are not used by our affect analysis module because our preliminary experiments
show that these classes cannot improve the performance of M&A affect analysis. 

Each token of a financial document (e.g., a financial news article or an investor comment about a potential M&A deal) is matched against the
WordNet-affect lexicon to identify its emotion class.  Then, the emotion score of the document is computed according to the following:

emotion d
happy anger fear sad

happy anger fear sad
( )

| | (| | | | | |)

| | | | | | | |
=

− + +
+ + +

where happy, anger, fear, and sad represent the sets of emotional indicators extracted from a financial document d, which covers the potential
M&A deal.  With respect to the predefined time window of due diligence (i.e., an input parameter of an M&A query), each emotion score is
then weighted using an exponential decay function (Barari and Mitra 2008; Jo et al. 1997).  In particular, we apply the following exponential
decay function to weight the affect scores:

emotion d t emotion d e
t tcurrent

( , ) ( ) /= ×
−

−



τ 2

where emotion(d) the term  is the original affect score of a document d (i.e., without weighting), and emotion(d, t) is the weighted emotion score
at time point t.  The term τ is the due diligence time window specified in months, and the term  (tcurrent – t) is the elapsed time (in months)
between the time t when a financial document containing affects is posted and the time  tcurrent when M&A target scoring is conducted.  For an
emotion score derived from a document posted in the same month when M&A target scoring is conducted, the elapsed time (tcurrent – t) is zero.
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The weighted emotion score of a potential M&A deal emotin(deal) is the mean of the weighted emotion scores of the set of relevant financial
documents D containing affects about a deal over each time point of the due diligence window, and it is defined by

emotion deal

emotion d t
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τ

τ

where emotion(dj, ti)  represents the emotion score of a document dj at time point ti.  The term Di refers to the set of relevant documents at each
time point ti.  Finally, the sociocultural fitness of an M&A target is estimated by taking into account the weighted emotion score of the potential
M&A deal and other sociocultural factors.
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