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“conspiracy theory.” She cited a state-
ment by Google senior vice president 
of Search Amit Singhal that “Google 
has never ever re-ranked search results 
on any topic (including elections) to 
manipulate user sentiment. Moreover, 
we do not make any ranking tweaks 
that are specific to elections or political 
candidates. From the beginning, our 
approach to search has been to provide 
the most relevant answers and results 
to our users, and it would undermine 
people’s trust in our results, and our 
company, if we were to change course.”

The Experiments
Epstein and Robertson conducted 
five double-blind experiments to de-
termine if biased search engine rank-
ings might actually sway elections. In 
each of the first three experiments, 
102 people recruited from the public 
in San Diego were given brief biogra-
phies of both candidates in the 2010 
Australian election for prime minis-
ter and then were asked to state their 
preferences based on the biographies. 
Then the subjects were given alternate 
search engine results—with links to 
real websites, which they were encour-
aged to explore—bearing on the elec-
tion. The rankings of some of the re-
sults put one candidate near the top of 
the search results, while some ranked 
the other candidate higher and some 

I
N  THE  N OV E L 1984, George Or-
well imagines a society in which 
powerful but hidden forces 
subtly shape peoples’ percep-
tions of the truth. By changing 

words, the emphases put on them, and 
their presentation, the state is able to 
alter citizens’ beliefs and behaviors in 
ways of which they are unaware.

Now imagine today’s Internet 
search engines did just that kind of 
thing—that subtle biases in search en-
gine results, introduced deliberately or 
accidentally, could tip elections unfair-
ly toward one candidate or another, all 
without the knowledge of voters.

That may seem an unlikely sce-
nario, but recent research suggests it 
is quite possible. Robert Epstein and 
Ronald E. Robertson, researchers at 
the American Institute for Behavioral 
Research and Technology, conducted 
experiments that showed the sequence 
of results from politically oriented 
search queries can affect how users 
vote, especially among undecided vot-
ers, and biased rankings of search re-
sults usually go undetected by users. 
The outcomes of close elections could 
result from the deliberate tweaking of 
search algorithms by search engine 
companies, and such manipulation 
would be extremely difficult to detect, 
the experiments suggest. 

Writing in Proceedings of the Na-

tional Academy of Sciences, Epstein 
and Robertson conclude, “Given that 
search engine companies are currently 
unregulated, our results ... [suggest] 
that such companies could affect—
and perhaps are already affecting—the 
outcomes of close elections worldwide 
... Unregulated election-related search 
engine rankings could pose a signifi-
cant threat to the democratic system 
of government.” Epstein says his con-
cerns center on Google, because of its 
dominant position, with two-thirds of 
the search engine market in the U.S. 
and 90% in Europe. 

A spokeswoman for Google derided 
the notion the company might attempt 
to influence elections by calling it a 
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“Unregulated 
election-related 
search engine 
rankings could  
pose a significant 
threat to the 
democratic system  
of government.”

Research has shown the order in which the results of search engine queries are presented can affect how users vote.
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bias, and so it tended to validate their 
choice of candidates. 

The researchers found search en-
gine rankings could shift voter pref-
erences by 20% to 80% depending on 
demographics such as party affilia-
tion and income level, suggesting ma-
nipulation could be targeted at certain 
groups. “This is incredibly important 
from a practical perspective, especially 
when we’re talking about companies 
that maintain massive profiles about 
people,” Epstein says. 

Epstein says the shift comes from the 
widespread belief that search engine re-
sults that rank high are somehow better 
or more “correct” than lower-ranking 
items. This view is constantly reinforced 
as people run queries—such as, “What 
is the capital of Uganda?”—for which 
the correct answer invariably appears at 
the top of the results page. 

What to Do? 
Epstein admits there is no evidence 
that any search engine company has 
ever tried to manipulate election-re-
lated search rankings, but he says the 
results of his experiments are cause for 
concern because they show how easily 
that could be done, either at the direc-
tion of the management of a search 
company, or by a “rogue employee” 
with hands-on access to complex 

search algorithms. Even absent de-
liberate manipulation, search engine 
rankings can become self-reinforcing 
through the “digital bandwagon ef-
fect,” in which users see top-ranked 
candidates as somehow better and 
more worthy of their respect. 

One solution to the problem could 
be an “equal-time rule” (in the U.S., the 
equal-time rule mandates radio and 
television broadcast stations airing 
content by a political candidate must 
provide an equivalent opportunity to 
any opposing political candidates who 
request it) that requires search compa-
nies to mix the results of searches about 
election-related matters so no candi-
date has any rank advantage, Epstein 
says. “Either search engine companies 
are going to have to do this voluntarily, 
or they will see standards set by an in-
dustry association or a non-profit or by 
government,” he says, “because if we 
don’t start moving in that direction, the 
free and fair election will, for all intents 
and purposes, be meaningless.”

Another possibility might be to post 
warnings at the top of political search 
results—similar to those that now flag 
advertisements—telling users the or-
der in which results are shown may 
reflect bias in favor of the candidate(s) 
ranked near the top. Epstein acknowl-
edges search companies are unlikely to 

were balanced between the two. The 
subjects, who were unfamiliar with 
the Australian election, were then 
asked how they would vote based on 
all the information at hand. A statisti-
cal analysis showed the subjects came 
to view more favorably the candidates 
whose search results ranked higher 
on the page, and were more likely to 
vote for them as a result. 

In another experiment, Epstein and 
Robertson selected 2,150 demographi-
cally diverse subjects during the 2014 
Lok Sabha elections in India, in which 
430 million votes were cast. They found 
voters were similarly subject to uncon-
scious manipulation by search engine 
results. In particular, the larger sample 
size revealed subjects who had report-
ed a low familiarity with subjects were 
more likely to be influenced by manip-
ulation of search engine results, sug-
gesting manipulation attempts might 
be directed at these voters. 

Depending on how the experi-
ments were structured, between zero 
and 25% of the subjects said afterward 
they had detected bias in the search 
engine rankings. However, in a coun-
terintuitive result, those subjects who 
reported seeing bias were neverthe-
less more likely to be influenced by 
the manipulation; they apparently felt 
there must be a good reason for the 

For most states and school 
districts, the notion of computer 
science for every student is a 
relatively new and unexplored 
topic. Responding to parent 
demand for their children to 
have access to computer science, 
there has been a major shift in 
thinking by states and school 
districts about how to make 
computer science part of core 
academic work. They are asking 
big questions of the computing 
community: What is the 
appropriate scope and sequence 
for K–12 computer science? What 
does the community expect every 
student to learn in elementary 
school, in middle school, or 
by the time they graduate high 
school? And why?

CSTA, ACM, and Code.org 
are joining forces with more 
than 100 advisors within the 
computing community (higher 
ed faculty, researchers, and 
K–12 teachers, many of whom 
are also serving as writers for 
the framework), several states 
and large school districts, 
technology companies, and 
other organizations to steer a 
process to build a framework 
to help answer these questions. 
A steering committee initially 
comprised of the CSTA, ACM, 
and Code.org will oversee  
this project.

The framework will identify 
key K–12 computer science 
concepts and practices we 
expect students exiting grades 2, 

5, 8, and 12 to know. This effort 
will not develop educational 
standards. We expect that states 
and school districts will use 
the framework to create their 
own frameworks, guidance, and 
standards, and the CSTA has 
its own independent process 
for developing detailed K–12 
computer science standards 
(http://csta.acm.org/Curriculum/
sub/K12Standards.html).

Underpinning this effort 
is our belief that computer 
science provides foundational 
learning benefiting every child. 
Computer science gives students 
a set of essential knowledge and 
skills important for students’ 
learning and for their future 
careers and interests. This work 

is about defining the basic 
expectations for what every 
student should have a chance 
to learn about K–12 computer 
science to prepare for the 
emerging demands of the 21st 
century—not just to major in 
computer science or secure jobs 
as software engineers.

The projected release date 
for the framework is summer 
2016. More information, 
including monthly updates 
and how to get involved, can be 
found at K12CS.org.

— Mark Nelson is Executive 
Director of CSTA

— Mehran Sahami is Chair of 
the ACM Education Board

— Cameron Wilson is Chief 
Operating Officer of Code.org
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of the algorithms of those companies. 
Not only are the algorithms behind 

these major services complex and se-
cret, often users do not know that any 
selection logic or personalization oc-
curs at all, says Karrie Karahalios, a 
professor of computer science at the 
University of Illinois and co-director of 
the Center for People and Infrastruc-
tures. In a study involving 40 of her stu-
dents, more than half were “surprised 
and angered” to learn there was a “cu-
ration algorithm” behind the Facebook 
News Feed. She says such “invisible al-
gorithms,” in the interest of efficiency, 
can mislead people by acting as secret 
“gatekeepers” to information.

Karahalios recommends brows-
ers offer graphical cues to users to 
show how the algorithms work, so us-
ers know why they are seeing certain 
results. For example, when an item 
ranks high in search results because 
it has many links to other things, she 
suggests that might be signaled with 
a larger type font. She also says users 
should have some control over how the 
algorithms work. “I think it is impor-
tant to have some levers that users can 
poke and prod to see changes in the al-
gorithmic system,” she says. 

In 2014, Karahalios and several col-
leagues presented five ideas by which 
algorithms, even secret ones, might be 
“audited” for bias by outside parties. In 
one, the Sock Puppet Audit, computer 
programs would impersonate actual 
users, generating test data and analyz-
ing the results. Similarly, the testing 
and evaluation of algorithms could be 
crowd-sourced, by some mechanism 
such as Amazon’s Mechanical Turk. 

The advocates of audits agree these 
ideas present technical and legal dif-
ficulties, but they say some kind of ex-
ternal checking on the fairness of these 
ubiquitous services is needed. “Put-
ting warnings on search results is not 
enough,” Karahalios says. 

Luciano Floridi, a professor of phi-
losophy and ethics of information at 
the University of Oxford, says the power 
and secrecy of Google is worrisome in 
part because of the company’s near-
monopoly power. “Nothing wrong has 
happened so far, but that’s not a strat-
egy,” he says; “that’s like keeping your 
fingers crossed.” He says recent revela-
tions that Volkswagen AG manipulated 
engine software to fool regulators and 

voluntarily adopt an equal-time rule or 
the warnings, but he says either or both 
could be built into the browser, acting 
automatically when search results con-
tain the names of political candidates.

The idea government might play 
a role in regulating search engines is 
not new, and it is strongly opposed 
by search companies and by many 
First Amendment watchdogs. Frank 
Pasquale, now a professor of law at the 
University of Maryland, in 2008 wrote 
a paper recommending the establish-
ment of a Federal Search Commission. 
He argues free speech concerns do not 
apply to search because search engines 
act more like common carriers, which 
are subject to regulation, than like me-
dia outlets, which enjoy First Amend-
ment protections. 

As for why we need federal regula-
tion, Pasquale says, “When a search en-
gine specifically decides to intervene, 
for whatever reason, to enhance or re-
duce the visibility of a specific website 
or a group of websites ... [it] imposes its 
own preferences or the preferences of 
those who are powerful enough to in-
duce it to act.” 

Beyond Elections
Concerns about algorithms that 
search, select, and present informa-
tion extend beyond search compa-
nies. “I’ve looked at the black box al-
gorithms behind Google, Facebook, 
Twitter, and the others,” Pasquale 
says, “and I’m pretty troubled by the 
fact that it’s so hard to understand the 
agenda that might be behind them.” 
He supports the idea of a “trusted ad-
visory committee” of technical, legal, 
and business experts to advise the Fed-
eral Trade Commission on the fairness 

There is no evidence 
that any search 
engine company 
has ever tried to 
manipulate  
election-related 
search rankings. 

consumers are not reassuring.
Floridi says the risk of mischief is 

compounded because Google’s users 
are not customers in the retail com-
mercial sense. “They are not account-
able because users are not paying for 
searches,” he says. “We don’t have cus-
tomers’ rights with Google.” 

Floridi advises Google on “the right 
to be forgotten” regulations by the 
European Union. He says he finds his 
contacts at the company to be “open-
minded and sensible” about ideas for 
regulating search. “If it makes good 
sense socially speaking, and if it makes 
good sense business-wise, then there is 
a conversation on the table,” he says.	
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