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The SoundsRight Audio Completely Automated Public Turing tests to tell Computers and Humans Apart (CAPTCHA) was
developed with the goal of providing a usable and secure audio CAPTCHA for people with visual impairments. Its design
requires users to repeatedly identify a specific sound from a group of different sounds (e.g. baby crying and bird chirping)
in real time. Adding background noise (sound masks) to the sounds may make it more difficult for automated software to
recognise the sounds and therefore, improve security. However, the sound masks may also make it more challenging for
human users to recognise the sound. We conducted a user study involving 20 blind participants and 20 sighted participants to
investigate the effect of sound masks on the usability of the SoundsRight CAPTCHA. The results suggest that sound masks
do have a significant impact on the failure rate and response time. Sighted participants had significantly a higher failure rate
than blind participants and were more vulnerable to the negative effect of sound masks.

Keywords: usability; accessibility; security; CAPTCHA; audio; masking

1. Introduction
Completely Automated Public Turing tests to tell Comput-
ers and Humans Apart (CAPTCHAs) are an authentication
mechanism, described as any test that can be automatically
generated, which most humans can pass, but that current
computer programmes cannot pass (von Ahn et al. 2004).
CAPTCHAs presented in either visual or audio format have
been widely used in websites to prevent Bots (Tam et al.
2009). People with visual impairments, however, are often
confronted with the problem of solving visual CAPTCHAs
as they interact with the Web. Studies have reported that
CAPTCHAs pose a major problem to users who are blind
or have low vision (May 2005, Edwards 2008, Holman et al.
2008, Schwartz 2011), because most websites only provide
visual CAPTCHAs which are completely inaccessible to
blind people. Audio CAPTCHAs, although accessible, are
usually time consuming and hard to use (Chellapilla et al.
2005a, Bigham and Cavender 2009, Lazar 2009, Sauer et al.
2010b, Shirali-Shahreza and Shirali-Shahreza 2011).

Existing audio CAPTCHAs generally ask users to
transcribe some spoken text, using a variety of tech-
niques including distortion and multiple voices to defeat
attacks via automated speech recognition systems. Previ-
ous research suggests that these audio CAPTCHAs are
not easy to use, with successful task completion rates of
less than 50% (Bigham and Cavender 2009, Sauer et al.
2010b). To address those problems, the SoundsRight Audio
CAPTCHA was developed, and requires users to recognise

a specific sound from a group of different sounds such as
birds chirping or a piano playing, in real time (Lazar et al.
2012). While the SoundsRight Audio CAPTCHA proved
to be easier to use than existing audio CAPTCHAs, with
a task completion success rate above 90%, it has limi-
tations regarding security. For example, it is potentially
possible for sound recognition software to recognise the
sound, especially when a plain sound is used without any
distortion. Hence, a technique for sound distortion may be
necessary to make the application more robust. However,
when sound distortion is introduced, it may also make it
harder for humans to recognise the sound. A good design
has to consider the trade-off between security and usability
and find a balance between the two.

This study examined the impact of sound masking on
the use of the SoundsRight Audio CAPTCHA by both blind
users and sighted users. Three types of sound masks (con-
versation, laughter, and orchestra) and three masking levels
were investigated. The results help us understand the effect
of sound masking on user performance, and can inform the
design of usable and secure audio CAPTCHAs.

2. Literature review
The threats of website abuse from Bots, automated pro-
grammes, and scripts, demand effective security mecha-
nisms with the ability to distinguish between computers
and humans. Human interaction proofs (HIPs), also known
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as CAPTCHA (von Ahn et al. 2004) are a software attempt
at solving this problem. CAPTCHAs are any tests that can
be automatically generated, which most humans can pass,
but is difficult for computers to pass (von Ahn et al. 2004,
Chellapilla et al. 2005b) even if the algorithms for such
CAPTCHAs are made public (von Ahn et al. 2004).

Most visual CAPTCHAs are presented in the form of
images with twisted or distorted texts (Javed et al. 2012)
that users must correctly identify. According to Yan and
El Ahmad (2008), all CAPTCHAs can be classified into
three schemes: the text-based scheme, the sound (audio)-
based scheme, and the image-based scheme. The text-based
(visual) scheme makes use of sophisticated distortion of text
images such that rendering becomes difficult for pattern
recognition software to decode. The sound-based (audio)
scheme requires users to solve specific speech/sound recog-
nition tasks, while the image-based (visual) scheme requires
users to perform image recognition tasks.

2.1. Usability evaluation of CAPTCHAs
Multiple studies (Mori and Malik 2003, Chellapilla and
Simard 2004, Chellapilla et al. 2005b, Tam et al. 2009,
Li et al. 2010, Goodin 2012) have been reported to prove
the vulnerability of several Audio and Visual CAPTCHA
mechanisms with success rates ranging between 47% and
99%. Those studies also made discoveries that help better
understand human nature versus computers’ with respect to
the ease of solving a CAPTCHA as well as factors impact-
ing the security of CAPTCHAs. For instance, Chellapilla
and Simard (2004) found that humans are better at solving
segmentation problems (e.g. locating or finding the position
of a character in a CAPTCHA) than computers, but comput-
ers are better at recognition than human beings; and, using
common distortion and clutter scenarios, computers are as
good or better than humans at single character recognition.

Holman et al. (2008) and Sauer et al. (2010b) proposed
an audio-visual CAPTCHA solution called Human Interac-
tion Proof Universally Usable (HIPUU). The HIPUU 1.0
prototype presents a non-textual image and a correspond-
ing (directly related) non-textual sound and users can utilise
either the sound or the image. Usability evaluation showed
that both blind and sighted participants achieved success
rates of over 90%, and later versions of HIPUU included
multiple challenges. Compared to existing studies on the
task success rates of CAPTCHAs for blind users, HIPUU
presented impressive results in the area of usability. How-
ever, the fact that HIPUU has no distortion in both the
images and sound clips makes it vulnerable to automated
attacks, and there is a limited solution set of corresponding
images and sounds in pairs.

A usability evaluation of 10 different audio-visual
CAPTCHAs was conducted by Bigham and Cavender
(2009) with 89 blind users and 73 sighted users. Eighty
per cent of the sighted individuals solved the visual
CAPTCHAs on their first try, and the same sighted

participants were only able to solve 39% of the audio
CAPTCHAs, while 42.9% of the blind participants were
able to solve the audio CAPTCHAs. The test was par-
ticularly difficult for blind participants because they are
required to focus the cursor inside the textbox before typ-
ing the answers. Some participants tried to memorise all the
answers as the audio CAPTCHA challenge played. While
sighted participants were able to click inside the text box
directly as the CAPTCHA was playing, blind participants
had to wait till the end and then tabbed through the interface
to locate the text box where they typed their answers. With
a new interface designed to solve the typing problem, suc-
cess rates improved from 42.9% to 68.5%. Essentially, the
study focused on how the user interface impacts the success
rates of users at solving CAPTCHAs, but does not address
the problems caused by the distortion techniques that make
both audio and visual CAPTCHAs difficult for many users
to solve.

As pointed out by Bigham and Cavender (2009), inter-
face accessibility is among the factors that affect users’
success rate at solving CAPTCHAs. The SoundsRight
Audio CAPTCHA solves the interface problems by present-
ing a real-time challenge that requires users to only respond
to a specific sound by pressing the space bar each time that
sound is played. This solution presents significant improve-
ment in accessibility compared to other audio CAPTCHAs
that require users to type spoken words or texts in order to
solve the challenge.

2.2. Security evaluation of CAPTCHAs
Multiple research studies have documented the security
weaknesses of audio CAPTCHAs (e.g. (Chellapilla et al.
2005a, Goodin 2012). Tam et al. (2009) found that humans
are better at deciphering distorted utterances than comput-
ers, and suggested the use of phrases instead of random
isolated words, a large vocabulary of audio challenges,
and more sound distortions. Chandavale and Sapkal (2011)
found that CAPTCHAs that contain the same speaker’s
voice, the same type of noise – especially noise distinct
from human voice (e.g. running water) which would pro-
duce a different energy spike, and a finite vocabulary, would
be easier for voice recognition software to detect. It is rec-
ommended that audio CAPTCHAs that contain a finite
vocabulary, and background noise should have multiple
speakers and noise similar to the speaker’s voice, to make
it harder for automated software to break them. In another
study, Bursztein et al. (2011) deduced that a low (below
5) signal-to-noise ratio (SNR) would make the constant
noise mask any spoken digits, and this could make the
CAPTCHA unintelligible, but this would be easier to solve
by humans, while computers would find it difficult to solve.
He suggested that constant noise should only be used as
background noise with a low SNR.

The successful cracking of Google’s reCAPTCHA was
said to be due to the fact that the background noise was
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in sharp contrast to the six words in each challenge, and
did not include sounds that registered at higher frequen-
cies, making it easier to isolate each word by locating
the regions where high pitches were mapped, when plot-
ted on a spectrogram. The limited vocabulary of unique
words used in reCAPTCHA was said to have a nega-
tive impact on security. Also having a negative impact
was having fewer words (6 words per challenge) and
shorter length (8 seconds challenge length) of a chal-
lenge. Therefore, Google has strengthened the security of
reCAPTCHA by using a human voice uttering unintelli-
gible sounds as background noise, making it difficult to
isolate distinct words in each challenge. The puzzle has
also been expanded from 6 words to 10 words in each
challenge, and the challenge length increased from 8 to 30
seconds (Goodin 2012). It is however doubtful if the secu-
rity improvement of reCAPTCHA translates into better user
experience because earlier usability studies conducted on
the audio reCAPTCHA before this latest security improve-
ment showed that reCAPTCHA is not easy to use, as
participants were only able to complete the test at a suc-
cess rate of 46% (Sauer et al. 2010a), which falls far less
than the 90% success rate suggested as appropriate for HIPs
(Chellapilla et al. 2005a).

Distortion (in both visual and audio formats) is used
to make it difficult for Bots to decipher CAPTCHA con-
tent, but human users would find it difficult to decipher
over-distorted content. Even though users may have the
opportunity for multiple attempts to be able to solve the
CAPTCHA, it is often frustrating to users. While some
efforts have been made at determining the appropriate dis-
tortion levels for visual CAPTCHAs, audio CAPTCHAs
have not received the same attention (Yan and El Ahmad
2008).

2.3. Balancing security and usability
Since the goal of a CAPTCHA is to protect online resources
from abuse by Bots, it is necessary for CAPTCHAs to be
secure in order to achieve their goal. Security features, by
their nature, are designed to disrupt the cognitive flow and
impede the user from immediately completing their tasks.
By the very nature of CAPTCHAs, the more secure they are,
the less usable they become, and vice versa (Holman et al.
2008, Javed et al. 2012). Fidas et al. (2011) noted that the
main purpose of a CAPTCHA is to protect the system and
provider’s resources, rather than to contribute to a positive
user experience on interacting with the system. However, if
CAPTCHAs are not usable by humans, then their essence,
in fact, is defeated (Yan and El Ahmad 2008), and they are
no longer a security feature, but simply a roadblock. As an
example, there was a big news story when the CAPTCHA
used on the US White House website was found to be impos-
sible to use (not just hard) for blind people, and therefore,
blind people were unable to sign a petition related to human
rights for blind people (BBC 2013).

The trade-off between usability and security is inherent,
and achieving a ‘sweet spot’, the spot in which the HIP
is easily solvable by humans, but hard for computers to
crack (Chellapilla et al. 2005a), is an on-going challenge.
For example, one of the usability strengths of the HIPUU
(Holman et al. 2008, Sauer et al. 2010b) is that there is no
distortion, and therefore, the usability level is very high.
This situation may have been unrealistic, from a security
point of view. To address that challenge, Lazar et al. (2012)
developed SoundsRight Audio CAPTCHA, which is usable
with enhanced security due to the real-time nature of the
CAPTCHA. In the Bigham and Cavender study (2009), the
sound clips could be downloaded and replayed at the lis-
tener’s preferred speed, which makes it possible for Bots to
study and solve it. SoundsRight was designed so that it can
only be listened to and solved in real time. Part of the secu-
rity aspect of the SoundsRight CAPTCHA is that is takes
every person (and any Bots that attempt it) approximately
45 seconds. You cannot complete it any faster or slower,
therefore, Bots have no advantage, time-wise, over humans.
Unlike the CAPTCHAs where there is an edit distance of
two (Sauer et al. 2010b) meaning that errors are allowed, no
errors are allowed with the SoundsRight CAPTCHA. If the
user misses hitting the space bar on even one sound, they
must start again with a different and new challenge set of
10 sound clips (Lazar et al. 2012).

Even though the SoundsRight Audio CAPTCHA
achieved over 90% success rate for blind users, the use of
plain sounds (without any form of distortion) may poten-
tially hinder the security. Therefore, sound masking was
added to the SoundsRight CAPTCHA and a user study
was conducted to examine its impact on performance. The
next section describes the design details of the application
evaluated in the user study.

3. Application design
In this study, a challenge set used in a single test is made
up of 10 sound clips (3 targets and 7 decoys), with target
positions randomly selected. Users were not told about the
number of targets or the position of target in each chal-
lenge set. A spoken delimiter (‘. . . next sound.’) is placed
between two consecutive sound clips in the challenge set.
The initial timestamp is taken each time a challenge starts
and subsequent timestamps are recorded each time a user
presses on the spacebar. When the sound clip is finished
playing, the system returns the collected timestamps which
are mathematically evaluated to determine the result. Each
result (success/failure) is displayed to the user as shown in
Figure 1.

After each challenge test is completed, the system dis-
plays a prompt asking the user to click the OK button to
continue to the next test and the user is able to monitor the
progress of the test from the test number updated and dis-
played as can be seen from Figure 1. Users are totally in
control of the pace of transitions from one test to another
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Figure 1. Test result and progress monitor.

(but not in control of the challenges within each specific
test). This gives users the flexibility of pacing themselves,
rather than being auto piloted. However, once a challenge
test starts, users cannot stop until the challenge test is com-
pleted. At the end of every 10 challenge tests, the system
specifically asks the user to take a break. The application
was accessible for blind users to operate independently,
utilising the JAWS (job access with speech) screen reader.

3.1. Types of sound masking
In order to evaluate the effect of sound masking, three
types of sound masks were implemented in the applica-
tion, specifically: conversation (conversations in a crowd),
laughter (many people laughing), and orchestra (a crowd at
an orchestra while the musicians are warming up – playing
different audio instruments on stage) sounds. Each chal-
lenge set contains the same type of masking and different
sounds (both target and decoys). During the test, the users
need to differentiate three types of sounds – the target sound
(which we ask the user to identify by pressing the space bar),
the decoy sound (where the user should not press the space
bar), and the masking sound (often known as ‘distortion’ or
‘noise.’).

3.2. Depth of sound masking
For this study, we define the depth of masking as the ratio
between the volume of the target/decoy sound and the mask-
ing sound. From the security perspective, low masking
depth (i.e. the target/decoy is the same volume or close
in volume to the mask) is harder for Bots to solve due to
the difficulty of isolating the target sounds, and therefore, is
more secure (Bursztein et al. 2011). Three conditions were
introduced to investigate the effect of the masking depth,
namely 0, 2, and 4 dB. The volume of the mask remains
constant at a normalised level of 0 dB for each challenge
set. However, the target and decoy volume level change in

relationship to the mask. For instance, if the challenge set-
tings are such that the mask volume is at 10 dB, then the
target and decoy sound volume will be 10 dB (i.e. add +0
dB), 12 dB (i.e. add +2 dB), and 14 dB (i.e. add +4 dB)
under each condition. Note that 0 dB does not mean silence
or the absence of sound, rather it is a normal threshold of
hearing (Gelfand 2009). For our study, 0 dB is a compara-
tive volume level. Audio normalisation was used to adjust
the audio signal to a standard level (Beggs and Thede 2001).

4. Methods
The goal of our experiment is not to evaluate the security
differences of the different masking levels, but rather to eval-
uate which masking depth levels and masking types have
the least negative impact on usability.

4.1. Participants
A total of 40 participants, 20 blind and 20 sighted, took part
in the study. All blind participants were recruited through
the National Federation of the Blind, and for participa-
tion in the study, were required to be legally blind without
any residual vision. All participants (blind and sighted)
are required to be without any documented hearing loss
or impairment. They must have lived in the USA for more
than 10 years; this requirement was added because we found
during the pilot study that people who have not lived long
enough in the USA were not familiar with certain sounds
in our sound clip set (e.g. the sound of a bagpipe). The
educational levels of participants range from high school
graduate to masters’ degree level. For all the participants,
we ensured that the test environments were quiet and with-
out any form of noise or distraction and that participants
were comfortably seated. The tests were taken by each
participant independently on a laptop computer.

Of the blind participants, four were male and 16 were
female (M = 10, SD = 8.49). On average, their age was
31.3 (SD = 13.11). They had used computers for an aver-
age of 16 years (SD = 7.91) and screen reader software for
average of 12.65 years (SD = 7.24).

Of the sighted participants, 13 were male and seven were
female (M = 10, SD = 4.24). The average age was 31.35
(SD = 13.92). They had used computers for 15.9 years on
average (SD = 6.94).

4.2. Procedure
A within-group design was adopted and all participants
completed tasks under four conditions: no noise mask-
ing, 0, 2, and 4 dB (0, 2, and 4 dB challenges were with
audio mask). At the beginning of each test, the researchers
explained the process, and answered questions from partic-
ipants, if any. Next, the participant was asked to complete
a demographic survey and perform two to three training
tasks to get familiar with the application. After this, the main
testing began. Each participant completed 10 challenge tests
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independently under each of the four conditions, making a
total of 40 challenge tests. Each test was randomly selected
such that at the completion of 40 challenge tests, the user
had completed 10 tests under each condition. After each
10 challenge tests, the system prompted the participant to
take a break. We allowed the participants to take a break of
up to 5 minutes, but some participants indicated that they
were ready and wanted to start again sooner than 5 min-
utes. The order of the four conditions was balanced among
the participants. The participants completed a satisfaction
questionnaire at the end of the study.

4.3. Measurements
Each challenge had a fixed time (36 seconds long) and users
must listen to the entire sound in each challenge set. There-
fore, the time spent to complete each challenge was the
same for all participants. The major measurement for per-
formance was the failure rate and participants’ subjective
satisfaction ratings. We also collected data regarding the
time it took to recognise the target sound (the time between
the start of the target sound and when the participant clicked
the space bar). However, the response time data are only
available for sighted participants due to technical problems
we experienced during the data collection.

4.4. Equipment
The test was conducted on two laptops. One was a Sony
Vaio Laptop (Intel (R) Core(TM)2 Duo CPU 2 GHz and
4 GB RAM) running 64-bit Windows 7 Operating Sys-
tem and the other an IBM ThinkPad (1.8 GHz Core Duo)
running 64-bit Windows 7 Operating System with JAWS
version 11 (screen reader software) installed. While JAWS
was installed, once the application began, the instructions
were read using pre-recorded audio clips from the Sound-
sRight application. Only the progress markers (being tested
now) and test results (passed or failed) were read by JAWS.
The rest of the application was based on pre-recorded audio
clips which were concatenated on the fly. The settings of
JAWS were not modified by participants, with the excep-
tion of a few participants who modified the speed; however,
since the sound clips were NOT spoken by JAWS, the speed
of JAWS was irrelevant to the speed of the SoundsRight
CAPTCHA challenges. Both laptops had built-in speakers
which were used for the test.

4.5. Hypothesis
The goal of the study was to investigate the impact of mask-
ing on the use of SoundsRight CAPTCHA. The variables
that we examined included the presence of visual impair-
ment, the depth of masking, and the type of masking sound.
We propose the following hypotheses for the study:

H1: Being blind or not does not have a significant impact on failure
rates in solving Audio CAPTCHA.

H2: The presence of masking has no significant impact on failure
rates in solving Audio CAPTCHA.

H3: The depth of masking has no significant impact on failure rates
in solving Audio CAPTCHA.

H4: Mask types have no significant impact on failure rates in
solving Audio CAPTCHA.

H5: The presence of masking does not have a significant impact
on response time.

H6: The depth of masking has no significant impact on response
time.

H7: Mask type does not have a significant impact on response time.

5. Results
5.1. Failure rate
5.1.1. Effect of disability
A factorial ANOVA test was conducted using the failure rate
as the dependent variable. The two independent variables
were the conditions of disability and the masking depth.
The result suggests that both the conditions of disability and
the masking depth had a significant impact on the failure
rate (F(1, 38) = 15.45, p < 0.001; F(3, 114) = 9.15, p <

0.001).
Figure 2 demonstrates the average failure rates of both

blind participants and sighted participants. The average fail-
ure rate for blind participants is 16.25%, with a minimum
of 2.5% and maximum of 30%. The average failure rate
for sighted participants is 30.75%, ranging from 12.5% to
60%. The failure rates of sighted participants are signifi-
cantly higher than those of the blind participants. Therefore,
hypothesis 1 is rejected.

5.1.2. Effect of masking depth
Figure 3 illustrates the failure rates of both blind partici-
pants and sighted participants under different conditions of
masking depth.

Post-hoc Tukey’s HSD test was used to determine
whether the difference between the conditions is signifi-
cant. The result shows that, for blind users, a significant
difference exists between the following conditions:

• no masking condition and the 0 dB condition (p <

0.05),

Figure 2. Average failure rates of blind participants and sighted
participants.
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Figure 3. Average failure rates of blind participants and sighted
participants under different conditions of masking depth.

• no masking condition and the 2 dB condition (p <

0.05)

The failure rates under the 0 dB condition and the 2 dB
condition are significantly higher than those of the no mask-
ing condition. There was no significant difference between
any other conditions.

For sighted participants, one-tail Tukey’s HSD test sug-
gests a significant difference between no masking and the
0 dB (p < 0.05). The failure rate under the 0 dB condition
is significantly higher than that of the no masking condi-
tion. There was no significant difference between any other
conditions.

These results suggest that presenting noise masking does
increase failure rates. In addition, the depth of the masking
does affect the failure rate as well. When the depth of mask-
ing is larger (the 4 dB condition for blind users and the 2 and
4 dB conditions for sighted users), the masking did not have
a significant impact on the failure rate. However, when the
depth of masking is smaller (the 0 and 2 dB conditions for
blind users and the 0 dB condition for sighted users), par-
ticipants had higher failure rates. Therefore, both H2 and
H3 were rejected.

5.1.3. Effect of masking type
A Repeated Measures test of ANOVA was conducted using
the failure rate as the dependent variable and masking depth
and masking type as the independent variables. No sig-
nificant difference was found between the three types of
masking for either the blind users (F(2, 36) = 2.44, n.s.) or
the sighted users (F(2, 34) = 2.33, n.s.). Therefore, H4 is
supported.

5.2. Response time
Response time is the time it took for the user to identify
a sound. This measure provides insights on how easy it
is for the user to recognise the sound. We only captured
the response time data for sighted users due to technical
problems. A Repeated Measures test of ANOVA was

Figure 4. Average response time for sighted participants under
the four conditions.

conducted using response time as the dependent variable
and masking depth as the independent variable. The result
suggests that masking depth has a significant impact on
response time (F(3, 57) = 27.24, p < 0.05).

Figure 4 illustrates the average response time under the
four conditions. A post-hoc Tukey’s HSD test suggests that
there is a significant difference in response time between
the following conditions:

• no masking condition and the 0 dB condition (p <

0.05)

• no masking condition and the 2 dB condition (p <

0.05)

• no masking condition and the 4 dB condition (p <

0.05)

The response time under the 0 dB condition, the 2 dB
condition, and the 4 dB condition is significantly longer than
that of the no masking condition. There was no significant
difference between the three masking depths. Therefore, H5
is rejected and H6 is supported.

A Repeated Measures test of ANOVA was conducted
using response time as the dependent variable and mask-
ing depth and masking type as the independent variables.
No significant difference was found between the three
types of masking (F(2, 38) = 2.14, n.s.). Therefore, H7 is
supported.

5.3. Subjective user satisfaction rating
Tables 1–3 summarise the subjective rating of both blind
and sighted participants regarding the sound recognition,
the general ease of use, and the willingness to adopt sound
masking.

We asked both blind and sighted participants how easy it
was to recognise the target sound in challenge sets with and
without masking. Out of 20 blind participants, 18 partici-
pants strongly agreed, and 2 agreed that the target sounds in
the challenge tests without masking were easy to recognise.
Also, out of 20 blind participants, 5 participants strongly
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Table 1. Subjective user experience on ease of sound recog-
nition with andwithout masks.

Participants rating

1 2 3 4 5

Blind
participants

No mask 18 2 0 0 0

With mask 5 7 7 1 0
Sighted

participants
No mask 15 4 1 0 0

With mask 0 11 7 1 1

Note: 1 represents strongly agree, and 5 represents strongly
disagree.

Table 2. Subjective user experience on ease of use of Sound-
sRight CAPTCHA with and without masks.

Participants rating

1 2 3 4 5

Blind
participants

No mask 19 1 0 0 0

With mask 9 4 3 2 2
Sighted

participants
No mask 8 9 3 0 0

With mask 0 9 7 4 0

Note: 1 represents strongly agree, and 5 represents strongly
disagree.

Table 3. Subjective user experience on the question – ‘I don’t
mind sound mask in audio CAPTCHA if it is for security’.

Participants rating

1 2 3 4 5

Blind participants 11 4 4 1 0
Sighted participants 14 4 2 0 0

Note: 1 represents strongly agree, and 5 represents strongly
disagree.

agreed, 7 agreed, 7 were neutral, and 1 participant dis-
agreed that the target sounds with masking were easy to
recognise. Out of 20 sighted participants, 15 participants
strongly agreed, 4 participants agreed, and 1 participant was
neutral that the challenge tests without masking were easier
to recognise. On ease of target sound recognition in chal-
lenge tests with masking, out of 20 sighted participants,
none of the participants strongly agreed, 11 participants
agreed, 7 participants were neutral, 1 participant disagreed
and 1 participant strongly disagreed. This result shows that
participants (blind and sighted) obviously prefer solving the
CAPTCHA without mask. The data pattern also shows that
blind participants may tolerate solving CAPTCHAs with
mask compared to sighted participants.

Table 2 shows the subjective user (blind and sighted)
experience on ease of use of SoundsRight CAPTCHA with
and without masks compared to other CAPTCHAs (audio

or visual CAPTCHAs) they have previously used. Out of
20 blind participants, 19 participants strongly agreed that
the challenge tests without masking are easier to use while
1 participant disagreed. Also, out of 20 blind participants,
9 participants strongly agreed, 4 agreed, 3 were neutral, 2
disagreed, and 2 strongly disagreed that the challenge tests
with masking were easier to use.

For sighted participants, 8 participants strongly agreed
that the challenge tests without masking were easier to use, 9
participants agreed, 3 participants were neutral, while none
of the participants disagreed nor strongly disagreed. On
challenge tests with masking, out of 20 sighted participants,
none of the participants strongly agreed that the challenge
tests with masking were easier to use, 9 participants agreed,
7 participants were neutral, and 4 participants disagreed.
The results for each group are indicative of their experi-
ences with CAPTCHAs. While most (18 out of 20) blind
participants strongly agree that SoundsRight CAPTCHA
(without mask) is easier to use compared to previous audio
CAPTCHAs they have used, less than half (8 out of 20)
of sighted participants strongly agree that the CAPTCHA
is easier to use compared to previous visual CAPTCHAs
they have used. This may be due to the fact that there
are more visual CAPTCHAs than audio CAPTCHAs that
sighted participants are exposed to. As a matter of fact,
research in audio CAPTCHA is limited compared to visual
CAPTCHA (Lazar et al. 2012) and most audio CAPTCHAs
available are not very usable (Bigham and Cavender 2009).
The pattern of responses observed in both groups (blind
and sighted) under no masking condition is similar to that
obtained under no masking condition in Table 1, and this
clearly suggests that both groups prefer the CAPTCHAs
without mask.

We also asked if participants would not mind solving
CAPTCHA with sound mask if the sound mask is for
security purpose. Table 3 shows the summary of users’
responses. Out of 20 blind participants, 11 participants
strongly agreed, 4 participants agreed, 4 were neutral while
1 participant disagreed. For sighted participants, out of 20
participants, 14 strongly agreed, 4 agreed, and 2 were neu-
tral. This suggests that the majority of the participants are
willing to pay the price of inconvenience cost by the mask-
ing in exchange for higher security. It also suggests that
users should be informed of the necessity of adding sound
masks.

5.4. Participants’ comments
We asked participants if there are features they dislike or
design changes they would suggest. Most blind partici-
pants would prefer not to use a sound mask, especially on
low pitch sounds, and in situations where sound mask is
used, they would prefer the target sound volume (target and
decoy) to be much higher than the mask volume so that
they can hear the sounds clearly. Sighted participants also
did not like sounds with mask, and many complained that
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they could not hear the target sound they expected to hear
for certain target sounds. For instance, if the challenge test
asks them to identify the sound of a pig, they expected to
hear ‘oink oink’, but the pig sound used in the challenge
sounded differently, with some base effect. Some sighted
participants complained about being easily distracted or
their minds wandering away during the test. It was also
reported by sighted participants that sometimes they got
‘trigger happy’ or wrongly pressed the spacebar out of reflex
during the test, which resulted in failures.

Other suggestions from participants for design changes
include:

• play the target sounds before each challenge starts so
that users can know what to listen for,

• allow more time to press spacebar in answer to a
challenge test,

• provide the opportunity to pause and replay a sound
during a test.

While some of these suggestions are reasonable, many
cannot be implemented for security reasons. For instance, if
a target sound is played before the start of each challenge,
it may be easier for Bots to isolate the target sound from
the mask and solve the challenge. Also, allowing too much
time for users to identify the sound weakens the real-time
argument of the application and creates opportunity for Bots
in its solution attempt. Such practices may defeat the goal
of CAPTCHA.

6. Discussion
6.1. Impact of masking on usability
The first stage of the SoundsRight Audio CAPTCHA study
(Lazar et al. 2012) was conducted with only plain sounds
(no masking), and the task failure rate was less than 10%.
This study included plain sound (no masking) along with
three mask types (conversation, laughter, and orchestra).
The failure rate achieved by blind participants for the chal-
lenge tests with no masking is similar (8.5%) to the result
previously obtained in Lazar et al. (2012). This is also the
first study to evaluate the effectiveness of the SoundsRight
CAPTCHA with sighted participants, and while the failure
rate was higher for sighted participants, for challenge tests
without masking, the success rate was still above 75%.

Our data show a significant difference in the failure rate
between the challenge sets with masking and those with no
masking in both groups (blind and sighted). The post-hoc
Tukey’s HSD test result between no masking and mask-
ing conditions for blind participants shows a significant
difference in failure rates between no masking and 0 dB
(p < 0.05), and no masking and 2 dB conditions (p < 0.05).
No significant difference was found between no masking
and 4 dB. A similar result is obtained in sighted participants
where a one-tail Tukey’s HSD test suggests a significant

difference between no masking and the 0 dB (p = 0.05)

condition and no difference between other conditions.
These findings suggest that the presence of masking

does negatively impact the success rate, and the larger the
distance between the mask volume and the challenge sound
(decoys and target) volume, the higher the success rate, and
vice versa. As the volume of the challenge sounds signifi-
cantly increases over the sound mask volume, the effect of
the sound mask fades out, making user sound recognition
easier. When large depth of masking is provided, adding
masking may not have any negative impact on the success
rate.

For sighted users, the presence of mask also negatively
affected the time it took to recognise the target sound. Even
though the total time spent to solve the challenge remains the
same, longer time spent to recognise the target sound sug-
gests that the presence of mask may possibly cause higher
cognitive load from the user.

Our results also show that mask types (conversation,
laughter, and orchestra) have no significant impact on the
failure rate in solving audio CAPTCHA for both the blind
and sighted participants. This shows that it is the presence
and comparative volume of sound mask, irrespective of
the mask type, that significantly impacts the participants’
failure rate in solving the audio CAPTCHA.

6.2. Impact of masking on security
One of the goals of adding masking was to improve the
security of the SoundsRight Audio CAPTCHA. The previ-
ous stage of this study (Lazar et al. 2012) uses plain sounds
(without masking). The addition of masking to the audio
challenge in this study is considered a potential security
improvement, without which sound recognition software
may easily solve the audio challenge. The background
(sound masks) used in this study fill a wide range of audio
spectrum and are expected to be difficult to filter out without
impacting the target sounds as well. The use of masking for
each challenge set has increased the complexity of solving
the puzzle compared to the first stage of this study that uses
only 20 different plain sounds (without masking).

In an event where a Bot attempts to solve the
CAPTCHA, the first task is to determine the target sound,
and as the audio set is being analysed, the Bot will need to
determine what background sound (mask) was used. This
will be followed by an attempt to apply an algorithm to filter
out the target sound, using some pattern matching to deter-
mine the target sound in the challenge set. Since the entire
challenge set is masked, determining what target sound to
look for, as well as matching the correct target, is expected
to be difficult for Bots, compared to if plain sounds (without)
masking are used. Simply put, the masking decreases the
likelihood that a Bot will be able to solve it.

In production, the complexity can be further increased
by increasing the number of sounds for each sound category
and mask library. For instance, having about 20 different
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sounds of birds and doing the same for other sound cate-
gories, and also increasing the library of background sounds
(masks).

6.3. Difference between blind users and sighted users
Performance results between the blind and sighted partici-
pants are quite different. The difference provides interesting
insights into sound recognition and the nature of user inter-
action in the two groups of users. Sighted participants in
general had substantially a higher overall failure rate than
the blind users (30% vs. 16%). Sighted participants were
also more vulnerable to the negative impact of sound mask-
ing. While the 0 dB depth of masking (same volume level
for both mask and target/decoy) does not affect the failure
rate for blind users compared to 2 dB depth, it significantly
increased the failure rate for sighted users compared to 2 dB
depth.

The higher failure rates recorded with sighted partic-
ipants might mean that blind users have more experience
with audio output from computers. The reason for the higher
failure rate may also be attributed to the comments captured
in the subjective user experience survey. Sighted partici-
pants stated that they were often distracted through mind
wonderings and they sometimes got ‘trigger happy,’ press-
ing the space bar even when they did not intend to do so.
Whereas, blind participants did not seem to have problems
with concentration, as their comments were more focused
on sound attributes. This could be seen as similar to the find-
ings of Lazar et al. (2007), which was that blind people were
more efficient in responding to errors and frustrations on the
web, as compared to visual people, because their coping
strategies (e.g. looking for workarounds instead of reboot-
ing like visual people) were more effective. Blind people
may simply have more experience in listening carefully for
auditory cues.

6.4. Future research
In this study, we kept the mask volume constant at a nor-
malised level while adjusting the challenge set (decoys and
target) volume. It would be interesting to examine the effect
of masking the other way round; that is, keeping the chal-
lenge set volume at a normalised level while adjusting the
mask volume. Also, instead of using only one mask type
for an entire challenge set, it would be useful to exam-
ine the impact of masking when different sound masks
are used for each sound clip in a challenge set. This is
expected to increase the complexity of solving the chal-
lenge by Bots, but humans are expected to be able to solve
the puzzle despite the complexity introduced by different
masks selected at random.

7. Conclusion
This study explored the impact of masking on solving audio
CAPTCHAs. The study was conducted with three types

of masking (laughter, conversation, and orchestra sounds),
and three depths of masking (0, 2, and 4 dB). A total of
40 participants (20 sighted and 20 blind users) participated
in the usability testing. The evaluation results showed that
low mask depths (when challenge volume is close to mask
volume) decrease usability. The presence of mask in a chal-
lenge test can have a significant impact on usability, but
the type of mask used does not seem to have a significant
impact on usability. Furthermore, blind participants have
an overall higher success rate in solving audio CAPTCHAs
as compared to sighted participants. The results are use-
ful in determining the appropriate mask and volume mix
for the next stage of this research on improving the secu-
rity of the SoundsRight Audio CAPTCHA. Even though
audio CAPTCHAs are primarily used by people with visual
impairments, it is useful to collect benchmark data on how
the failure rates of blind participants compare with sighted
participants, which can provide insights into the design of
a universally accessible audio CAPTCHA.
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