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Abstract: Energy storage systems have established their capability to overcome the problems caused by intermittent
nature of renewable sources when integrated to existing grid. Voltage and frequency control, as well as load shifting
can be done using grid level storage systems incorporated with renewable sources. They can effectively serve the
system as an energy sink and source. Operational use of energy storage for grid level support of a wind electric
generator (WEG) is demonstrated in this study. The battery storage supported WEG along with controllers is modelled.
Artificial neural network controller, which is having inherent learning capability, is developed to regulate the power
flow between wind generator and utility grid. The proposed algorithm and the corresponding controller are simulated
in MATLAB/Simulink and implemented in the DSP processor. The real time data exchange between Simulink and the
floating point DSP processor TMSF32028335 is realised using on-board JTAG emulator. The hardware implementation
using DSP processor presented in this work establishes the efficacy of the proposed control strategy for real time
applications.

1 Introduction

The addition of carbon free renewable electricity generation
technologies has created a number of regulatory and performance
issues in the utility grid worldwide. These issues are the outcome
of extremely intermittent nature of these renewable resources.
Once the penetration level of these resources increases, isolated
grids and insufficient transmission infrastructure make the situation
much more critical [1]. Modern variable-speed wind turbines and
large photovoltaic power plants connected to the utility grid do not
contribute to the frequency stability as the synchronous generators
of the conventional gas or steam turbine do [2]. Within the
fragmented and deregulated energy market, it is very essential for
the independent power producers to follow the policies and
amendments put forward by the utility so as to maintain the grid
codes throughout the integrated operation. Grid level storage can
serve the system as an energy sink and source [3]. They can store
energy during unfavourable market conditions and during low load
hours. The stored energy can be dispatched to meet the load
requirement during the time of low generation. The reliability and
availability of the system can be increased to a greater extent by
the utilisation of energy storage devices alongside the renewable
sources [4]. Grid level storage systems can also provide
decoupling between the generation and the load ensuring the
intermittent nature of renewable sources not affecting the quality
of power in the grid by smoothing power output [5, 6], and
effectively help in damping inter area oscillations [7].

As of now, more than 90% of the total electricity storage is
provided by pumped hydroelectric storage (PHS) [8]. This is the
most prominent and well-established storage technology.
Environmental and geographical limitations restrict new pumped
hydro installations. Compressed air energy storage (CAES)
dominates next to PHS in energy storage technologies. CAES
require more space and large installation time. Battery storage
systems such as li-ion, zinc bromide and flow batteries require less
space and require minimum time for installations [9]. The battery
storage can offer more than 90% round trip efficiency. 450 MW
sodium sulphur storage system in Japan and 54 MW Lithium-ion
battery storage system in South Korea are examples for recent grid

level installations [10]. Most of the utilities in European Union as
well as in United States have adopted policies to acquire energy
storage at least to a level of 1% their peak capacity by the end of
2020 [11]. A hybrid energy storage system utilising super
conducting magnetic energy storage and battery [12], co-utilisation
of battery and thermal units in wind farms [13] are other examples
of optimum integrated operation using energy storage. Apart from
the advantages obtained by the installation of storage, the
technology need to be analysed based upon energy return from the
investments made [14]. With the introduction of modular grid
level storage systems, which require only few months for the
installations and minimum space, the cost for the storage has come
down [15].

In this paper, advantages of using battery energy storage for grid
level support of a wind electric generator (WEG) are investigated by
the use of artificial neural networks (ANN) controller and its DSP
implementation. A battery storage supported WEG along with
controllers is modelled. ANN controller which is having inherent
learning capability is developed to regulate the power flow
between wind generator and utility grid based upon the state of
charge (SOC) of battery. The proposed algorithm and the
corresponding controller are implemented in MATLAB/Simulink
as well as in the DSP processor. The real time data exchange
between Simulink and the target floating point DSP processor
TMSF32028335 is realised. The controller implementation in
Simulink and the DSP processor shows the generality of the
proposed control strategy for real time operation. The system with
BESS is compared with one without energy storage.

2 Wind electric system model

To illustrate the highly varying nature of wind speed, the raw wind
data from a one of the wind farm located at Theni district of south
India is collected and presented in the Fig. 1. The 10 min average
wind speed presented for the year of 2011 shows that site is
having high turbulent wind with an annual average speed of 6.71 m/s.
By fitting the well-known Weibull distribution to the wind data the
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scale and shape parameter are calculated to be 7.52 m/s and 1.35,
respectively.

The WEG system considered for the analysis in this paper is
shown in the Fig. 2. The system consists of pitch controlled
variable speed wind turbine and back to back converter with
DC-link connected to utility grid. Battery storage is added to
WEG system at the point of common coupling (PCC).

2.1 Wind turbine model

The power available in the wind is proportional to the cube of wind
speed and the power extracted by wind turbine is related to the power
coefficient, which in turn is a function of the tip speed ratio and pitch
angle of turbine blade. The detailed modelling of wind turbine can be
found in [16].

In direct driven technology, gear box is avoided which is one of the
advantages of the system [17]. Hence the overall mass of the system
and time constants associated with the mathematical models get
reduced. The usual range of inertia time constants in per unit for
direct driven PMSG based systems is 3 to 8 s. For the 2.5 MW
system considered, the inertia time constant is calculated as 5.3 s.

2.2 Modelling of permanent magnet synchronous
generator

The model of a synchronous generator presented by Kundur [18] is
modified to be used for permanent magnet synchronous generator
(PMSG) eliminating the rotor excitation and including the
permanent magnet characteristics. Stator winding of PMSG is
considered to have equal turns per phase along both the axes.
Rotor flux is assumed to be concentrated along d axis and no flux
along q axis. Sinusoidal excitation is considered for PMSG and
the need for a step up converter between two back to back
converters is eliminated. Rotor flux is assumed to be constant.

The d and q model of PMSG can be represented using (1)–(3)

d

dt
ids =

ve

xd
(− uds − rs · ids +

v

ve
xq . . . iqs) (1)

d

dt
iqs =

ve

xq
(− uqs − rs · ids −

v

ve
(xdids + cm) (2)

Te = cd · iqs − cq · ids (3)

where

cq = xqiqs (4)

cd = xd · ids + cm (5)

where, ids, iqs are d and q axis generator current, uds, uqs are terminal
voltage, xq, xd are stator reactance, cd, cq are flux linkage along the
direct axis and quadrature axis, rs is stator resistance, cm represents
flux linkage provided by permanent magnets and ωe is basic
electrical speed of the generator. Moreover ωe = ω× p/2 where p is
the number of poles. The per unit generator terminal voltage,

Vs =
����������
u2ds + u2qs

√
. The parameters of the 2.5 MW WEG used in the

simulation study are given in Tables 1 and 2.

2.3 Modelling of controlled rectifier, DC-link and inverter

Using the fast average d− q model of the converter, the terminal
voltage of PMSG, the direct and quadrature axis voltages uqs and
uds can be expressed in terms of the DC-link voltage, modulation
ratio m1 and control angle α1 using (6) and (7)

uqs = m1Vdc cos (a1) (6)

uds = −m1Vdc sin (a1) (7)

The modulation index m1 of the generator side converter is
controlled by PI controller taking the set value of desired terminal
voltage Vs of PMSG and actual value. The control angle α1 is
found by a controller by considering the desired speed of the drive
train according to the wind speed and actual speed. The grid side
converter output voltages and currents are indicated using udc, uqc,
iqc and idc. The modulation ratio m2 of the grid side converter is
controlled by a controller taking the set value of reactive power
exchange with the grid and actual value. The control angle α2 is
deduced using a PI controller comparing the set value of DC-link
voltage and actual value. The grid side converter output voltages

Fig. 1 Wind speed representation of wind farm Theni for the year 2011

Fig. 2 Variable speed WEG system with battery storage

Table 1 Wind turbine parameters

Description Parameter

rated power 2.5 MW
no. of blades 3
control Pitch control
blade diameter 40 m
air density 1.1 Kg/m3

inertia constant 5.8 pu
cut in wind speed 3 m/s
cut off wind speed 25 m/s
rated wind speed 14 m/s
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can be expressed in terms of m2, α2 and Vdc using (8) and (9)

uqc = m2Vdc cos (a2) (8)

udc = −m2Vdc sin (a2) (9)

The MATLAB implementation of the controllers for controlled
rectifier and inverter are shown in Fig. 3 and PI controller
parameters are provided in Table 3.

DC-link voltage can be represented [19] in terms of the current
flowing into and out of it (10)–(12)

d

dt
Vdc =

1

C
(iv − id) (10)

where, C is DC-link capacitance, Vdc is DC-link voltage, id and iv are
current flowing out of the grid side converter and current coming
from the generator side converter

iv =
1

vdc
(udsids + uqsiqs − pvloss) (11)

id =
1

vdc
(udcidc + uqciqc − pdloss) (12)

where, pvloss and pdloss account for the converter losses.
Decoupling between generator and utility grid is provided by a

constant DC-link voltage. When this is made possible smooth
exchange of active and reactive power to the grid can be achieved.

2.4 Transmission line and grid model

The dq model of the transmission line can be represented using the
(13) and (14)

xtl
vo

d

dt
idtl = vd1 − vd2 − Rtlidtl − voxtliqtl (13)

xtl
vo

d

dt
iqtl = vq1 − vq2 − Rtliqtl + voxtlidtl (14)

where, idtl, iqtl are transmission line currents, Vd1, Vd2, Vq1, Vq2 are
direct and quadrature axis voltages at both ends of the
transmission line, Rtl, xtl are transmission line resistance and
inductance, ωo is average synchronous frequency in the network.
The model of the transmission line is given in Fig. 4.

For the analysis, the grid is considered as a stiff system.
Accordingly grid voltage is taken as 1 pu and δ is assumed to be
zero [20].

2.5 Battery energy storage system (BESS) model and
control strategy

To reduce the stress at the PCC and to make sure that scheduled
energy is dispatched to the grid, battery storage is added at the
PCC [21]. The optimum position of the storage system will
determine how far it could support the grid [1]. The dynamic
equation used to represent BESS is given in (15)

d
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0
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(15)

Table 2 PMSG parameters

Description Parameter

rated MVA 2.5
no. of pole pairs 34
xd, xq 0.5 pu
rd, rq 0.02pu
cm 0.89 pu

Fig. 3 Controller implementation of controlled rectifier and inverter

Table 3 Proportional integral gains for PI controllers

Controller Kp Ki

PI11 1.31 11
PI12 6 83
PI21 1.3 62
PI22 5.6 54
PI31 0.11 11.3
PI32 2.17 33
PI33 5.3 121

IET Gener. Transm. Distrib., 2015, Vol. 9, Iss. 10, pp. 937–946
939& The Institution of Engineering and Technology 2015



where S1=m3sin (α3), S2=m3cos(α3), m3, α3 are modulation index
and converter angle for BESS inverter, idbes, iqbes are BESS currents,
Vdcbes is voltage across DC capacitor, Rbes, xbes represents BESS
transformer resistance and reactance, Vbbat is battery voltage, Rb

represents self-discharging loss of battery, Rdc represents charging
and discharging loss of battery and Cbes is battery capacitance.

To ensure optimum scheduling, it is very important to have
accurate wind forecasting and the knowledge of SOC of the
battery. SOC gives the information regarding how much energy
remains in the battery and it is dependent up on internal
parameters, temperature and age of the battery. The precise
measurement of SOC is still a matter of research. Out of the
different methods to measure SOC [4, 22–25], calculation based
upon ampere hour counting [25], is used in this paper. SOC at any
time t, can be obtained using (16) where Q represents the battery
capacity, SOC(0) is the initial SOC, I(t) is the charging or
discharging current of the battery

SOC(t) = SOC(0)− 1

Q

∫t
0
I(t)dt (16)

It is very essential to maintain SOC of the battery within the
minimum and maximum levels so that the BESS is completely
utilised for power scheduling. The preferred levels of battery
operation considered are 20–90% of SOC.

To realise the scheduled energy demand, power injected by WEG
system to the grid (ipWEG – active current) is compared with the
scheduled power (Ishref) and the error generated (ipref) is given as
the reference power for the BESS. Once the wind power
generation is less than the scheduled value, BESS provides the

remaining power and when there is excess power than the grid
demand, power is absorbed by the BESS. In the BESS controller,
the reactive current reference is generated comparing the reference
PCC voltage (Vpccref) with the actual value (Vpcc). From the
intermediate control variables eR rand eP the controller will
generate the parameters m3 and α3 imposing reference power flow
from the battery and ensure scheduled power is injected at PCC
from wind battery system. The controller configuration for the
BESS is shown in Fig. 5. The parameters of the PI controllers of
BESS are provided in Table 3. For the scheduled energy dispatch
from wind farms, BESS with high MWh rating is required. For the
analysis in this paper, a BESS which can support the WEG system
up to 50% of its rated capacity for duration of 1 h is considered.
Accordingly the energy required to be stored in BESS is
calculated as 1.25 MWh.

3 ANN-based controller

Conventional controllers do not exhibit the intelligence to adapt with
the varying operating conditions. ANNs have the inherent learning
capability and they exhibit excellent set point tracking. A
feed-forward ANN consists of N layers of neurons, the dot product

Fig. 4 Transmission line model

Fig. 5 BESS controller

Table 4 ANN parameters

Description Parameter

ANN structure feed forward
no. hidden layers 1
no. hidden layer neurons 5
hidden layer
activation function tansigmoid
output activation function pureline
training method back propagation
training function levenberg-marquardt
performance function mean square error

Fig. 6 Three layer feed forward network
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Fig. 7 MATLAB implementation of a three layer feed-forward ANN

Fig. 8 Response of simulated WEG system without energy storage in

a Wind speed
b Voltage at PCC
c Power angle (δ) at PCC
d Power exchange with grid

IET Gener. Transm. Distrib., 2015, Vol. 9, Iss. 10, pp. 937–946
941& The Institution of Engineering and Technology 2015



Fig. 9 Comparison of response of WEG system to the wind speed variation with energy storage during simulation using PI and ANN controller in

a Wind speed
b SOC of battery
c Power exchange with grid
d Power angle (δ) at PCC
e Voltage at PCC
f Battery power exchange

IET Gener. Transm. Distrib., 2015, Vol. 9, Iss. 10, pp. 937–946
942 & The Institution of Engineering and Technology 2015



weight functions, net input functions and specified transfer
functions. Each neuron of the different network layers are
connected to previous layer and next layer neurons through proper
weights. All layers have biases and the last layer is the network
output. Considering the robust nature of neural network, to
implement the proposed control algorithm, a three layer
feed-forward back propagation network is modelled with
parameters as given in Table 4. The feed forward neural network
model used in this analysis is as given in Fig. 6.

The output of a three layer feed forward network can be calculated
using the (17) and (18) where the network consists of i inputs, k
outputs and j hidden layer neurons. Vj represents the output from
the jth neuron in the hidden layer. wij is the input weight between
the ith neuron of input layer and the jth neuron of hidden layer, bj
represents the bias to the jth hidden layer neuron and f1 represents
the hidden layer activation function. Yk represents the kth output,
wjk represents the weight between the jth neuron of hidden layer
and the kth neuron of output layer, bk the output layer bias and f2
represents the output layer activation function

Vj = f1
∑

(xi · wij)+ bj

( )
(17)

Yk = f2
∑

(Vj · wjk )+ bk

( )
(18)

The training of the neural network is the most crucial part of
formation of a good neural network. Here in this work, the
network is trained based up on back propagation algorithm and
done off line. In the back propagation algorithm, initially, first
set of input data are fed to the network resulting in a particular
output. The obtained output is compared with the corresponding
target in the training set and error is calculated. Based on the
error obtained the layer weights as well as the bias values at
each layer are updated. The error calculation, and the weight
updating process continues till the error obtained is well within
the specified limit and measurable error is negligible. The
updating of weights starts from the output layer in each
iteration. The new weights wij for each layer is calculated based
on the (19) and (20). Where w′

ij is the previous weight, lr
learning rate, ek the error term calculated during the iteration and
tk the target

wij = w′
ij + lr · ek · xi (19)

ek = Yk · (1− Yk ) · (tk − Yk ) (20)

The error term ek used for the back propagation is the dot product
of output Yk, the complement of Yk and the actual difference
between output tk and corresponding target Yk. The MATLAB
implementation of each ANN-based controller is shown in

Fig. 10 DSP implementation of PI and neural network controllers

a Use of From RTDX and To RTDX blocks to define communication channels in Simulink
b Target implementation of PI controllers
c Target implementation of neural network controllers
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Fig. 7. The training of the ANN controller is done off line
collecting data from the system while using PI controller for a
duration of 100 s (10 000 samples). Testing and verification of
the developed controller is done replacing all the PI controllers
of the BESS system with ANN controllers and performance is
analysed in simulation and in real time implementation in DSP.

4 MATLAB/Simulink simulation

4.1 WEG system without energy storage

To visualise the stress offered by the varying wind speed on the grid,
the WEG system is simulated without the support of energy storage.

Fig. 11 Performance comparison of controllers implemented in DSP in

a SOC of the battery
b Power exchange with grid
c Power angle (δ) at PCC
d Voltage at PCC
e Battery power exchange
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The varying wind speed selected for the simulation work in the paper
is shown in the Fig. 8a. The system parameters considered for the
performance evaluation are the voltage at PCC as shown in the
Fig. 8b, the power angle delta (δ) at PCC in Fig. 8c and the power
exchange with grid in Fig. 8d. It can be observed that along with
the variation of the wind speeds, the power injected by the WEG
system to the grid changes as shown in the Fig. 8d. The power
injected is limited to 1 pu by the pitch angle controller for wind
speed above the rated speed of 14 m/s. During the time when wind
speed is below the rated value, corresponding variation can be
found in the power angle (δ), voltage at PCC and power exchange
with grid. Owing to these sudden parameter changes
corresponding to high turbulent wind speed at PCC, the grid will
always be at a stressed state. The stress occurring at the PCC can
turn in to a state of system instability on the event of any
contingency either at generation side or at the grid side. The
situation can be improved to greater extent by the use of energy
storage.

4.2 Comparison of performance of WEG system with
energy storage using PI and ANN controller

To facilitate reduced stress at PCC and to ensure desired/scheduled
power flow to the grid, a battery storage system is incorporated at
the PCC. The simulation is carried out using the conventional PI
controller as well as the ANN-based controller. Simulation
duration of one hour is divided into four slots of 15 min each. The
wind speed considered for the study is given in Fig. 9a.
Scheduling of power dispatch has to be made with the help of
wind prediction and calculating SOC of the battery. Initial SOC of
the BESS is assumed to be at 70%. Depending upon the predicted
wind speed and the SOC of battery, power schedule is fixed at 0.9 pu.
At the end of first time slot, SOC reaches to 42% as in Fig. 9b.
To ensure that SOC does not reach the minimal level of 20% in
the immediate time slot, power schedule is changed to 0.7 pu. As
the SOC has improved at the end of second time slot to 58%,
power schedule is raised to 0.9 pu in the third time slot. At 2700s,
scheduled power is further reduced to 0.7 pu and SOC is raised to
a value of 39% at the end of fourth time slot. It is observed that
with the ANN controller, set point changes in power schedule are
tracked at a faster rate than with the PI controller as presented in
Fig. 9c. The scheduled energy set point changes are reflected in
the power angle (δ) and voltage at PCC as shown in Figs. 9d and
e. Fig. 9f shows the power exchange by BESS. A positive value in
the battery power indicates the power supplied by the battery
(discharge) and the negative value indicates the power consumed
(charging) by the battery. The mean square error while using PI
controllers are 0.44% whereas using ANN is 0.40%. During the
time when scheduled power references are changed the system
parameters settle to the new value in 1 s when using PI controllers
whereas it takes only 0.2 s to settle to a new value when ANN
controller are used. The reduced time for settling of the power
angle and voltage at PCC while using ANN controller shows the
inherent learning capability and excellent tracking ability of the
ANN network. It can also be understood that when there is BESS
support for the WEG system the wind speed changes are not
reflected at the PCC and the system is more stable.

5 DSP implementation

The conventional PI controllers as well as the ANN controller are
realised and implemented in digital signal processor. For the real
time implementation the target selected is Texas instruments
TMS320F28335 eZdsp processor. This is a floating-point Digital
Signal Controller. The integrated on board JTAG emulation
incorporated in the spectrum digital starter kit and USB interface
to the host PC, enable real time communication between the target
and the host. Integrated Development Environment Code
Composer Studio™ serves as the software interface between
MATLAB /Simulink and the target processor [26]. Simulink

model interacts with the target application in real-time. The
read-from and write-to RTDX Simulink blocks used in the
simulation define communication channels between Simulink and
the target. Fig. 10a shows how these blocks are used in the model
to make Simulink interact with the DSP processor. The DSP
implementation of PI and neural network controllers are presented
Figs. 10b and c. The synchronous communication between the
Simulink and DSP processor is enabled throughout the process
running time. The conventional PI controllers as well as the ANN
controllers are implemented in the target processor.

The wind speed variation as well as the set point changes used for
simulation is considered for DSP implementation of controllers. The
system parameters considered during analysis are presented in
Fig. 11. It is found that the performances of the system during
simulation and while using DSP processor are similar. The
similarity observed during simulation and DSP implementation
validates the control algorithm.

6 Conclusion

The excess generation of electricity during the time of low demand
and inadequate generation during peak hours are always a bottle
neck in the renewable integrated grid system. This limitation is
overcome to a great extent by the use of storage technologies along
with renewables. By suitably charging and discharging the battery,
with the help of accurate prediction of wind and measurement of
SOC, the problems associated with the intermittent nature of
renewable sources can be reduced. The application of battery
energy storage for grid level support of WEG is investigated
through the use of conventional PI controller and ANN-based
controller. The inherent learning nature and the ability of ANN to
adapt with the varying operating conditions are demonstrated in
this paper. The effective use of the storage system in reducing the
stress at the PCC as well as maintaining the scheduled energy
dispatch is explained by comparing a WEG system with and
without energy storage. The validation of the control algorithm is
done using Simulink simulation and its DSP implementation. Real
time data exchange between the MATLAB/SIMULINK and DSP
processor is achieved. The analogous results obtained during
simulations as well as in the target implementation shows the
suitability of the proposed control strategy for real time operation.
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