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Abstract In this paper, we have considered the distributed scheduling problem for
channel access in TDMA wireless mesh networks. The problem is to assign time-
slot(s) for nodes to access the channels, and it is guaranteed that nodes can commu-
nicate with all their one-hop neighbors in the assigned time-slot(s). And the objective
is to minimize the cycle length, i.e., the total number of different time-slots in one
scheduling cycle. In single-channel ad hoc networks, the best known result for this
problem is proved to be K2 in arbitrary graphs (IEEE Trans Comput C-36(6):729–
737, 1987) and 25K in unit disk graphs (IEEE/ACM Trans Netw pp 166–177, 1993)
with K as the maximum node degree. There are multiple channels in wireless mesh
networks, and different nodes can use different control channels to reduce congestion
on the control channels. In this paper, we have considered two scheduling models
for wireless mesh networks. The first model is that each node has two radios, and
the scheduling is simultaneously done on the two radios. We have proved that the
upper bound of the cycle length in arbitrary graphs can be 2K . The second model
is that the time-slots are scheduled for the nodes regardless of the number of radios
on them. In this case, we have proved that the upper bound can be (4K − 2). We
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also have proposed greedy algorithms with different criterion. The basic idea of these
algorithms is to organize the conflicting nodes by special criterion, such as node iden-
tification, node degree, the number of conflicting neighbors, etc. And a node cannot
be assigned to a time-slot(s) until all neighbor nodes, which have higher criterion and
might conflict with the current node, are assigned time-slot(s) already. All these al-
gorithms are fully distributed and easy to realize. Simulations are also done to verify
the performance of these algorithms.

Keywords Scheduling algorithms · Time Division Multiple Access (TDMA) ·
Wireless mesh networks · Distributed algorithms · Channel access.

1 Introduction

The wireless mesh network [1] is a new wireless broadband technology drawing in-
creasing attention these days. It is deployed in the last mile to extend or enhance
Internet connectivity for mobile clients located at the edge of wired networks. Dif-
ferent from the traditional single-channel ad hoc network, the wireless mesh net-
work generally includes several orthogonal channels which can be provided by IEEE
802.11 a/b/g. The mesh node is generally equipped with multiple radios, and each ra-
dio can communicate with different neighbors simultaneously on different orthogonal
channels. In this way, the bandwidth and system throughput is improved significantly
compared with the single-channel network [21]. Another important characteristic of
the wireless mesh network is its ad hoc mode. The mesh nodes make decisions with
limited local information. The correctness and efficiency of these local decisions de-
pend heavily on the message exchange in the networks [21, 22]. This means that an
efficient and fully distributed mechanism to control packet exchange is necessary in
the wireless mesh network. Consequently, distributed access scheduling on the chan-
nels is of great importance.

The wireless mesh network is designed to support wireless broadband access and
various scenarios such as voice and video meeting, broadband home networking,
building automation, etc. The Quality-of-Service (QoS) support is one key issue in
these applications. QoS support affects not only in the process of the resource reser-
vation and relaxation, but also in the process of local information exchange. For ex-
ample, if a node wants to send control packets to neighbors, it is reasonably required
that the transmission process will be correctly done in a guaranteed delay bound. The
contention-based access scheduling, such as the IEEE 802.11 DCF, cannot provide
such a guarantee because of its randomly contention and back-track mechanism. Fur-
thermore, the contention-based solution only runs well in small-size network. With
increasing size, the performance decreases to zero. All these show that the contention-
based solution is not suitable for the wireless mesh networks.

This leads to a determined scheduling for channel access. Each node is assigned
one/several chances (time-slots in a TDMA system) to access the channels, and the
broadcasting in the time-slots is guaranteed to be received correctly by neighbor(s).
The access delay on the channels is limited to the length of the scheduling cycle. Note
that a single time-slot can be reused by two nodes if they do not interfere with each
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Fig. 1 Control packet exchange
mechanism in the radio-oriented
model

other. Then the objective of the access scheduling problem is to minimize the length
of the scheduling cycle.

When all nodes in the network use a common control channel to transmit the con-
trol packets, the length of the scheduling cycle might be too long since all nodes
have to contend on this common channel [7, 16]. The mesh network exploits multiple
channels in the system and the access scheduling shall also benefit from this charac-
teristic. In order to reduce the congestion on the control channel, a separate control
channel can be introduced to each node in the network [12]. The separate control
channel for one node is called the fixed channel. In case two neighbor nodes have
different fixed channels, they shall switch to the fixed channel of the target, and the
target shall listen on its own fixed channel at the same time. Switching a radio from
one channel to another further incurs some delay, which is in the range of a few hun-
dred microseconds [15] to a few milliseconds [5] in the current situation. However,
with the development of the technology, the delay will be minimized and within a
tolerable range.

It is expected that the separate control channel model can reduce congestion on the
control channels while providing reduced scheduling cycle for channel access. How-
ever, in this paper, we do not discuss how to select the control channel for each node.
We just focus on the scheduling problem for channel access in the mesh networks.
Our theoretical analysis shows that a wonderful control channel assignment will re-
duce the length of the scheduling cycle compared with the single-channel solution.
However, the scheduling for channel access depends heavily on the system model of
the mesh networks. In this paper, we consider two typical models [12, 16].

The first model is called the radio-oriented model, in which each node has two
radios: the first one working on the fixed channel and called the fixed radio, and
another one which can switch among all the other available channels and called the
switchable radio [12]. If two neighbor nodes have different fixed channels, they shall
switch their fixed radio to the fixed channel of the neighbor, and send control packets
through it. However, if they have the same fixed channels, they shall use the fixed
radio working on the fixed channel to send the control packets. Note that a node will
always listen on its fixed channel (as well as on the fixed radio).

Figure 1 provides an example to illustrate the mechanism in the radio-oriented
model. The numbers in the gray circles are the number of fixed channels of the node.
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The fixed channels of u,v,w, and x are channels 1, 2, 3, and 1, accordingly. u and
v,u and w, and u and x are within transmission range of each other. u can turn its
switchable radio to the fixed channel of v, i.e., 2, and send the control packet to v.
However, u has to use its fixed radio (working on the fixed channel 1) to send to x

because they have the same fixed channel.
The second system model is called the node-oriented model, in which time-slots

are assigned to the node, regardless of the number of radios on it. This model is pop-
ular and reasonable because people seldom care how many radios one node owns or
which channels the radios work on. The node-oriented model is introduced here to de-
scribe the case time-slots are assigned to nodes regardless the radios on it. Each node
also has a separate control channel called the fixed channel. The exchange mechanism
of control packets in this model is similar to the case in the radio-oriented model, i.e.,
when a node wants to send control packets to another, it switches to the fixed channel
of the target and sends on it, and at the same time-slot the target shall listen on its
own fixed channel.

Based on the two different models, we have proposed fully distributed algorithms
to solve the scheduling problem to provide channel access. Our algorithms have the
following advantages: (1) A determined scheduling which improves system perfor-
mance by eliminating all conflicts and retransmissions in the network; (2) Guaran-
teed access delay with upper bound as the length of the scheduling cycle; (3) High
utilization with load balance on the different fixed channels and reduced access delay
compared with the single channel model.

The rest of this paper is organized as following. In Sect. 2, we discuss related
work. In Sect. 3, the problem formulation is shown. In Sect. 4, we propose algorithms
based on the radio-oriented model. In Sect. 5, we introduce the algorithms based on
the node-oriented model. The related discussions are presented in Sect. 6. Simulation
results are presented in Sect. 7, and in Sect. 8 are the concluding remarks.

2 Related work

So far as we know, this is the first paper on the access scheduling problem in multi-
channel mesh networks. The known related works were all done in single channel
wireless networks. Most of the current results are based on the assumption that the
interference range is equal to the transmission range, which was proved not true.

Chlamtac and Pinter [7] have proposed a greedy algorithm for the access schedul-
ing problem in single channel networks. The basic idea is that each node selects a
time-slot for broadcasting with 2-hop local information. The number of time-slots is
upper-bounded by min(n,K2 + 1) for arbitrary graphs, where n is the node num-
ber and K is the maximum node degree. The main problem is that the interference
range is assumed to be equal to the transmission range. However, recent results [23]
have shown that the interference range is generally about 2–3 times the transmission
range when the distance between the transmitter and receiver is close to the transmis-
sion range, which means nodes may potentially interfere even though they are 2-hops
away.

Some algorithms make access scheduling on the channel with in-band signaling,
such as the strategies of phase negotiation [8] and RTS/CTS handshakes [20, 24].
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The in-band signaling in these algorithms is simple and easy to realize, but it cannot
eliminate the potential interference completely because the interference range can be
larger than the transmission range, and thus collision may occur at some time-slots,
and finally the system performance is reduced. Another problem is that these methods
spend some band resources on conflicts. Further, deadlock may happen in the phase
negotiation method because nodes know nothing about the local topology.

A number of topology-independent scheduling algorithms have been proposed [4,
11, 19]. The basic idea of topology-independent scheduling is for a node to transmit
in several time-slots in one scheduling cycle, so that there is a unique time-slot on
which a node can communicate with any one-hop neighbor. The benefit of topology-
independent scheduling is that the scheduling result is independent of the topology of
the network, and thus very suitable for dynamic scenarios where the topology changes
frequently. The limitations are that the length of the scheduling cycle is generally very
long and the result always depends on the network size.

The broadcast scheduling problem was studied in [6, 13, 16, 18]. Most works are
centralized algorithms [6, 13, 16]. Ramanathan and Lloyd [18] have proposed sev-
eral on-line algorithms. The main idea is that time-slots are scheduled according to a
series of events: the nodes’ joining and leaving the network. The on-line algorithms
need a centralized node to deal with these events, and thus they are, in fact, cen-
tralized. There has been no fully distributed algorithm for the broadcast scheduling
problem until now.

Another problem that is similar to the channel access scheduling problem is the
code assignment in CDMA systems, if we take the codes as the time slots in TDMA
systems [2, 3, 9, 10, 14, 17]. A pair-wise code-assignment algorithm is proposed to
assign codes to edges [9]. Simulation results show that the proposed scheme requires
fewer codes than transmitter-based code assignment, while maintaining throughput
performance in sparse networks. Code assignment for hidden terminal interference
avoidance in multi-hop packet radio networks is studied in [2, 14]. Optimal algo-
rithms are proposed for ring and binary tree topologies [2] while optimal algorithms
are proposed for bus, hex, and grid topologies [14]. Heuristics are proposed for gen-
eral network topologies in both works. A centralized code assignment is proposed
in [10]. The main idea is to first assign codes for the node with maximum node de-
gree and its neighbors, and then order the nodes by decreasing criterion of the node
degree, and then assign codes to nodes one by one. A distributed code assignment al-
gorithm with object-oriented software simulations is presented in [10]. The algorithm
is based on the saturation-degree coloring scheme by using different depth informa-
tion of the neighborhood when a local decision must be made.

3 Problem formulation

Assume there are totally Q channels in the network, numbered from 1 to Q. A node
is equipped with two omni-directional radios. There is a preassigned control channel
(called the fixed channel) for each node in the network. Different nodes may have
different fixed channels. The topology of the network can be represented by a graph
G = (V ,E) where V is the set of nodes and E is the set of edges. There is an edge
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(u,v) between node u and v if they can communicate with each other, or their Euclid-
ean distance is no larger than the transmission range. We assume all nodes have the
same transmission range in the rest of this paper.

The number of edges on the shortest path u = v0, v1, . . . , vh = v is defined as the
distance between nodes u and v. The set of nodes whose distance to node u is no
more than variable h is defined as the h-hop neighbors of node u, i.e., Nh

u ; especially
N1

u denotes the set of one-hop neighbors of node u in the network.
Most current works assume that the interference range is equal to the transmission

range. However, recent results [23] have shown that this assumption is not true. It
is proved that the interference range is generally larger than the transmission range,
that is, about 2–3 times, when the distance between the transmitter and receiver is
close to the transmission range. Thus, the previous assumption is not accurate and
conflicts may occur. Here, we propose an H -hop interference model to describe this
large interference range problem.

The H -hop model has defined the case in which a transmission is received suc-
cessfully by its intended receiver. Supposing node u transmits over channel k to
node v, this transmission is successfully received by node v if no other node w �= u

within H -hop from v is transmitting over channel k simultaneously. The H -hop in-
terference model has described the situation where a zone (within H hops from the
receiver) is specified, to prevent a nearby node from transmitting on the same channel
at the same time. The parameter H is a constant, depending on the system signal-to-
interference ratio required for correct reception.

The access scheduling problem assigns time-slots to each node in the network
for broadcasting. The correctness of the scheduling depends heavily on the system
model. In the radio-oriented model, each node has one fixed radio working on the
fixed channel (the control channel), and another radio that can switch among the
other channels. In this model, the scheduling is carried out simultaneously on the two
radios for each node. Assume that a node, say u, is scheduled one time-slot which
can be used to send control packets to another node, say v. The following conditions
must be satisfied to guarantee this schedule is feasible.

C1-1. u should transmit on v’s fixed channel with the fixed radio if their fixed chan-
nels are the same, and with the switchable radio if different.

C1-2. Transmission and reception between u and v must occur in the same time-slot.
C1-3. One time-slot of the same radio can not be used for transmission and reception

simultaneously.
C1-4. u can not transmit or receive on another channel in the same time-slot.
C1-5. Nodes in NH

v except u can not transmit on channel k in the same time-slot.

Conditions C1-2, C1-3, and C1-4 explicitly show that the radio works in the half-
duplex mode. Condition C1-5 guarantees the correctness of v’s reception.

The access scheduling problem for channel access with the radio-oriented model
can be formulated as: Given a graph G = (V ,E) and the fixed channel of each node
in V , assign time-slots on the fixed and switchable radios to each node in V so that
the node can transmit the control packet to any one-hop neighbor in one scheduling
cycle while satisfying the conditions C1-1–C1-5. The objective is to minimize the
length of the cycle.
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The conditions are a little different with the node-oriented model in which time-
slots are assigned to nodes regardless of the number of radios on them. Assume one
node, say u, is scheduled to send control packets to another node, say v. The follow-
ing conditions must be satisfied to guarantee this schedule is feasible.

C2-1. u should transmit on v’s fixed channel.
C2-2. Transmission and reception between u and v must occur in the same time-slot.
C2-3. One time-slot cannot be used for transmission and reception simultaneously.
C2-4. u cannot transmit or receive on another channel in the same time-slot.
C2-5. Nodes in NH

v except u can not transmit on channel k in the same time-slot.

The access scheduling problem for channel access with the node-oriented model
can be formulated as: Given a graph G = (V ,E) and fixed(u) for each u ∈ V , assign
time-slots to nodes in V so that nodes can transmit the control packet to any one-hop
neighbor in the scheduling cycle. The objective is also to minimize the cycle length.

Consider the special case where all nodes in the network have the same fixed
channel, and a single time-slot cannot be assigned to two nodes if they are within
(H + 1)-hop. If we view the time-slot as the color, the scheduling problem can be
induced to a graph coloring problem as follows: construct graph G′ = (V ′,E′), in
which V ′ = V and (u, v) ∈ E′ if and only if the distance between u and v on graph
G is no more than (H + 1). The graph coloring problem is proved to be NP-complete
even in some special graphs. This means that the access scheduling problem on the
control channels is also NP-complete. Heuristic algorithms are needed to solve this
in polynomial time.

4 Algorithms for the radio-oriented model

4.1 The centralized One Neighbor per Cycle Algorithm 1 (ONPC1)

For each node u in the network, the One Neighbor per Cycle Algorithm 1 (ONPC1)
assigns one time-slot on the fixed radio and one time-slot on the switchable radio in
the scheduling cycle. The broadcasting of the control packet at the assigned time-
slot on the fixed radio can be correctly received by all one-hop neighbors with the
same fixed channel as node u. Node u can switch its switchable radio in the assigned
time-slot to the fixed channel of any neighbor whose channel is different, and send the
control packet to that neighbor. The strategy is similar to the problem of collision-free
scheduling in a single-channel radio network [4, 6, 7, 13, 16, 18].

The ONPC1 guarantees that each node has the right to speak/broadcast to any
one-hop neighbor in one scheduling cycle. However, the algorithm does not explicitly
indicate the channel it switches to at the assigned time-slot on the switchable radio.
This means that all potential receivers listen in the same time-slot.

In Fig. 1, assume that 2 is the number of assigned time-slot for u on the fixed
radio, and 1 on the switchable radio. Obviously, u can broadcast control packets to x

at time-slot 2 on the fixed radio. Now consider the switchable radio on u. Note that v

and w have different fixed channels which are distinct from that of u. With Condition
C1–4, u can send to either v or w at time-slot 2 on the switchable radio, but it cannot
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Algorithm for Centralized One Neighbor per Cycle 1 (ONPC1)

Input: topology G = (V ,E) and fixed(u),u ∈ V .
Output: the assigned time-slots on the fixed and switchable radios for each node
u,u ∈ V .
1. Arrange the nodes by a special criterion into sequence {1,2, . . . , n}.
2. Select the first unassigned node in the sequence.
3. If at least one neighbor has the same fixed channel as the selected node, select the

least number of time-slots that can be used to transmit to all such neighbor nodes
and does not break C1-1–C1-5.

4. If at least one neighbor has a different fixed channel from the selected node, select
the least number of time-slot that can be reused to transmit to ALL such neighbor
nodes and does not break C1-1–C1-5.

5. If all nodes are assigned, stop. Otherwise, return to step 2.

Fig. 2 The centralized ONPC1

send to them simultaneously in one scheduling cycle. Since v and w do not know
which channel that node u will switch to in time-slot 2, they have to listen on their
fixed channel in this time-slot simultaneously.

For convenience, we first introduce the centralized algorithm. The basic idea of
the ONPC1 is as follows. Arrange the nodes by a special criterion into sequence
{1,2, . . . , n} where n is the node number. The criterion shall be unique for each node
and it can be chosen as the node identification, node degree, the number of 2-hop
neighbors, or the number of all potential interference neighbors, etc. The selection
of the criterion will be discussed later. Then assign time-slots consequently to the
fixed and switchable radios of the nodes. The process continues until all nodes are
scheduled. The assigned time-slot on the fixed or switchable radio is the least time-
slot unused by its (H + 1)-hop neighbors. Pseudo code for ONPC1 is listed in Fig. 2.

Let n be the number of nodes in the network, and K be the maximum node degree.
The following theorems prove the upper bound of the length of the cycle.

Theorem 1 For arbitrary graphs, the ONPC1 guarantees an upper bound on the
total number of time-slots used as:

min

(
n,K + 1 + K(K − 1)

(K − 1)H − 1

K − 2

)
.

Proof Suppose the greedy algorithm is going to assign a timeslot for node u. With
conditions C1-1–C1-5, the assignment result that might interfere with the assignment
of node u is the assignment of nodes within (H + 1)-hop from node u. The number
of nodes that are one-hop away from node u is no more than K , and the number of
nodes that are 2-hops away is no more than K(K − 1), . . . , the number of nodes that
are (H + 1)-hop away is no more than K(K − 1)H . The total number of potential
interference nodes is:

K + K(K − 1) + · · · + K(K − 1)H = K + (K − 1)
(K − 1)H − 1

K − 2
.
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This means that the number of conflicting time-slots is no more than

min

(
n − 1,K + K(K − 1)

(K − 1)H − 1

K − 2

)
.

Note the algorithm always assigns the least unsigned time-slot, the number of time-
slot assigned on either the fixed radio or the switchable radio for node u is no more
than

min

(
n,K + 1 + K(K − 1)

(K − 1)H − 1

K − 2

)
.

�

Lemma 2 For arbitrary graphs, the ONPC1 guarantees an upper bound on the total
number of time-slots used as min(n,K2 + 1) in case that H = 1.

Proof The conclusion can be easily induced with Theorem 1 with H = 1. �

Theorem 3 The time complexity of ONPC1 is O(n2).

Proof The time complexity of the ordering is O(n logn). In the following assignment
process, the number for node selection is n and the assignment 2n. The number of
comparison is at most n when selecting one time-slot for one assignment. So, the full
time complexity of the algorithm is O(n logn) + O(2n ·n) = O(n2). �

4.2 The centralized All Neighbors per Cycle Algorithm 1 (ANPC1)

In the ONPC1, only one time-slot is assigned on the switchable radio of each node.
However, the All Neighbors per Cycle Algorithm 1 (ANPC1) assigns several time-
slots on the switchable radio so that the node can transmit the control packet to all
one-hop neighbors in one scheduling cycle. The assignment results not only indicate
the time-slot, but also the channel that the switchable radio shall switch to in this
time-slot. Accordingly, the receivers are also indicated (the one-hop neighbors with
the identical fixed channel).

Let fixed(u) be the fixed channel of u, and NFixed(u) be the set of the fixed chan-
nels of the one-hop neighbors of u. The basic idea of the ANPC1 is as follows.
Arrange the nodes by a special criterion into sequence {1,2, . . . , n}. The criterion
shall be unique for each node also and it can be chosen as the node identification,
node degree, the number of 2-hop neighbors, or the number of all potential interfer-
ence neighbors, etc. Then select the first node u in the sequence and assign one time-
slot on the fixed radio and ensure that the broadcasting at it on channel fixed(u) can be
correctly received by all its one-hop neighbors whose fixed channel is fixed(u). For
each channel k �= fixed(u) and k ∈ NFixed(u), assign one time-slot on the switchable
radio and ensure that the broadcasting on it using channel k can be correctly received
by all one-hop neighbors with fixed channel as k. The process continues until all
nodes are assigned. Pseudo code for ANPC1 is listed in Fig. 3.
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Algorithm for Centralized All Neighbors per Cycle 1 (APNC1)

Input: topology G = (V ,E) and fixed(u),u ∈ V .
Output: the assigned time-slots on the fixed and switchable radios for each node
u,u ∈ V .
1. Arrange the nodes by a special criterion into sequence {1,2, . . . , n} and mark all

nodes as UNASSIGNED.
2. Select the first unassigned node u and calculate its NFixed(u).
3. Select one channel number k from NFixed(u).
4. If the selected channel number k is the same as fixed(u), select the least number

of time-slots that can be used by node u to transmit on the fixed radio to all
neighbors whose fixed radio is k, and the assignment satisfies C1-1–C1-5.

5. If the selected channel number k is different from fixed(u), select the least number
of time-slots that can be used by node u to transmit on the switchable radio to all
neighbors whose fixed radio is k, and the assignment satisfies C1-1 ∼ C1-5.

6. Remove k from NFixed(u) and return to step 3.
7. If NFixed(u) is empty, change u’s state to ASSIGNED.
8. If all nodes are assigned, stop. Otherwise, return to step 2.

Fig. 3 Centralized APNC1

In Fig. 1 u,v, and w have distinct fixed channels. With the ANPC1, u needs two
time-slots on the switchable radio. Assuming that the scheduling results are time-slots
1 and 2, and the relevant channels are 2 and 3, then u can switch its switchable radio
to channel 2 at time-slot 1 and send the control packet to v; and channel 3 at time-slot
2 to w. In this case, v only needs to listen in time-slot 1, and w in time-slot 2.

Intuitively, the ANPC1 needs more time-slots than the ONPC1 for any node in
the network and it shall result in a longer length of scheduling cycle. However, both
theoretical and simulation show that ANPC1 has wonderful performance compared
with the ONPC1. The main reason may be that the channel number is not explicitly
indicated in the assigned time-slot on the switchable radio in ONPC1. With C1-3 and
C1-5, this time-slot cannot be reused by all potential receivers. The total number of
time-slots required way increase because of this.

The following theorems prove the upper bound of the length of the scheduling
cycle.

Theorem 4 For arbitrary graphs, the ANPC1 guarantees an upper bound on the
total number of time-slots used as

min

(
n,K + 1 + M(K − 1)

(K − 1)H − 1

K − 2

)
,

where M is the maximum number of neighbors of some nodes whose fixed channels
are the same and 1 ≤ M ≤ K .
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Proof Assume that we are to assign one time-slot on channel k for node u. The
assignment can be either on the fixed radio or the switchable radio of node u. Let us
consider the two cases separately.

Case (A): k = fixed(u). In this case, to satisfy C1-1 the time-slot is assigned to
node u on the fixed radio. The receivers are the one-hop neighbors whose fixed chan-
nel is k. Let S be the set of such nodes and m be the size of S,0 < m ≤ M . Now
calculate the number of time-slots that cannot be assigned to node u on the fixed
radio.

To satisfy C1-2–C1-4, the time-slots used for reception on the fixed radio by node
u cannot be reused. The reception is from the one-hop neighbors, so the number is K .
The time-slots used for transmission on the fixed radio by node u cannot be reused
either. Since the fixed radio transmits only on the fixed/control channel, the number
of such time-slots is 0. Furthermore, the time-slots used for transmission on the fixed
radio by nodes in set S cannot be reused. Note that nodes in S have the same fixed
channel as node u. These transmission time-slots are also the reception time-slots of
node u, which have been calculated already.

To satisfy C1-5, the transmission time-slots on channel k used by nodes whose
distance to nodes in S is no more than H , cannot be reused. The number is:

m(K − 1) + m(K − 1)2 · · · + m(K − 1)H = m(K − 1)
(K − 1)H − 1

K − 2
.

Note that only one time-slot is assigned to each node on any given channel. So,
the total number of time-slots that cannot be reused by node u for transmission is:

K + 0 + 0 + m(K − 1)
(K − 1)H − 1

K − 2
= K + m(K − 1)

(K − 1)H − 1

K − 2
.

When m = M , the length of the cycle is maximized and the theorem stands.

Case (B): k �= fixed(u). In this case, to satisfy C1-1 the time-slot is assigned on
the switchable radio of node u. The proof process is similar to case A. �

Lemma 5 For arbitrary graphs, the ANPC1 guarantees an upper bound on the total
number of time-slots used as min(n,2K) if H = 1 and all neighbors have different
fixed channels for any node.

Proof If all neighbors have different fixed channels for any node, M = 1. The lemma
can be induced with Theorem 1 with H = 1 and M = 1. �

Theorem 6 The time complexity of ANPC1 is O(Kn2).

Proof The time complexity of the ordering is O(n logn). In the following assignment
process, the number of node selection is n and the assignment is at most Kn. The
number of comparison is at most n when selecting one time-slot for one assignment.
So, the full time complexity of the algorithm is O(n logn)+O(Kn ·n) = O(Kn2). �



418 H. Cheng et al.

4.3 Distributed versions

With the H -hop interference model, the time-slot assignment for one node will in-
fluence the assignment for nodes at most (H + 1)-hop away. This also means that in
distributed situations two nodes can assign time-slots simultaneously if their distance
is more than (H + 1). However, if their distance is no more than (H + 1), there shall
be a sequential method to assign time-slots for them one by one to avoid interference.

The basic idea of the distributed algorithms is as follows. Each node first collects
the criterion information of nodes within (H + 1)-hop away, assuming that the cri-
terion value is unique for each node in the network. If nodes find that their criterion
is the maximal compared with the (H + 1)-hop neighbors that are still unassigned,
they can assign time-slots for themselves. Then the assignment results are broadcast
to (H + 1)-hop away, and nodes that have lower criterion have chances to assign
time-slots for them after receiving ASSIGNMEN messages. This process continues
until all nodes are scheduled.

Accordingly, each node maintains a NeighborTable which has four fields,
criterion-value, fixed-channel, state, and assign-results. The criterion-value denotes
the value of the criterion parameter; the fixed-channel is the number of the fixed
channel; the state describes it is assigned or not, and assign-results are the schedul-
ing results.

The distributed versions of the ONPC1 and ANPC1 are listed in Figs. 4 and 5.
There are two processes in the algorithms. One is the Initialize-Process and another is

Algorithm for Distributed One Neighbor per Cycle 1 (ONPC1)

Initialize-Process( )
1. Initialize its own state as UNASSIGNED, and broadcast a HELLO message

(H + 1)-hops away with the state, fixed-channel and criterion value included in
the message.

2. Build the neighbor table NeighborTable with incoming HELLO messages.

Assign-Process()
1. Compare the criterion with the nodes in the NeighborTable whose state is UNAS-

SIGNED.
2. If some neighbors have larger criterion value, wait until receiving an ASSIGN-

MENT message originated from another node, and then modify the state and
assign-result for this originating node in the NeighborTable, and return to step 1.

3. If one neighbor has the same fixed channel as the selected node, select the least
time-slot that can be used to transmit to all such neighbor nodes and satisfy
C1-1–C1-5.

4. If one neighbor has a fixed channel different from the selected node, select the
least time-slot that can be used to transmit to all such neighbor nodes and satisfy
C1-1–C1-5.

5. Change the state as ASSIGNED; send an ASSIGNMENT message to (H + 1)-
hops away.

Fig. 4 The distributed ONPC1
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the Assign-Process. In the Initialize-Process, the node initializes its state as UNAS-
SIGNED, collects its criterion-value and fixed-channel, and broadcasts a HELLO
message to (H + 1)-hop away. At the end of this process, each node will finally build
the NeighborTable. In Assign-Process, the node compares its criterion value with
those in NeighborTable whose state is marked as “UNASSIGNED.” If the criterion
value is the maximal, the node assigns time-slots for itself according to assign-results
in NeighborTable, and broadcasts an ASSIGNMENT message to (H + 1)-hop away.

The differences between the distributed ONPC1 and ANPC1 are that in ANPC1
each node also builds the set of fixed channels of its one-hop neighbors, i.e., NFixed,
and assigns time-slots for each channel in NFixed to ensure that it can send control
packets to all one-hop neighbors in one scheduling cycle.

Theorem 7 Each node transmits no more than 2KH+1−2
K−1 messages with ONPC1 and

ANPC1.

Proof During the Initialize-Process, each node sends one message to its neighbors,
and also forwards messages from neighbors within (H +1)-hop away. The total num-
ber of messages transmitted in this process is no more than

1 + K + K2 + · · · + KH = KH+1 − 1

K − 1
.

Algorithm for Distributed All Neighbors per Cycle 1 (ANPC1)

Initialize-Process( )
1. Initialize its own state as UNASSIGNED, and broadcast a HELLO message

(H + 1) hops away with the state, fixed-channel and the value of criterion.
2. Build the neighbor table NeighborTable and NFixed with the incoming HELLO

messages.

Assign-Process()
1. Compare the criterion with the nodes in the NeighborTable whose state is UNAS-

SIGNED.
2. If some neighbors have larger criterion value, wait until receiving an ASSIGN-

MENT message originating from another node, and then modify the state and
assign-result for this originating node in the NeighborTable, then return to step 1.

3. Select one channel number k from NFixed(u).
4. If k = fixed(u), select the least time-slot that can be used by node u to transmit on

the fixed radio to all neighbors whose fixed channel is k, and satisfy C1-1–C1-5.
5. If k �= fixed(u), select the least time-slot that can be used by node u to transmit

on the switchable radio to all neighbors whose fixed radio is k, and satisfy C1-1–
C1-5.

6. Remove k from NFixed(u) and return to step 3.
7. If NFixed(u) is empty, change u’s state as ASSIGNED, and broadcast an AS-

SIGNMENT message out to (H + 1) hops away.

Fig. 5 The distributed ANPC1
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The Assign-Process is similar, and so the theorem stands. �

Theorem 8 The computation time complexity of the distributed ONPC1 and ANPC1
algorithms is O(n).

Proof By noticing that each node sends out a constant number of messages and a
constant number of steps are performed per message, and the theorem stands. �

5 Algorithms for the node-oriented Model

In the node-oriented model, time-slots that are scheduled for channel access are as-
signed to the nodes regardless of how many radios they have, which makes the algo-
rithms a little different from those in the radio-oriented model. Here, we also intro-
duce two distributed algorithms for the scheduling problem, namely One Neighbor
per Cycle 2 (ONPC2) and All Neighbors per Cycle 2 (ANPC2). The basic idea of
the two algorithms is similar to that of ONPC1 and ANPC1. However, in this model,
time-slots are scheduled to nodes while in the ONPC1 and ANPC1 time-slots are
scheduled on different radios for each node in the network.

5.1 The distributed One Neighbor per Cycle Algorithm 2 (ONPC2)

The One Neighbor per Cycle 2 (ONPC2) algorithm assigns one slot for each node,
such that the node is able to transmit control packets to any one-hop neighbors
collision-free in every scheduling cycle. This guarantees that each node reserves the
right to transmit a control packet in every cycle. The scheduling also means that all
one-hop neighbors shall listen in the same time-slot on their own fixed channel.

In Fig. 1, assume that 2 is the assigned time-slot for u. In time-slot 2, u can switch
to channel 1 and send the control packet to x in one scheduling cycle; u also can
switch to channel 2 (or 3) and send to v (or w) in another cycle. But u can not speak
to both v and x in one cycle because v and x have different fixed channels. Note that
v,w, and x have to listen in time-slot 2 simultaneously in this case.

The basic idea of the distributed ONPC2 is that each node first collects the criterion
information of nodes within (H + 1)-hop away. If a node finds that its criterion value
is maximal compared with the (H + 1)-hop neighbors which are still unassigned, it
can assign time-slots for itself. The results are broadcast to (H + 1)-hop away, and
then nodes that have lower criterion have chances to assign time-slots for themselves.

Accordingly, each node also maintains a NeighborTable with three fields, which
are the same as in ONPC1. The pseudo code for the algorithm is shown in Fig. 6.

Theorem 9 For arbitrary graphs, the ONPC2 guarantees an upper bound on the
total number of time-slots used as

min

(
n,K + 1 + K(K − 1)

(K − 1)H − 1

K − 2

)
.

Proof The proof process is similar to Theorem 1. �
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Algorithm for Distributed One Neighbor per Cycle 2 (ONPC2)

Initialize-Process( )
1. Initialize its own state as UNASSIGNED, and broadcast a HELLO message

(H + 1)-hops away, with its state, fixed channel and criterion value.
2. Build the neighbor table NeighborTable with incoming HELLO messages.

Assign-Process()
1. Compare the criterion with the nodes in the NeighborTable whose state is UNAS-

SIGNED.
2. Compare with nodes with state as UNASSIGNED in NeighborTable. If some

neighbors have larger criterion value, wait until receiving an ASSIGNMENT
message originating from another node; modify the state and assign-result for
this originating node in the NeighborTable, and return to step 1.

3. Select the least number of time-slot that can be used to transmit to all one-hop
neighbor nodes, and which satisfies conditions C2-1–C2-5.

4. Change state as ASSIGNED. And send an ASSIGNMENT message to (H + 1)-
hops away.

Fig. 6 The distributed ONPC2

Lemma 10 For arbitrary graphs, the ONPC2 guarantees an upper bound on the
total number of time-slots used as min(n,K2 + 1) in the case that H = 1.

Proof The conclusion can be easily induced with Theorem 9 with H = 1. �

Theorem 11 The time complexity of ONPC2 is O(n2).

Proof The proof process is similar to Theorem 3. �

Theorem 12 Each node transmits no more than 2KH+1−2
K−1 messages with ONPC2.

Proof During the Initialize-Process, each node sends once its list of neighbors, and
also forwards messages from neighbors within (H + 1)-hop away. The total number
of messages transmitted in this process is no more than

1 + K + K2 + · · · + KH = KH+1 − 1

K − 1
.

The Assign-Process is similar and the theorem stands. �

Theorem 13 The computation time complexity of ONPC2 is O(n).

Proof By noticing that each node sends out a constant number of messages and a
constant number of steps is performed per message. �
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Algorithm for Distributed All Neighbors per Cycle 2 (ANPC2)

Initialize-Process( )
1. Initialize its own state as UNASSIGNED, and broadcast a HELLO message

(H + 1) hops away with its state and criterion.
2. Build the neighbor table NeighborTable and NFixed with the incoming HELLO

messages.

Assign-Process()
1. Compare the criterion with the nodes in the NeighborTable whose state is UNAS-

SIGNED.
2. Compare with nodes with state as UNASSIGNED in NeighborTable. If some

neighbors have larger criterion value, wait until receiving an ASSIGNMENT
message originating from another node; modify the state and assign-result for
this originating node in the NeighborTable, the return to step 1.

3. For each channel k in NFixed(u), select the least number of time-slot that can
be used by node u to transmit to all neighbors with fixed channel k, and which
satisfy C2-1–C2-5.

4. Change u’s state as ASSIGNED. Send an ASSIGNMENT message to (H + 1)-
hops away.

Fig. 7 The distributed ANPC2

5.2 The distributed All Neighbors per Cycle Algorithm 2 (ANPC2)

Similar to ANPC1, the All Neighbors per Cycle 2 (ANPC2) algorithm assigns several
time-slots to one node so that this node can transmit the control packet to all one-hop
neighbors in one scheduling cycle. The assignment results not only indicate the time-
slot in the cycle, but also the channel that the node should switch to, and accordingly
the receivers (the one-hop neighbors with the identical fixed channel).

The basic idea of ANPC2 is as follows. Each node first collects the criterion infor-
mation of nodes within (H + 1)-hop away. If a node finds that the criterion value is
the maximal compared with the (H +1)-hop neighbors which are still unassigned, as-
sign one time-slot for each channel k in NFixed(u) and ensure that the transmission of
control packets at it on channel k can be correctly received by all the one-hop neigh-
bors with fixed channel as k. This process continues until all channels in NFixed(u)

are assigned. The final results are broadcasted to (H + 1)-hop away and now nodes
with lower criterion have chances to assign time-slots. Pseudo code is listed in Fig. 7.

In Fig. 1, u has three neighbors, i.e., v,w, and x with different fixed channels.
Since the ANPC2 assigns time-slots for all neighbors in one scheduling cycle as
mentioned above, u needs three time-slots in the cycle. Assume the scheduling results
for u are time-slots 1, 2, and 3, and the relevant channels are 1, 2, and 3. Then in one
cycle u can switch to channel 1 in time-slot 1 and send control packet to x. In the
same cycle, u can also switch to channel 2 in time-slot 2 and send control packet to
v; and to channel 3 in time-slot 3 to send the packet to w. In this case, x only needs
to listen in time-slot 1; while v listens in time-slot 2 and v in time-slot 3.
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Theorem 14 For arbitrary graphs, the ANPC2 guarantees an upper bound on the
total number of time-slots used as

(
n,2K + 1 + M

[
(K − 1)

(K − 1)H − 1

K − 2
+ K − 2

])

for the cycle length, where M is the maximum number of one-hop neighbors whose
fixed channels are the same, 1 ≤ M ≤ K .

Proof Suppose currently node u is selected and the algorithm is going to assign a
timeslot for transmission from u to one of u’s neighbors with fixed channel as k. Let
S be the set of such nodes and m be the size of S,0 < m ≤ M . Now calculate the
number of time-slots that cannot be assigned to node u.

To satisfy C2-1 and C2-4, time-slots that have been assigned for transmissions
from u to u’s neighbors cannot be reused for this transmission. The number of such
time-slots is at most (K − m). Time-slots that have been assigned for reception of
group S from other neighbors can not be reused for this transmission. The number
of time-slots is at most m(K − 1). To satisfy C2-2 and C2-3, time-slots that have
been assigned to group S for transmission cannot be reused. The number of such
timeslots is at most mK. At the same time, time-slots that have been assigned to u for
reception cannot be reused. Note that the reception of node u is also the transmission
of its one-hop neighbor and the number is partially included above. The number of
the rest time-slots is (K − m)(time-slots for the transmissions of neighbors not in S).
To satisfy C2-5, time-slots that have been assigned to group v’s neighbors except u

for transmissions on the fixed channel of v can not be reused. The number of such
timeslots is at most

m(K − 1) + m(K − 1)2 · · · + m(K − 1)H = m(K − 1)
(K − 1)H − 1

K − 2
.

Note that timeslots that have been assigned for reception by group S are also
included in the above. So, the total number of timeslots that are NOT available are:

K − m + mK + K − m + m(K − 1)
(K − 1)H − 1

K − 2

= 2K + m

[
(K − 1)

(K − 1)H − 1

K − 2
+ K − 2

]
.

Therefore, timeslots as

min

(
n,2K + 1 + m

[
(K − 1)

(K − 1)H − 1

K − 2
+ K − 2

])

can be assigned for the transmission from u on channel k to group S.
When m = M , the length of the cycle is maximized and the theorem stands. �

Lemma 15 For arbitrary graphs, the ANPC2 guarantees an upper bound on the total
number of time-slots used as min(n,4K − 2) for the cycle length if H = 1 and every
two neighbors have different fixed channels for any node.
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Proof If every two neighbors have different fixed channels for any node, this means
that M = 1. The lemma can be induced with Theorem 3 with H = 1 and M = 1. �

Theorem 16 Each node transmits no more than 2KH+1−2
K−1 messages during the

ANPC2 algorithm.

Proof During the Initialize-Process, each node sends once its list of neighbors, and
also forwards messages from neighbors within (H + 1)-hop away. The total number
of messages transmitted in this process is no more than

1 + K + K2 + · · · + KH = KH+1 − 1

K − 1
.

The Assign-Process is similar and the theorem stands. �

Theorem 17 The computation time complexity of the distributed ANPC2 algorithms
is O(n).

Proof By noticing that each node sends out a constant number of messages and a
constant number of steps is performed per message. �

6 Discussions

6.1 The criterion selection

In the algorithms mentioned above, a special criterion parameter is necessary to or-
ganize the nodes in the network to maintain the distributed manner while avoiding
the cases that two nodes in the interference range of each others are assigned simul-
taneously. The criterion can be any parameter that is unique to nodes in the network,
such as the station nick name/identification, node degree, the number of (H + 1)-hop
neighbors, random data or a combination of these parameters. As we can observe
from the analysis, the selection of this criterion does not influence the result of the
upper bound for the cycle length. However, a good criterion can reduce the length in
the general cases. We will illustrate the difference in the simulation to illustrate its
importance.

There is still another problem that needs consideration. After the criterion is se-
lected, the nodes can be organized into sequence either in decreasing or increasing
order of this criterion. As mentioned above, the order (decreasing or increasing) does
not change the theoretical analysis. Intuitively, a node with more neighbor nodes may
potentially increase the cycle length, and it should be assigned time-slots ahead of
others. This idea is similar to the well-known graph coloring problem in which nodes
are generally organized and colored in decreasing order of node degree. Our solution
follows this intuition, and nodes are sequenced in a decreasing order of the criterion.
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6.2 The dynamic topology

The dynamic topology originates from the movement of the mobile nodes in the tradi-
tional ad hoc network. However, the mesh nodes are always placed at fixed positions,
such as on the roof of a building and they are relatively stable and not mobile in most
scenarios. So, the dynamic topology discussed regarding the mesh networks is the
cases that nodes leave or join the network.

When a node joins the network, it may change the distances between its two direct
neighbors and may introduce conflicts among its neighbors. A previously conflict-
free schedule may be turned into a conflicting schedule when the new member is
considered. A functional correction scheduling algorithm must avoid these conflicts.

The leaving of one node can change the distances between its direct neighbors,
too, but it never introduces conflicts into the schedule. However, the length of the
schedule can be reduced if possible. The scheduling algorithm also needs to deal
with such situations to improve network performance.

Here, we show how to deal with the two cases with the distributed ANPC1 as an
example. The idea for the ANPC2, ONPC1, and ONPC2 are also similar.

When a node, say u, joins the network, node u will first set its state as UNAS-
SIGNED. Then it collects the one-hop neighbor information and broadcasts a JOIN
message. Nodes that have received the JOIN message will increase their node de-
gree. The JOIN message is also forwarded to H -hop away, so that all nodes within
(H + 1)-hop from node u will know about this new member. Nodes that have re-
ceived this JOIN message will change their state to UNASSIGNED, and insert a new
item into the NeighborTable. The scheduling algorithm is carried out by all nodes
with state as UNASSIGNED after this process is finished.

When a node has detected that a neighbor node has left the network, it will de-
crease its node degree and broadcast a LEAVE message to H-hop away. The nodes
that have created or received the LEAVE message will set their state as UNAS-
SIGNED and remove the relevant item from the NeighborTable. The algorithm is
carried out after this process is finished.

6.3 The implement of these algorithms

The implement of the access scheduling on the control channels can be done on the
Media Access Control (MAC) sublayer of the Data Link Layer in OSI reference
model. It can be realized with hardware or software programming to determine the
length of the scheduling cycle and the access time-slots of the node. The building
of the scheduling process can be viewed as a sequence of events as nodes joining
the network. Generally, the new nodes well set its state as UNASSIGNED and listen
for messages from neighbor nodes during a predefined time. If the new node does
not receive any message, it knows it is the only node in the networks, and assign
the first available time-slot on the scheduling cycle. The assignment information is
broadcasted out frequently if there is no message for transmission. However, if the
new nodes have received messages from its neighbor(s), the scheduling procedure
and related message exchange are similar to the mechanism in the previous section.
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7 Simulation results

The simulations are built in a 1000 m × 1000 m plane area. The mesh nodes are
placed randomly in the area and the node number n is 50 or 150. Each node has the
same transmission range, which varies from 130 m to 250 m to simulate different
networks with different connectivity. When the node position and the transmission
range are given, there is an edge between two nodes if their distance is no more than
the transmission range, and thus the graph is built. Each mesh node has one fixed
radio and one switchable radio. The IEEE 802.11a/b have provided 12/3 orthogonal
channels and the number of available channels Q in the network is assumed to be 12
or 3 in the simulation. The fixed channel for each node is randomly selected among all
available channels, since the fixed channel assignment is not the focus of this paper.
Readers are guided to [12] for the assignment algorithm for the fixed channel in the
network. For a given number of nodes and transmission range, 1,000 scenarios are
built and the relevant graphs are all connected. The final results are the average of
1,000 scenarios.

The length of the scheduling cycle � is related to the topology of the network. For
easy comparison and analysis, a new parameter ratio is introduced here as:

ratio = �

K

in which K represents the maximum degree of nodes in the network.
Since the basic ideas of ANPC2 and ONPC2 are similar to those of ANPC1 and

ONPC1, the simulation results are omitted here, and we focus on the performance
comparison of ANPC1 and ONPC1.

We simulate the ONPC1 and ANPC1 on the same topology with the same fixed
channel assignment. In all these scenarios, the criterion chosen is the node degree.
Since most of the current works are based on the assumption that H = 1, we test both
cases H = 1 and H = 2 in the simulation. Figure 8 shows the results with H = 1.
It can be seen that the performance of the ANPC1 is better than the ONPC1 in all
scenarios.

Although the length of the scheduling cycle is upper-bounded by the maximum
number of (H + 1)-hop neighbors in the theoretical analysis, we can observe from
the simulation results that the value of ratio is rather close to 1. This means that the
average length of the scheduling cycle is close to the maximum node degree in the
network. The results imply that a proper way to reduce the length of the cycle is to
control the maximum node degree in the network through topology control methods,
and thus the performance of the network can be improved significantly.

Figure 9 shows the results in the case that H = 2. The performance of the ANPC1
is better than the ONPC1 in all cases here, too. The length of the scheduling cycle in-
creases significantly compared with the case H = 1, and this will weaken the system
performance. A compromise may be necessary to balance the QoS requirement and
system utilization in the mesh networks, which should be studied further.

To illustrate the influence of criterion on the scheduling algorithms, we have car-
ried out the simulations with the selected criterion, node identification, node degree,
and the number of (H + 1)-hop neighbors, accordingly. Figures 10 and 11 show the
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Fig. 8 H = 1,Q = 12, and the node degree is the criterion

Fig. 9 H = 2,Q = 12, and the node degree is the criterion.

Fig. 10 H = 1,Q = 12, for the algorithm ANPC1.

final results in the cases that H = 1 and H = 2 with ANPC1. In these figures, the
criterion of (H + 1)-hop neighbors is denoted as # − N2 in the case that H = 1, and
#−N3 in the case that H = 2. As we can observe from these figures, the performance
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Fig. 11 H = 2,Q = 12, for the algorithm ANPC1

is the best in all cases as the criterion is selected as the number of (H +1)-hop neigh-
bors, while node degree is a little better than node identification. The node degree and
(H +1)-hop neighbor information are easy to obtain by limited local information ex-
change, and so all these parameters are feasible for use in scheduling channel access
in wireless mesh networks.

8 Conclusions

In this paper, we have studied the scheduling problem for channel access in TDMA
wireless mesh networks. The problem is to assign time-slots for each node in the
network to access the channels, so that is guaranteed to be able to each node broad-
cast the control packet to any one-hop neighbor in one scheduling cycle. The ob-
jective is to minimize the length of the scheduling cycle. In this paper, we have
originally proposed an H -hop interference mode to describe the case in which the
interference range is larger than the transmission range. Then we have shown the NP-
completeness of the scheduling problem. We also describe two special models for
the mesh networks to employ the advantage of multiple control channels, the radio-
based model, and the node-based model. In the radio-based model, the time-slots
are assigned on two radios, and in the node-based model time-slots are assigned to
nodes. Then we have proposed two heuristic algorithms for the two models, namely
One Neighbor per Cycle 1 and 2 (ONPC1 and ONPC2), All Neighbors per Cycle
1 and 2 (ANPC1 and ANPC2). We also prove that the ANPC1 guarantees an upper
bound on the total number of time-slots used as min(n,2K) in some special cases
for the radio-based model, and min(n,4K − 2) for the node-based model. The fully
distributed versions of the algorithms are given in this paper, also. The simplicity and
locality make these algorithms rather suitable for wireless mesh networks. Simulation
results also show that the performance of ANPC1 is much better than ONPC1.
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